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ABSTRACT

To improve the software quality, researchers have focused their effort on developing and validating effective methods of finding and fixing defects early in the development process. Software inspections are most widely used defect detection method. Also, researchers showed that the overall effectiveness of an inspection team is affected by the effectiveness of individual inspectors. But researchers have not been able to completely understand the inherent characteristic that makes an individual inspector effective. This paper investigates this problem by analyzing the learning style (LS) preferences of individuals who make up inspection team. Also presents a tool that provides ability to researchers to study the relationship between inspectors’ LS and his/her effectiveness in uncovering defects in software requirement document. Cluster and Discriminant analysis techniques were used to sort inspection teams based on their LS preferences. Researchers can use this tool to study further correlations between inspector’s LS and their performance in team.
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1. INTRODUCTION

In today’s world of modern computing, organizations depend on the software systems for automation of their tasks to reduce time and cost. Successful software organizations thrive on delivering quality software products within allocated time and budget [1]. The software development process involves the translation of information from one form into another (i.e., from customer’s needs to requirements to design to a working product). Defects are introduced at various points during the development, if left undetected are shipped along with the product. Most of the defects are introduced at the early stages of the project, which propagate to the later phases where they are harder to find and fix. Software artifacts produced during the early phases of software development (requirement and design documents) help to describe the functionality and design of software to be developed. Therefore, successful software organizations focus their attention on finding and correcting defects in requirement and design phases to avoid their propagation into later phases.

Software requirement analysis and determination is a tedious process that involves stakeholders who are technical (e.g., requirement engineers, programmers) and non-technical (e.g., end users, sponsors) personnel. Therefore, while the formal modeling languages (e.g., programming languages) can be used to develop software solution, the natural language (NL) is used to describe the customer needs and problems. The output of this stage is a Software Requirements Specification (SRS) artifact that includes requirements for a software product to be developed, written in NL. The purpose of SRS is to communicate customer’s requirements, to further phases of software lifecycle which transforms the NL into conceptual modeling to build the software that meet the requirements.
While NL is used to describe the needs or problems, the inherent nature of English language causes the requirements to be complex, imprecise, vague, and ambiguous. Furthermore, writing requirements in NL often leads to defects in the document, because different people have abilities to interpret NL in different ways due to its ambiguous nature and lack of common understanding among different stakeholders. To make the matters worse, large amount of cost in software development is involved in eliminating defects during the later stages of the software process that can be traced back to the mistakes or misunderstandings during the requirements development [38, 39]. In addition, finding and fixing faults earlier rather than later is easier, less expensive and reduces avoidable rework.

Among various methods used for early detection and removal of faults, software inspections have been empirically validated [2, 3, 4, 5]. Inspections are a process whereby software artifacts are examined by a group of inspectors to ensure that they meet a set of quality constraints by uncovering faults in the artifact. The main idea of the inspection as defined by Fagan [2] is as follows. Once the author completes a software artifact, which could be a requirements document, design, or code, it is submitted for an inspection. The inspection consists of multiple steps. The inspection leader first chooses a team of skilled individuals who will perform the inspection. Then, the document to be inspected is distributed to these team members. The team-members individually review a software work-product to identify faults and meet together to consolidate the faults into a list, which is returned to the document author who then will fix the reported faults. Since the initial definition of the inspection process, many variations have been made on it (e.g., placing more emphasis on individual review). Still, the main goal of the software inspection is to remove the faults in the software work product and enable; 1) saving of cost and time, which needs to be expended if the faults pass to later stages of
software development; and 2) improving the quality of software product by enhancing its reliability, maintainability and availability [2, 3, 39, 40].

While inspections are an effective verification method, its success is heavily dependent on the individuals overall success in uncovering defects. Previous research in software inspection process has shown that the variations among inspection team members can have a greater effect on the outcome of the inspection than the variations in the actual inspection process [6]. Previous research has also tried to evaluate if the level of the technical background or education of the inspectors can impact their ability to find more number of defects during an inspection [6, 41]. The result shows that the technical computer science knowledge or their degree (PhD vs. Master vs. Bachelor) did not have any effect on the fault detection abilities of software inspectors.

This result has led us to hypothesize that, the inspector’s ability of finding defects in a requirements document are affected by their individual strengths and preferences in the ways they comprehend and process information – i.e., their individual learning styles (LS). The ways in which an individual characteristically acquires, retains, and retrieves information are collectively termed the individual’s LS by the psychologists [42]. An appropriate definition of LS preference was provided by Keefe [43], and is consistent with the use of LS in this paper:

“Learning styles are characteristic cognitive, affective, and psychological behaviors that serve as relatively stable indicators of how learners perceive, interact with, and respond to the learning environment”.

On that note, previous research [7, 8, 9] in psychology has shown that individual students have different LS’s. The psychologists mention that, some individuals need concrete information (e.g., facts, experiment data) while others understand abstractions better. Some individuals prefer
if information is presented to them visually, while other prefers verbal explanations. Some are more active learners (i.e., by trying and analyzing) whereas others are more reflective learners (i.e., understanding the information completely before attempting to analyze it) [7].

Psychologists have developed and empirically evaluated different learning styles models over a period of time. Some of the most relevant learning style models include: The Myers-Briggs Type Indicator (MBTI), Kolb’s Learning Style Model, and the Felder-Silverman Learning Style Model (FSLSM). Of these three models, the FSLSM describes the learning style of a learner in most detail and includes the preference dimensions parallel to other learning style models, although the distinction between preferences on four dimensions is unique [10]. According to this model a learner is classified in four dimensions as follows, with more details appearing later:

- **Sensing learners** (Oriented towards facts, concrete content, data, hands-on work, practical, apply theory in practice) or **Intuitive learners** (abstract, conceptual, innovative, oriented toward theories and meanings, discovering possibilities);
- **Visual learners** (prefer visual representations of presented material - pictures, diagrams, flow charts, time line, video, demonstration) or **Verbal learners** (prefer written and spoken explanations);
- **Active learners** (learn by trying things out, working in groups, discussing, explaining, brainstorming) or **Reflective learners** (learn by thinking things through, working alone, writing summaries);
- **Sequential learners** (linear, orderly, learn in small logical steps) or **Global learners** (holistic, context and relevance of the subject, learn in large jumps).

Empirical studies conducted by educational psychologists have also shown that a student understands and retain information better if the information is presented to them in his/her preferred modes of learning style (LS). Conversely, students are tend to be bored, inattentive,
and perform poorly on tests if there is mismatch between the learning styles of students and the teaching style of an instructor [7, 42, 44]. This paper attempts to utilize the Learning Style (LS) preferences of individual inspectors in order to form inspection teams, that will improve the defect detection effectiveness of individual inspectors and the team’s overall effectiveness.

Like any other individual, software developers (and software inspectors) have different learning styles that affect their ability to process and comprehend information presented in the software artifact under review. Individual inspectors, depending on their learning style strength, can find different type of defects present in a software artifact. For example, if individual inspectors participating in an inspection process have similar learning style preferences, then they are more likely to find same type of defects present in an artifact. On the other hand, teaming inspectors based on a diverse set of learning style preferences can help reduce the overlap of fault among different inspectors and increase the total number of faults found by all the inspectors.

Additionally, the personnel inspecting a software artifact are often different from the ones who were involved in the development of the software artifact. Therefore, a mismatch of the learning styles between the developers of an artifact and inspectors of the same artifact can negatively impact the inspection effectiveness (i.e., the number of unique defects found by all the inspectors). This scenario is especially true in the requirements phase, where the requirements are elicited, analyzed and documented in NL by software engineers working within an organization, while the software inspectors assigned to review the requirements document are a mix of technical and non-technical personnel from either within or outside the organization.
Therefore, this paper presents a tool that intends to help researchers and practitioner to investigate the impact of learning style preferences on the effectiveness of requirements inspection. To accomplish that, the software tool presented in this paper enables grouping inspectors according to their learning preferences (ranging from most similar to most dissimilar for each inspection team size) so that its effect on the number of defects uncovered during an inspection can be analyzed.

The paper is outlined as follows. Section 2 summarizes and discusses Learning Styles, including the Felder-Silverman Learning Style Model we have adopted for study. It also discuss about the questionnaire through which subjects Learning Styles were derived. Section 3 presents research approach which includes principal component analysis, clustering analysis and discriminant analysis that is used to develop teams with varying level of LS differences in individual team members for varying inspection team sizes. In Section 4, we described the research design followed by the actual tool description in Section 5, that would allow the researchers and other users to form software inspection teams based on the LS’s of individual inspectors; and produces the inspection output of the resulting teams. Sections 6 discuss the impact of the tool for the researchers and practitioners. Finally, in Section 7, we provide conclusions and future enhancements on the tool.
2. BACKGROUND RESEARCH

This section provides background information regarding the LS models (Section 2.1), the detailed description of the LS categories used in the FLSLS model (Section 2.1.1), and the details of the survey instrument used to assess the individual learning preference (Section 2.1.2). Section 2.2 provided background information on the use of LS’s in the context of Software Engineering.

2.1. Learning Style Models

Kolb [11] introduced the concept of learning styles, and is credited with the development of the first learning styles instrument. Over the years, educational psychologists have developed different variations of the learning style models [42, 43, 45, 46, 47, 48, 49] and validated the use of learning styles in engineering education [7]. The literature review of the publications referring to the learning styles revealed that the Felder and Silverman’s learning style model is most advanced and widely used to assess the learning styles [12, 13]. It is measured through an instrument called the Index of Learning Styles (ILS) by Felder and Soloman [14]. The following subsections explain the learning style model developed by the Felder and Silverman and the ILS instrument used for measuring the learning style preference.

2.1.1. Felder-Silverman learning style model (FLSSM)

Richard Felder and Lisa Silverman developed a learning style model entitled “Felder-Silverman Learning Style Model” that captures the most important learning style differences among the engineering students [7]. The model classified individuals as having strengths and preferences for one category or the other on the basis of four dimensions that related to the way individuals “perceive information” and the way they “process information”. The two dimensions that relates to perceiving information includes: a) Sensing/Intuitive; and b) Visual/Verbal. The
remaining two dimensions (i.e., Active/Reflective and Sequential/Global) relate to information processing. This is illustrated in Figure 1 and is discussed below.

![Felder’s Learning Style Dimensions](image)

Figure 1. Felder-Silverman learning style model

The first dimension of the learning style model classified subjects as “Sensing” or “Intuitive” learners as discussed follows:

a) *Sensing* people prefer learning facts. They like solving problems by well-established methods and dislike complications and surprises. Sensors tend to be patient with details and good at memorizing facts and doing hands on (laboratory) work. Furthermore, sensing learners are considered as more realistic and sensible; they tend to be more practical than intuitive learners and like to relate the learned material to the real world;

b) *Intuitive* people often prefer discovering possibilities and relationships. They like innovation and dislike repetition. They tend to work faster and to be more innovative than sensors. Intuitive learners do not like work that involves a lot of memorization and routine calculations.
The second dimension of the learning style model classified subjects as “Visual” or “Verbal” learner as discussed follows:

a) *Visual* people remember best what they see (such as pictures, diagrams, flow charts, timelines, films, and demonstrations). They prefer visually presented information;

b) *Verbal* people get more out of words, and written and spoken explanations. They prefer verbally presented information.

The third dimension of the learning style model classified subjects as “Active” or “Reflective” learner as discussed follows:

a) *Active* people tend to retain and understand information by doing something active with it (discussing or applying it or explaining it to others). "Let's try it out and see how it works" is an Active's phrase. Furthermore, they tend to be more interested in communication with others and prefer to learn by working in groups where they can discuss about the learned material;

b) *Reflective* people prefer to think about information quietly first. "Let's think it through first" is the Reflective’s response. Regarding communication, they prefer to work alone or maybe in a small group together with one good friend.

The last dimension of the learning style model classified subjects as “Sequential” or “Global” learner as discussed follows:

a) *Sequential* people tend to gain understanding in linear steps, with each step following logically from the previous one. They tend to follow logical stepwise paths in finding solutions. They may not fully understand the material but they can nevertheless do something with it (like solve homework problems or pass a test) since the pieces are logically connected;
b) *Global* people tend to work in large jumps, absorbing material almost randomly without seeing connections, and then suddenly "getting it". They may be able to solve complex problems quickly or put things together in novel ways once they have grasped the big picture, but they may have difficulty explaining how they did it.

The index of learning styles (ILS) is an online questionnaire designed to assess preferences on the above dimensions of FSLSM model. The ILS instrument has been empirically validated for its reliability and for its construct validity [7].

### 2.1.2. Index of learning styles (ILS)

The ILS is a 44-question instrument (11 questions for each of the four dimensions) intended to measure the learning style preference on each of the four dimensions of the FSLSM model. This instrument was initially created in 1994, and has been revised as a result of rigorous empirical validation. The latest ILS instrument is accessible online at no cost. ‘Appendix. ILS Questionnaire’ provides a list of 44 questions used in the ILS instrument.

An individual, who wants to know their learning style preference, can use this online link to record their responses on all the 44 questions. Then, the results are immediately reported on the same link that shows the individual’s scores on all the four dimensions and how to correctly interpret the results.

Each learning style dimension has 11 associated questions that require an individual to select one of the two choices, with each choice corresponding to one or the other category of the dimension (e.g., active or reflective). For example, for *Visual/Verbal* dimension, of all the 11 questions that has to be answered, each question has an answer that supports either visual or verbal category. An example of the question belonging to Visual/Verbal dimension is shown in
Figure 2. From Figure 2, it could be readily understood that if a subject chooses option ‘a’ then one point will go towards visual learning otherwise one point will go towards verbal learning. Based on the responses on all the 11 questions for each LS dimension, the final LS score report is shown in Figure 3 and is explain follows.

When I think about what I did yesterday, I am most likely to get
(a) a picture.
(b) words.

Figure 2. An example question for the Visual/Verbal dimension of FSLSM model

As shown in Figure 3, each LS dimension is calculated on a scale of 1 to 11 (which is count of the number of responses belonging to each category of the LS dimension). The ‘X’ on the numbers denotes the final score that a person has received in different categories on ILA questionnaire. That is, a score of 9 on the “Visual” category of the Visual/Verbal LS dimension means that out of 11 answers, 10 were in the support of Visual learning preference and 1 was in support of Verbal learning preference. Therefore, 10 – 1 equates to a Visual score of 9. This result shows that this particular individual prefers more visual information as compared to the verbal information. Similar pattern of scales is followed by the other categories (i.e. Sensitive-Intuitive, Visual-Verbal and Sequential-Global) as shown in Figure 3. Therefore, every subject has some actual score (varying from 0 - 11) for each LS dimension.

Additionally, an individual with scores of 1 or 3 are considered to be balanced on the two categories of a LS dimension, because they have almost same number of responses in both the categories (e.g., 4-3 =1 or e.g., 7-4 = 3).
2.2. Use of Learning Style Models in Software Engineering

While FSLSM has been validated [12, 13] and, used widely for capturing human learning preferences mostly in academia [7, 8, 9, 15], it has not been investigated in the context of software development (to the best of our knowledge).

The concept of matching student-teacher LS’s have paid dividends in improving student learning. We believe that extending the use of LS preferences to software engineering context can be very effective in improving the quality of software products. Software engineers (similar to students in a class) differ in the way they “perceive” and “process” information that is documented in software artifacts (e.g., during the early software documents which involves collaboration among technical and non-technical stakeholders). This is especially true during the “requirement stage” of the software development life-cycle, which produces a list of NL requirements that are documented by requirement engineers (who may have different LS’s). To
produce these requirements, the requirement engineers talk to their customers (who are non-technical end users), in order to elicit and clarify the actual needs.

Evidence suggests that communication errors often arise due to the inability of the end-users to understand the technical jargon used by the developers during the requirements elicitation process which causes ambiguities (i.e., multiple interpretations of same requirements) and incompleteness in the requirement document. Additionally, the requirements document after being developed is passed on to the group of inspectors (either from within or outside the organization) in order to detect defects that were made during the development. These software inspectors (who are different from the requirement developers) may also differ in the way they “perceive” and “process” information. An acute mismatch between the developers and inspectors LS can inhibit the defect detection effectiveness of individual inspectors.

Furthermore, evidence into software inspections have also suggested that reviewing the software artifact from same point of view leads to detection of overlap of faults found by different reviewers, causing a decrease in the overall team effectiveness. Therefore, using the LS preferences and strengths of individual inspectors can be used to reduce the overlap of faults among different inspectors and increase the team’s defect detection effectiveness.

The concept of using LS to form more effective software inspection teams is not just limited to the requirements phase, but rather applicable to the inspection of software deliverables produced at the other stages of the software development lifecycle (e.g., code, test plans etc.).
3. RESEARCH APPROACH

To classify the inspectors based on their LS’s and to form the inspection team based on the learning styles, we introduced two most important statistical data classification techniques, *Cluster Analysis (CA)* and *Discriminant Analysis (DA)*.

CA was used to classify individuals into different groups (clusters) in a way that the individuals belonging to the same cluster are more closely related to one other (i.e., they have similar LS preferences) than the individuals that are assigned to other groups. However there is a variation (dissimilarity) between each individual LS’s within the same cluster. In other words CA attempts to form clusters that include individuals with most similar LS preferences, but there will be a variation (dissimilarities) between each individual LS preference within the same cluster. DA helps to further categorize the individuals within each cluster. In sub sections 3.2 and 3.3, the CA and DA were further explained in detail with examples.

As mentioned in Section 2, FSLSM classifies individual’s LS into one or the other category in each of the four LS dimensions (sensing/intuitive, visual/verbal, active/reflective; and sequential/global). Within each LS dimension, the relationship between two categories is negatively correlated. That is, as one category increases, the other decreases, and vice versa. Using *active-reflective* dimension as an example, an individual having more number of responses belonging to the active category equates to a lesser preference to the reflective LS. Therefore, the FSLSM questionnaire gives correlated data as a result. This correlation (dependency) within the categories has a negative effect on the statistical classification techniques used by DA.

To transform correlated LS’s into uncorrelated LS’s, we utilized the Principal Component Analysis (PCA) technique. In this research, PCA was applied to transform the correlated LS
variables into a set of uncorrelated variables, entitled *Principal Components* (PC) [16, 17]. More details about PCA and PC’s are explained in Subsection 3.1.

In our research approach, we developed a conceptual framework (for inspection team formation) to form inspection teams based on LS with an underlying goal of improving the inspection team effectiveness. This framework uses CA of principal components (PC) to segment the subjects into clusters of similar LS preferences [16, 18, 19]. Next, the DA method was used to analyze the further similarity/dissimilarity information between each individuals LS within a cluster that are not covered by CA [20, 21].

To summarize, this framework employs three modes of statistical analysis:

a) PCA – to create PC’s based on LS data; which eliminates any correlation of data;

b) CA – that uses PC’s to create clusters that include individuals with similar LS preferences;

c) DA – that uses the results from a) and b) to evaluate the classification of CA, and to determine, how the individuals LS preferences are dissimilar within that cluster.

This result is then used by the software tool to analyze the defect detection effectiveness of the teams based on similar and dissimilar LS’s for different inspection team sizes. The working and the design of the tool is presented in Section 4. This section details the principles and detailed description of the PCA, CA and DA statistical techniques.

### 3.1. Principal Component Analysis (PCA)

PCA is a multivariate technique that is used to convert a set of observations of possibly correlated variables into set of values of uncorrelated variables called principal components (PC) [16].
As mentioned in Section 2, FSLSM classifies individual’s LS into one or the other category in each of the four LS dimensions (sensing/intuitive, visual/verbal, active/reflective; and sequential/global). The relationship between two categories of each dimension is negatively correlated. That is, as one category increases, the other decreases, and vice versa. PCA is used in this research to gain a better understanding of the interrelationships between two categories (e.g., visual-verbal) of each of the four LS dimensions and between all the four LS dimensions for each individual. PCA transforms the original correlated data (i.e., FSLSM questionnaire output) into a new set of uncorrelated variables called principal components (PC) [16, 17].

For each individual, the numbers of possible PC’s are always equal to or less than the number of original variables (i.e., 8 categories across 4 LS dimensions) [17]. Each PC accounts for certain variance between the categories in each dimension; and between the dimensions. The PCA will try to account maximum possible variance with the first PC that exists in LS preferences of individual subjects. The second PC will try to account maximum possible variance that could not be explained by first PC and so on. However, it takes all possible number of PC’s to explain 100% variance of original data (sometimes the 100% variance may cover with less than total possible number of PC’s [22]. The end result of PCA (PC’s) is always listed with their respective decreasing variance. Each PC is independent to other PC’s and each PC reveals different properties of the original data. So, the total variation in the original data can be covered with all the possible number of PC’s. The total variation covered in the original data increases as the numbers of PCs are increasing.

The scree plot (Figure 4) is a simple line segment plot that shows the total variance in the original data which is covered by respective PC’s. The marks on the solid line shows the
variance that is covered by respective PC. The marks on the dotted line shows the cumulative variance that is covered by respective PC.

As shown in Figure 4, the first PC explains the most variance (~38%) and second explains approximately 22% of variance which not covered in first PC. That is, using both first and second PC’s together cover around 60% of variance (cumulative). As the number of PC’s increases, the amount of variance described in original data decreases (indicated with solid line). For example, after the last PC (13th one), the variance that is not covered in the original data is close to zero.

![Figure 4. Scree plot of PC’s [35]](image)

3.2. Cluster Analysis (CA)

Cluster analysis (CA) is another multivariate technique, which form groups (also called clusters) with the objects that are relatively homogeneous within themselves and heterogeneous between each other [16, 23]. The main goal of performing CA in our research is to form clusters of individuals based on their LS data. The resulting clusters of CA explain high similarity of LS’s within each cluster and high dissimilarity of LS’s between different clusters [24, 25, 26, 27]. The resulting clusters could be understood more from the Figure 5, which shows three different clusters denoted by different colors. The square blocks represent individual subjects,
which are then grouped into three different clusters (shown by three different colors). The individuals belonging to each cluster (represented by the blocks of same color) are more similar in their characteristics as compared to other clusters.

![Cluster analysis](image)

**Figure 5. Cluster analysis [36]**

There are broadly two types of clustering techniques - Hierarchical and Non-Hierarchical. Hierarchical clustering is a method of CA which builds a hierarchy of clusters and is further classified as two types, a) Agglomerative, a bottom up approach where each observation starts in its own cluster, and pairs of clusters are merged according to their similarities. As the similarity decreases all the sub groups are fused into single cluster. b) Divisive, a top down approach where all observations start in one cluster, and further divided into dissimilar groups; the process continues until there are as many subgroups as observations [28].

On the other hand, k-means clustering is a method of non-hierarchical CA which partitions observations into k clusters. The working of k-means algorithm is illustrated in Figure 6 and explained as follows.
In k-means, the user inputs desired number of clusters (k), then the k-means algorithm chooses k initial centroids at random and each subject will be assigned to nearest centroid, then the centroids are reset to the average of their assigned cluster. All individuals are then reassigned to the new closest centroid and the process is repeated until there are no more changes in cluster [29].

K-means clustering was implemented with SAS using PROC FASTCLUS that uses a method that calls nearest centroid sorting [23]. The PROC FASTCLUS was directly inspired by k-means clustering algorithm. As illustrated in Figure 6, the k-means algorithm works in four basic steps. 1) Initially it selects k random set of observations as centroids (mean) of expected k clusters. 2) Generates k clusters by associating every observation to its nearest centroid 3) Generates new centroid by calculating mean of each observation of the k clusters. 4) Repeat step 2 and 3 until the convergence has been reached.

The PROC FASTCLUS procedure differs from other nearest centroid sorting methods in the way the initial centroids are selected. The initial centroids are the centroids which are randomly selected by k-means algorithm at first step (Figure 6). In our study, CA was used to segment the students into clusters of similar LS. These clusters helped us to study the relation

Figure 6. Demonstration of K-Means algorithm [37]
between LS of members on the scale ranging from dissimilar to similar LS preferences. A team formed with different cluster members will lead to dissimilar LS group and a team formed from same cluster members leads to similar LS group.

3.3. Discriminant Analysis (DA)

DA is a statistical method in which LS variations are partitioned into a “between group” and a “within-group” component. This result of the DA is used to maximize the LS variations across different clusters, and minimize the LS variations within each cluster [16, 30, 31, 35].

As discussed in the previous section, the k-means algorithm (CA) will attempt to form clusters that contain individuals with similar LS preferences based on centroid (Figure 6). So, while CA explained that there is more dissimilarity among different clusters, there is a lack of dissimilarity in the LS preferences of the individuals belonging to the same cluster. DA provides Group Membership (GM) to determine the dissimilarities between individual LSs within the same cluster and with respect to the individuals in other clusters.

To accomplish this goal, DA provides GM values for each individual for all clusters and the maximum GM value indicates that the individual has most similar LS when compared to the particular cluster. So, an individual is classified into a cluster that has the maximum GM value. The dissimilarities between each individual LSs within the same cluster could be evaluated by using the difference between the GM values of individuals. Therefore, DA delivers Group Membership (GM) values for each individual with respect to each cluster.

This could be better explained with example in Table 1. In Table 1, the individual 1 (ID =1) has GM value of 0.98 with respect to Cluster 1 and has GM value of 0.02 with respect to cluster 2. Therefore the individual 1 has more similar LS preferences with Cluster 1. So,
individual 1 has been classified into cluster 1. Next, the individual 3 (ID =3) has GM value of 0.95 with respect to cluster 1 and GM value of 0.05 with respect to cluster 2. Therefore the individual 3 has more similar LS preferences with cluster 1. So, Individual 3 has been classified into cluster 1.

Also, DA is used to assess the adequacy of CA result (clusters information of each individual that is generated by CA) [33]. According to theories of DA, there is very little chance of DA classification to be different from the CA classification. In rare cases, when the DA classification is different from CA classification, then the CA classification is replaced with DA classification as evidence from literature which suggests that the DA classification can help remove the misclassification that often plagues the CA output [30, 31, 34].

To assess the adequacy of CA result, DA uses Group Membership (GM) value of each individual and cluster combination (generated by CA). Then, DA considers the highest GM value of each individual and cluster combination; and assigns the individual into a cluster for which that individual has maximum GM value. In that way, DA classifies all the individuals into known clusters (that were generated by CA). This scenario is illustrated in Table 1 and explained below.

As shown in Table 1, the 5 students were classified into two different clusters using the CA technique. The second column (cluster ID) denotes the clusters that the subjects were classified into, based on their LS preferences. That is, subjects 1 and 3 had similar LS preferences and belong to cluster ID 1; whereas the remaining subjects were similar in their LS’s and were grouped into cluster ID 2.
Then, DA generates GM values for each individual and cluster combination (as shown in columns 3 and 4 of Table 1). Then, based on the highest GM value for each individual for all the clusters, DA classifies an individual into a particular cluster. As shown in Table 1, DA classifies an individual 1 into cluster 1 as the individual 1 has the highest GM value 0.98 with cluster 1 when compared to cluster 2 GM value 0.02. This process is repeated until each individual has been classified into different clusters, and the resulting classification is compared with the CA result. Therefore, the GM values helps us to determine an individual with most dissimilar LS (of all the individuals within that cluster) when compared to the individuals belonging to other clusters. For example, in Table 1, individuals 1 and 3 belonging to clusterID1 have dissimilar LS preferences with respect to the individuals 2, 4, and 5 belonging to cluster ID 2. Further, the individual 1 is more dissimilar (when compared with individual 3) to the individuals belonging to the other cluster. Because the individual 1 GM value (0.98) is greater than individual 3 GM value(0.95).

In this research, GM was used to sort the teams ranging from most dissimilar LS to teams with most similar LS preferences and strengths. This process of extracting software inspection teams with varying levels of LS preferences was automated using the software tool, and is described in Section 4.

### Table 1. DA output for 2 clusters

<table>
<thead>
<tr>
<th>Student ID</th>
<th>Cluster ID</th>
<th>Cluster1 GM value</th>
<th>Cluster2 GM value</th>
<th>Maximum of Cluster 1&amp;2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.98</td>
<td>0.02</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.30</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.95</td>
<td>0.05</td>
<td>0.95</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0.01</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.01</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>
4. RESEARCH DESIGN – TEAM FORMATION

In this section, we will discuss, the process of using together the three statistical analyses methods (i.e., PCA, CA, DA) in order to form inspection teams based on the individuals LS preferences. The underlying criteria for selecting inspection teams were to select individuals that would help uncover more number of defects present in the software artifact (e.g., SRS document). As mentioned in Sections 1 and 2 (guided by the literature review findings), if individual inspectors have diverse set of LS preferences or strengths (as opposed to similar LS’s), they are more likely to detect different types of defects present in the artifact under inspection. This would result in the detection of larger number total defects, and would reduce the overlap of defects found by multiple inspectors, resulting in an increase in software inspection effectiveness.

Therefore, this research design is threefold;

1) Form all the possible teams (using all possible non-repeated combinations of individual inspectors);

2) Sort the teams based on LS’s of individual inspectors- For each inspection team size, this step requires formation of teams, ranging from individuals with most dissimilar LS’s to most similar LS’s (as the two extremes);

3) Count of the unique defects and common defects - The common defects can be categorized as the defects identified by more than one team member and the unique defects are the total number (non-repeated) of defects that are identified by all team members that were unique.

In order to form software inspection teams based on their similar and dissimilar LS’s, We developed a tool called Learning Style Based Inspection System (LSBIS) and is described in
Section 5. To provide an overview, LSBIS is a Silverlight application which uses SQL Database to store all the inspectors LS data. To incorporate the PCA, CA, and DA statistical classification techniques into our LSBIS, we used SAS which runs on server side and also can communicate with our front end Silverlight application. There are two phases in the tool of which the first phase aims to store the individual (LS data and defect data) data in database, whereas the second phase aims to form teams based on team members LS data and maps it to the unique and common defect count for those teams, for varying inspection team size.

In the following sections, we describe these phases that comprise the data processing, and inspection team forming processes. The details of the tool are discussed later.

4.1. Team Formation

The team formation process with LSBIS includes the below steps in the listed order:

1. Form all possible teams: Find all possible combinations of teams of inspectors for a given team size;

2. Transform LS into PC’s: The LS variables are transformed into PC’s using PCA; this will eliminate any correlation in the data.

3. Form clusters: PC’s are then used by CA that classifies individuals into clusters;

4. Find out the Group membership: DA generates GM value for each individuals to assess the validity of the CA classification;

5. Categorize the teams based on the LS’s of individuals: The result from above steps are used to form teams based on the LS similarity (and dissimilarity) of individual members

To demonstrate this scenario, Table 2 shows sample LS data from 11 inspectors. These values were taken as input to the next step in order to form teams in terms of the LS of individuals ranging from most dissimilar to similar. In the remaining sub-sections, we provide a
summary of each step leading to the team formation to analyze the teams that can uncover more defects during an inspection of software artifact.

Table 2. LS data for each individual

<table>
<thead>
<tr>
<th>ID</th>
<th>Learning Style Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Active</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

4.1.1. Possible teams

The first step is to find all possible combinations of teams for a given team size. To find all possible combinations of teams we used below combinations formula which gives all possible groups without repetition. Given ‘n’ individual inspectors, and an inspection team size of ‘r’, we obtain all possible combinations (teams) using the equation

$$\text{Number of combinations} = \frac{n!}{(n-r)!r!}$$

For example, the total combinations for all the inspection teams of 2 inspectors from a pool of 11 inspectors, is 55 combinations. All the 55 resulting combinations are shown in Table 3.
4.1.2. Transform LS into PC’s

Next step is to transform the LS variables of individuals (which give us the correlated data) into uncorrelated variables using PCA. Before the individuals can be classified into different clusters, we needed to normalize (using PCA) our variables (original LS data) because the variables with variances tend to have effect on the resulting clusters. As variance increase with variables, its effect on the resulting clusters increases. SAS procedure PROC PRINCOMP was used to compute uncorrelated PC’s.

In our research, the original LS data has eight variables (corresponding to each of the eight LS categories) and was transformed into possible number of (less than or equal to 8) PC’s. This was implemented in SAS by using PROC PRINCOMP procedure. We use FSLSM questionnaire result as input to this procedure and received PC’s as output.

<table>
<thead>
<tr>
<th>Group</th>
<th>Group</th>
<th>Group</th>
<th>Group</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>5</td>
<td>22</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>23</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>7</td>
<td>24</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>8</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>9</td>
<td>26</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>10</td>
<td>27</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>11</td>
<td>28</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>3</td>
<td>29</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>4</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>5</td>
<td>31</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>6</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>7</td>
<td>33</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>8</td>
<td>34</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>9</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>10</td>
<td>36</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3. All possible combinations for team size 2
Following the same example of an inspection team size of 2 inspectors, the outcome of PCA is shown in Table 4. As shown in Table 4, we received only four PC’s, that means we accounted the 100% variance in data with the first four PC’s only (you can see in Table 4, there are only 4 PC for each subject). The number of PC’s varies from different sizes and different input data.

<table>
<thead>
<tr>
<th>Student</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
<th>PC7</th>
<th>PC8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03</td>
<td>-1.67</td>
<td>0.72</td>
<td>0.28</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-1.28</td>
<td>0.31</td>
<td>-0.15</td>
<td>-1.10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1.98</td>
<td>-1.48</td>
<td>0.45</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-0.29</td>
<td>-0.45</td>
<td>-1.13</td>
<td>-0.05</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1.54</td>
<td>1.63</td>
<td>0.89</td>
<td>-0.19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>-3.98</td>
<td>-1.04</td>
<td>-0.62</td>
<td>0.46</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>-3.04</td>
<td>1.66</td>
<td>-0.04</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1.39</td>
<td>-2.46</td>
<td>-0.02</td>
<td>-0.18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>-0.89</td>
<td>1.17</td>
<td>1.25</td>
<td>0.69</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>1.34</td>
<td>0.75</td>
<td>-0.05</td>
<td>-0.84</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>3.20</td>
<td>1.59</td>
<td>-1.32</td>
<td>0.74</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### 4.1.3. Form clusters based on similarity

Next step is to form clusters based on students LS similarity. The uncorrelated data (outcome of PCA) was used as input for CA which classifies individuals into clusters. The number of clusters is equal to the given size of team.

CA takes PC’s as input and provides the cluster numbers for each subject. K-means clustering algorithm (that was used in this research) requires two inputs; a) the required number of clusters and b) all the PC’s.

This was implemented in SAS using PROC FASTCLUS, which is designed to find best possible clusters for the given data set. PROC FASTCLUS also designed to provide the exact
number of clusters. Observations that are very close to each other are usually assigned to the same cluster, while observations that are far apart are in different clusters. In our research we find the exact number of clusters which equals to inspection team size. Such a way we can find most dissimilar by selecting one team member from each cluster.

Table 5 shows the output of cluster (team size of 2) that would be formed by the CA in our tool. In Table 5, first row shows individuals ID number and the second row shows the cluster number for that respective subject. In this example, for required team size 2, it forms two clusters: subjects with IDs 3, 5, 9, 11, 12 are classified into cluster 1 and rest of the students is classified into cluster 2.

<table>
<thead>
<tr>
<th>Student</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster No</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 5. CA output**

4.1.4. **Calculate group membership for each inspector using DA**

Next the DA was conducted on PC’s with known CA result, to predict group membership (GM) based on a linear combination of the variables. In this study, DA was used to determine the GM of each individual. The outcome of DA (GM) for each individual helps us to analyze each individual LS preference relative to other individuals within his/her cluster as well as relative to the individuals belonging to other clusters.

In our research, a SAS procedure named PROC DISCRIM was used to conduct discriminant analysis. After CA, the tool performs DA to find GM values for each subject in each cluster. The maximum GM value indicates that the subject is most dissimilar (when compared to his/her other members in their belonging cluster) to the members of other clusters.
For Example, as shown in Table 6, the subject 2 has the probability of 0.88 to belong in cluster 2 which is the higher than its probability to belong in cluster 1 (0.12). Hence, he/she is placed in cluster 2. Furthermore, as shown in Table 6, subject 7 and 8 has the highest probability (1.00) among all the other subjects belonging to cluster 2, which suggests that both subjects 7 and 8 has most dissimilar LS preference compared to the subjects belonging to cluster 1.

**Table 6. DA output for 2 clusters**

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Cluster ID</th>
<th>Cluster1 GM value</th>
<th>Cluster2 GM value</th>
<th>Maximum of Cluster 1&amp;2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.35</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.12</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>0.03</td>
<td>0.97</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0.30</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.96</td>
<td>0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.94</td>
<td>0.06</td>
<td>0.94</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0.05</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0.96</td>
<td>0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**4.1.5. Team categorization process**

From the above steps, we produced all the possible teams (Section 4.1.1), derived the clusters information (Section 4.1.3), and the group membership (Section 4.1.4) of each individual. This section explains the process of incorporating all the above results to sort the teams based on the LS similarity of individual members.

Using the three values (i.e., non-repetitive possible teams, cluster number and GM value for each individual), we sorted the inspection teams ranging from most dissimilar to most similar.
The total team sorting process achieved in three simple steps. As a first step, we analyze the individual clusters and the GM values of each individual for all possible teams (shown in Table 3). The resulting data is shown in Table 7.

From CA, we know each individual’s dissimilarity across different clusters and their similarity within the cluster. So, a team formed with the members, where no two members belong to same cluster is described as most dissimilar team. Also, a team formed with the members from single cluster (or subset of clusters) are described as more similar groups. So, we sorted the teams ranging from most dissimilar to similar as explained in remaining two steps.

As second step in sorting team’s process, we counted the total number of clusters for each inspection team size, and sorted in descending order. The no of clusters for each of the 55 possible teams is showed in “# of clusters” column in Table 7.

Also, as shown in Table 7, multiple teams contained members that belonged to different clusters (i.e., had dissimilar LS’s). To understand the relative dissimilarity in their LS preferences of such teams, we used GM values to help sort the teams in descending order of their LS dissimilarities. The GM values for each inspection team member (i.e., column 4 for inspection member 1 and column 7 for inspection member 2 as shown in Table 7) were added to produce “Total GM” values to sort the teams with decreasing level of dissimilarity in the LS’s of inspection member 1 and member 2.

The following observations summarize the details presented in Table 7.

1. The most dissimilar team (of size 2) contains subjects 7 and 12; where each inspector belonging to a different cluster.
a. As we move down the Table 7, the level of dissimilarity decreases (as evidenced by the decreasing value to Total GM) until we get to Group (Team)# 30 which is the least dissimilar team containing individual inspectors belonging to different clusters.

2. Moving further, teams 31 to team 55 represent teams that contain individuals belonging to same clusters – cluster 1 or cluster 2.
   a. Furthermore, team# 55 is the most similar team (of all the 55 teams) since it has least “Total GM” values for all the teams containing individuals belonging to same cluster.

This same analysis can be performed for any inspection team size. The tool described in the next section automates this process of sorting teams. The tool also provided additional features for researchers to analyze the defect detection effectiveness of teams with dissimilar and similar LS of individual members (for varying inspection team sizes).
Table 7. Sorting team from most dissimilar to most similar in terms of LS of individual

<table>
<thead>
<tr>
<th>Group</th>
<th>Subject ID</th>
<th>CLUSTER</th>
<th>GM</th>
<th># of Clusters</th>
<th>Total GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>1</td>
<td>0.96</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>1</td>
<td>0.96</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>2</td>
<td>0.95</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>2</td>
<td>0.95</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>1</td>
<td>0.96</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>1</td>
<td>0.94</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>2</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>23</td>
<td>4</td>
<td>2</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>2</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>26</td>
<td>4</td>
<td>2</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>31</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>32</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>33</td>
<td>10</td>
<td>1</td>
<td>0.96</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>34</td>
<td>5</td>
<td>1</td>
<td>0.96</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>35</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>36</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>37</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>38</td>
<td>8</td>
<td>1</td>
<td>0.94</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>39</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>40</td>
<td>5</td>
<td>1</td>
<td>0.96</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>41</td>
<td>3</td>
<td>1</td>
<td>0.97</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>42</td>
<td>8</td>
<td>1</td>
<td>0.94</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>43</td>
<td>5</td>
<td>1</td>
<td>0.96</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>44</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>45</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>46</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>47</td>
<td>4</td>
<td>2</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>48</td>
<td>4</td>
<td>2</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>49</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>2</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>51</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>52</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>53</td>
<td>2</td>
<td>2</td>
<td>0.88</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>54</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>55</td>
<td>1</td>
<td>2</td>
<td>0.65</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Most Similar Team

Most Dissimilar Team
5. APPLICATION OF RESEARCH TOOL

Having explained the team formation process in the earlier sections, this chapter presents an automated tool that automates the formation of team development based on varying LS preferences, and maps it to the defect data of individual inspectors belonging to an inspection team.

5.1. Adding Learning Style Data

Researchers or users can upload an each individual inspector LS data into tool database. Researchers will need to enter all eight learning styles data along with inspector’s ID. For convenience, both scale and textboxes are provided, so that users can use either of the one which makes them more comfortable (as shown in Figure 7). Also, the fields in LS data entry page are mandatory; otherwise the user is prompted with an error message box as shown in Figure 8.

![Figure 7. LS data entry](image1)

![Figure 8. LS data entry error message](image2)
5.2. Uploading Faults Data

To upload inspection results, user would need to enter full path to faultdata file and then click upload button (as shown in Figure 9). Author will get notified the status of upload by a message box as shown in Figure 10. The faultdata file should be a text file with tab spaced values. It reads each row and update a record in database. In each row of faultdata file, the very first attribute should have inspectors identification number and the rest attributes should have the faults found by that inspector. This fault data will be used to evaluate the total & redundant number of faults found by group of inspectors. Researchers can fetch the advantage of faults data to study the team performance while uncovering defects in a software artifact.

![Figure 9. Inspector data entry](image1)

![Figure 10. Inspection data entry result](image2)
5.3. Available Inspectors

Upon the successful upload of the LS data and the fault data for each individual inspector, the tool provides ability for the researcher to see the list of inspectors with their LS data as shown in Figure 11.

![List of inspectors and their LS preferences](image)

**Figure 11. List of inspectors and their LS preferences**

5.4. Team Selector

This feature provides all the possible teams sorted from most dissimilar (in terms of the LS of individuals who make up the team) to the team with most similar LS preferences among individual members. The tool provides an inbuilt functionality that calculates and displays the count of *unique faults*, and the count of *similar faults* found by each team. This is shown in Figure 12 and explained below.
To receive this information, the user will need to input the team size (which should be more than one and less than the total number of available inspectors). Upon entering the required team size, user can then click “Find” option to see the list of all the teams. The list box on the left side shows the teams sorted from dissimilar to similar LS preferences. The most dissimilar team is on top of the list. To see the group members and the faults found by respective group, user will need to highlight the group listed in left side list box and click “SHOW” button. The result will be presented to the user on the right side in form of a list box that shows: a) the individuals from the highlighted group, b) the number of unique (Total) faults detected by the team; and c) the number of redundant (similar) faults found by the respective group.

Figure 12. Team selection and fault count determination
6. RELEVANCE OF YOUR TOOL TO RESEARCHERS AND PRACTITIONERS

The tool will facilitate researchers to study the impact of inspectors LS preferences on the effectiveness and efficiency during the inspection of a software artifact. This tool will especially aid the researchers to help evaluate the promise of LS preferences as a basis for forming teams that would uncover larger number of software defects. To accomplish this research goal, the tool provides the functionality to help sort the teams consisting of individuals inspectors with most dissimilar LS’s to teams consisting of individual inspectors with most similar LS’s.

Additionally, this tool will allow evaluating the redundant and total number of faults found by various inspection teams (formed based on the LS preferences) to reduce the overhead of manually entering and combining the defect detection effectiveness of the individuals making up an inspection team. So, researchers could fetch the advantage of this tool to study how an inspection team with similar vs. dissimilar LS preferences uncover the defects present in in requirement document.

Also, this tool provides freedom for project managers to select the team with similar or dissimilar learning style preferences depending on the resources available to them or depending on the LS preferences of the developers of the software artifacts being inspected. Furthermore, this tool can be used to form development teams based on the developer’s LS preferences that can aid collaboration and improve overall productivity.
7. FUTURE IMPROVEMENTS AND CONCLUSION

The paper presents research that was performed to develop an automated tool that helps researchers and practitioners to investigate the impact of learning style preferences on the effectiveness of requirements inspection. To accomplish that, the research tool enabled grouping inspectors according to their learning preferences (ranging from most similar to most dissimilar for each inspection team size) so that its effect on the number of defects uncovered during an inspection can be analyzed. One key advantage of the tool is the development of broad range of teams based on the individual member’s preferences of the learning styles. Dr. Walia’s Empirical Software Engineering (ESE) research group at North Dakota State University has already started using this tool to evaluate the effectiveness of teams based on LS preferences. Their research also plans on using this tool to study the impact of the inspector’s learning styles on the other activities of software development process (e.g., requirement elicitation, global software development etc.).

This tool is not only limited to inspection of early software documents, but can be also used to form teams during the code review. Further enhancements of this tool will incorporate the FSLSM questionnaire into tool, which stores the result in a database. It can also have separate security profiles for both managers and individual inspectors. The individual inspector profiles will have ability to only save their LS and faults data, whereas manager’s profiles can have access to team formation and the team effectiveness. It can also have a functionality to help form teams of inspectors with only specified learning preferences (e.g. only more Active & sensitive) or form teams in order to match the learning style preferences of the developers of the software artifacts.
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I understand something better after I
(a) try it out.
(b) think it through.

I would rather be considered
(a) realistic.
(b) innovative.

When I think about what I did yesterday, I am most likely to get
(a) a picture.
(b) words.

I tend to
(a) understand details of a subject but may be fuzzy about its overall structure.
(b) understand the overall structure but may be fuzzy about details.

When I am learning something new, it helps me to
(a) talk about it.
(b) think about it.

If I were a teacher, I would rather teach a course
(a) that deals with facts and real life situations.
(b) that deals with ideas and theories.

I prefer to get new information in
(a) pictures, diagrams, graphs, or maps.
(b) written directions or verbal information.

Once I understand
(a) all the parts, I understand the whole thing.
(b) the whole thing, I see how the parts fit.

In a study group working on difficult material, I am more likely to
(a) jump in and contribute ideas.
(b) sit back and listen.

I find it easier
(a) to learn facts.
(b) to learn concepts.

In a book with lots of pictures and charts, I am likely to
(a) look over the pictures and charts carefully.
(b) focus on the written text.
When I solve math problems
(a) I usually work my way to the solutions one step at a time.
(b) I often just see the solutions but then have to struggle to figure out the steps to get to them.

In classes I have taken
(a) I have usually gotten to know many of the students.
(b) I have rarely gotten to know many of the students.

In reading nonfiction, I prefer
(a) something that teaches me new facts or tells me how to do something.
(b) something that gives me new ideas to think about.

I like teachers
(a) who put a lot of diagrams on the board.
(b) who spend a lot of time explaining.

When I'm analyzing a story or a novel
(a) I think of the incidents and try to put them together to figure out the themes.
(b) I just know what the themes are when I finish reading and then, I have to go back and find the incidents that demonstrate them.

When I start a homework problem, I am more likely to
(a) start working on the solution immediately.
(b) try to fully understand the problem first.

I prefer the idea of
(a) certainty.
(b) theory.

I remember best
(a) what I see.
(b) what I hear.

It is more important to me that an instructor
(a) lay out the material in clear sequential steps.
(b) give me an overall picture and relate the material to other subjects.

I prefer to study
(a) in a study group.
(b) alone.

I am more likely to be considered
(a) careful about the details of my work.
(b) creative about how to do my work.
When I get directions to a new place, I prefer
(a) a map.
(b) written instructions.

I learn
(a) at a fairly regular pace. If I study hard, I'll "get it."
(b) in fits and starts. I'll be totally confused and then suddenly it all "clicks."

I would rather first
(a) try things out.
(b) think about how I'm going to do it.

When I am reading for enjoyment, I like writers to
(a) clearly say what they mean.
(b) say things in creative, interesting ways.

When I see a diagram or sketch in class, I am most likely to remember
(a) the picture.
(b) what the instructor said about it.

When considering a body of information, I am more likely to
(a) focus on details and miss the big picture.
(b) try to understand the big picture before getting into the details.

I more easily remember
(a) something I have done.
(b) something I have thought a lot about.

When I have to perform a task, I prefer to
(a) master one way of doing it.
(b) come up with new ways of doing it.

When someone is showing me data, I prefer
(a) charts or graphs.
(b) text summarizing the results.

When writing a paper, I am more likely to
(a) work on (think about or write) the beginning of the paper and progress forward.
(b) work on (think about or write) different parts of the paper and then order them.

When I have to work on a group project, I first want to
(a) have "group brainstorming" where everyone contributes ideas.
(b) brainstorm individually and then come together as a group to compare ideas.
I consider it higher praise to call someone
(a) sensible.
(b) imaginative.

When I meet people at a party, I am more likely to remember
(a) what they looked like.
(b) what they said about themselves.

When I am learning a new subject, I prefer to
(a) stay focused on that subject, learning as much about it as I can.
(b) try to make connections between that subject and related subjects.

I am more likely to be considered
(a) outgoing.
(b) reserved.

I prefer courses that emphasize
(a) concrete material (facts, data).
(b) abstract material (concepts, theories).

For entertainment, I would rather
(a) watch television.
(b) read a book.

Some teachers start their lectures with an outline of what they will cover. Such outlines are
(a) somewhat helpful to me.
(b) very helpful to me.

The idea of doing homework in groups, with one grade for the entire group,
(a) appeals to me.
(b) does not appeal to me.

When I am doing long calculations,
(a) I tend to repeat all my steps and check my work carefully.
(b) I find checking my work tiresome and have to force myself to do it.

I tend to picture places I have been
(a) easily and fairly accurately.
(b) with difficulty and without much detail.

When solving problems in a group, I would be more likely to
(a) think of the steps in the solution process.
(b) think of possible consequences or applications of the solution in a wide range of areas.