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ABSTRACT

Every day we are overwhelmed with choices and options. Recommendation systems have gained popularity in providing suggestions. But every web application today has its own recommendation system. The recommendations provided by these systems are generic than user specific. Also the consumers of these systems are facing with the challenge of trusting these resources as they come from anonymous users.

In this paper we propose a social networking based collaborative filtering recommendation system for movies. The prediction rating for a movie is provided based on similarity between you and your friends in the recommendation system. We have used two approaches to derive the similarity function. In the first approach, similarity is achieved using cosine-vector similarity function. And in the second approach, we have used Pearson Correlation Coefficient. These similarity function results are then used to compute the final prediction rating for a user. Finally result from both the approaches is compared.
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CHAPTER 1. INTRODUCTION

In our day to day life we come across choices and options. What to eat? Which movie to watch over the weekend? Which camera to buy? The decision making space is mushrooming as we progress. Without having prior knowledge of the domain space it is difficult to make a final decision. Hence people have relied on recommendations from their friends or the advice of experts.

Over the decade internet has become an important part of everyone’s life. There is abundant amount of information available on the web. The challenge of information overload is faced by both retailers and consumers. The retailers have begun to find it practical to use algorithmic approaches to decide on content to show users. If a retailer displays more relevant content, then a consumer is more likely to show interest in purchasing. In order to find solution to this problem the area of recommendation system has emerged. Researchers have developed various algorithms and systems which are getting more commercialized by online vendors like Amazon.com, Ebay.com, and Netflix.com. For example, Netflix prize always comes to mind in this context. Hence recommendation systems have now become popular commercially and in research community

1.1. Research Motivation

Recommendation systems have changed the way people find products, information and even other people. They are collaborative, query-less engines which aims at providing recommendations to group of users about items that interest them [1]. They have various applications. For example:
i. **Product Recommendations:** The most commonly used recommendation system by online retailers. The product-product similarity is used to provide suggestions.

ii. **Movie Recommendations:** Based on your profile history, Netflix suggests its customer’s recommendations of movies they might like.

There are different recommendation system engine out there in the market designed for specific domain. For example, YouTube recommends videos you might like; Netflix proposes movies you might want to watch. The recommendations are based on the top overall sellers on a site, prior purchase history of customer or demographics of customer. Hence analysis and deduction of recommendations depend upon the goal and domain in which it will be used.

Recommendation Systems produce a list of recommendations through one of the two approaches – content based filtering or collaborative based filtering. Content-based systems recommend based on items itself. They rely on rich content descriptions of the items that are being recommended. In this approach system selects items based on the correlation between the content of the items and the user’s preferences. For instance, if a Netflix user has watched many comedy movies, then it recommends a movie from the database having the comedy genre [2]. Collaborative filtering systems suggest items to user based on the preference other users have expressed for those items. A system based on such algorithm collects user feedback in the form of ratings for items in a given domain and deducts similarities in rating amongst several users in determining the recommendations. Similar users are generally chosen because they share similar or highly correlated ratings history with our current user in context.
Even though collaborative filtering approach relies in user-user similarity, a new problem arises: the notion of trust. Users of recommendation systems face a big threat of being able to trust the suggestions provided by the system. This is primarily due to the fact that other users are not connected to them or share any kind of direct relationship with them. Today recommendation systems lack the ability to provide how much a current user considers every other user to be trustworthy and the ratings predicted to be valuable or relevant to him/her.

1.2. Research Objective

In this paper we propose a trust based recommendation system by bringing in the idea of social networking. Social influence plays an important role in human decision making process. The issue of trust in recommendation system is resolved as the other users in our current user’s network are his/her friends. Also, the current user can state how much level of trust they consider on other users. This way the second issue of confidence level on friend’s rating as per your preference is also resolved.

The recommendation system proposed in this research paper is Social Network based Recommendation System. It provides recommendation for movies. The user sets his/her preference level for various genres of movies. Additionally his/her profile also stores preference level of his/her friends which the active user can adjust to their confidence level. For example, a new movie of genre “Comedy” is released and current active user believes Friend A has better taste in Comedy than Friend B. Then active user can give Friend A, a higher confidence value than Friend B. The recommendation system is based on the collaborative filtering approach. It uses its technique of finding similarity between user and friend. The similarity function is derived from cosine similarity vector algorithm. The prediction rating is weighted average of
similarity values between user and friends and friend’s ratings. We also developed a second similarity function using Pearson Correlation. And then the prediction rating is weighted average of Pearson Coefficient and movie ratings provided by user’s friends. Finally we compare the results of the two approaches.

1.3. Outline of Paper

The rest of this paper is organized as follows: Chapter 2 provides the literature review information about recommendation systems, the two techniques of filtering and the evolution of social network in recommendation systems. Chapter 3 presents the research problem and its definition. Chapter 4 describes our approach, the algorithms used and its various concepts. Chapter 5 explains our experiment with a detailed use case using the two approaches and discusses results comparing the results from the two approaches used in our research. Finally, Chapter 6 concludes the paper.
CHAPTER 2. LITERATURE REVIEW

This chapter helps in understanding recommendation systems in general and the various approaches in building a recommendation system. It also highlights some of the related work done by researchers in the area of recommendation systems.

2.1. Background

2.1.1. Recommendation System

Recommender Systems are software tools and techniques providing suggestions for items to be of use to a user [24, 25, 26]. These suggestions might be items liked by users or of interest to users [18]. Recommender Systems were developed to help close the gap between information collection and analysis by filtering all of the available information to present what is most valuable to the user [18], [22]. Suggestions for electronic products on eBay, songs on Pandora, or movies on Netflix, are real world examples of the operation of industry-strength recommender systems. The recommendation system can be incorporated in various domains and hence their design depends on the domain and the particular characteristics of the data available [23]. They rely on user-profile or item-profile attributes such as age of a user or artist/genre for a song to provide suggestions. Hence they differ based on how they analyze the data and develop notion of affinity between user and items. Content based filtering and collaborative filtering are the two main techniques used to build recommendation systems. Researchers also combined these two techniques and noticed better prediction as a result of this hybrid approach.
2.1.2. Content-based Recommendation System

Content based recommendation systems provides recommendation based on items liked by user in the past [1]. The approach to recommend in such systems has its roots in the information retrieval (IR) community, and employs many of the same techniques [39]. Systems implementing a content-based recommendation approach analyze a set of documents and/or descriptions of items previously rated by a user, and build a model or profile of user interests based on the features of the objects rated by that user [19]. The profile is then used in providing suggestions. In this approach, the attributes of user profile are matched with the attributes of a content object. The output of this approach tells us how relevant is the result against the user’s level of interest in that object. If a profile accurately reflects user preferences, it is of tremendous advantage for the effectiveness of an information access process. For instance, it could be used to filter search results by deciding whether a user is interested in a specific Web page or not and, in the negative case, preventing it from being displayed.

2.1.3. Collaborative Filtering - based Recommendation System

Collaborative filtering based recommendation systems base its predictions and recommendations on the ratings or behavior of other users in the system. Unlike content based recommendation system, collaborative filtering based systems do not use features of items. Instead they use similarity of the user ratings for two items. In this approach the input is a matrix whose column represents item-profile vector and row represents user-profile of different users in the system. Then a similarity between users is determined using some distance measure such as Jaccard or cosine distance or Bayesian network [38]. Users in the neighborhood with highest similarity are taken into consideration for predicting an item to a user. [20]. Examples of systems
taking the collaborative filtering approach include GroupLens [40], the Bellcore video recommender [41], and Ringo [42].

Collaborative filtering can be implemented by various methods. These are primarily classified as neighborhood based and model-based approaches. In neighborhood-based approaches, subsets of users are chosen based on their similarity to the active user. Then the prediction rating is calculated for user using a weighted combination of their ratings. On the other hand, model-based approaches assume an underlying structure to users’ rating behavior, and induce predictive models based on the past ratings of all users.

2.1.3. Defining Trust

Trust is a common phenomenon. Trust in computer science covers areas like security and access control in computer networks, reliability in distributed systems, game theory and agent systems, and policies for decision making under uncertainty. There are various definitions of trust. One of them is: “Trust is a psychological state comprising the intention to accept vulnerability based upon positive expectations of the intentions or behavior of another [38].” There are two forms of trust – experience-based and recommendation-based trust [55]. Experience-based trust stems from the former entity’s knowledge, familiarity and outcome of previous communications with the latter entity. Recommendation-based trust on the other hand arises from shared information with other entities [56]

The two common ways of determining trust are through using policies or reputation [52]. Policies describe the conditions necessary to obtain trust, actions and outcomes if certain conditions are met. Reputation on the other hand is an assessment based on the history of
interactions with or observations of an entity. Later, researchers also started building trust models to determine trust in a system. [52]

As trust is a known concept used in a lot of different application domains, plethora of trust definitions exist. In our research paper, we are focusing on trust definitions in regards to recommendation systems. In general, three types of trust-based recommender systems have been studied [50, 51]. Trust is calculated from users' rating history, trust is inferred from direct users' experience, or trust is computed by a combination of direct users' experience and items' similarity. In Collaborative Filtering systems, trust between a pair of users u and v is measured in terms of a numerical scale, with the maximum value representing full trustworthiness and minimum representing a complete lack of trustworthiness.

2.2. Related Work

Netflix was one of the few companies that promoted research in the area of recommendation systems. From 2006 to 2009, Netflix sponsored a competition, offering a grand prize of $1,000,000 to the team that could take an offered dataset of over 100 million movie ratings and return recommendations that were 10% more accurate than those offered by the company's existing recommender system.

Collaborative filtering based algorithms that use user-item rating suffer from sparse and imbalance of rating data. Herlocker, et al. [5] present an excellent overview of the goals, datasets, and algorithms of collaborative filtering systems. This led researchers to explore other data sources that can be included in such algorithms. Using descriptive data about an item was first investigated by Balabanovic et al. [6]. Melville et al. [7] enhanced CF by using content of a movie, e.g., movie genre. Breese et al. [15] used a Bayesian clustering model to cluster users
based on their ratings. Ungar and Foster [16] also used a Bayesian approach to cluster users based on their preferences. Accuracy in predictions made recommendation system was enhanced by Pazzani [8] by using hybrid methods using both of user data (demographic information) and item data (content). Hybrid systems which combine content and collaboration have also been proposed in which various weights are set on the contribution of similarity [16]. Melville et al. [18] proposed a general framework for content-boosted Collaborative Filtering, where content-based predictions are applied to convert a sparse user ratings matrix into a full ratings matrix, and then a CF method is used to provide recommendations.

Trust has been widely studied by researchers in numerous disciplines [53] such as security and access control in computer networks, reliability in distributed systems, game theory and agent systems, and policies for decision making under uncertainty. Hexamor et al. [54] built a experience-based trust model for a diverse consumer community for Agent Systems. In this model, a group of customer agents with different risk attitudes are initialized with random trust values. The well-known Kerberos protocol [59] is used to exchange credentials in the field of security and access controls. Friend- of-a-Friend (FOAF) serves as a model for linking data over a distributed network. [57]

One of the major challenges faced by collaborative filtering based recommendation system is the problem of trust among users. Trust issues in recommendation systems have been addressed by several research studies. Massa and Avesani’s study [9] showed that a user’s trust network can solve the ad-hoc user problem, improve recommendation prediction and attenuate the computational complexity. Massa & Bhattacharjee, 2004, [13] suggested that incorporation of trust metric and similarity metric in recommendation system can increase the recommendation
accuracy. Collaboration groups using k-trusted neighbors than k-similar ones would result in better results were proposed by Lathia et.al.

The applicability of trust to recommender systems has been established in several research studies. Ziegler and Lausen [12, 45] showed that a correlation between trust and user similarity in an empirical study of a real online community. All Consuming 1 was an online community where users rate books. The authors showed that users were significantly more similar to their trusted peers than to the population as a whole. This work was extended in [22] which augmented the analysis of the All Consuming community and added an analysis. Within that community, results also showed a strong correlation between trust and similarity in movie ratings. The second result in [44] used the FilmTrust system [43] where users have stated how much they trust their friends in a social network and also rated movies. In this recommender system, trust is used in place of the Pearson correlation coefficient to generate predictive ratings. Results showed that when the users rating of a movie is different than the average rating, it is likely that the recommended rating will more closely reflect the user’s tastes.

The awareness towards building social relationships with the intention of making up social communities all the way through the Internet has been drastically increased in recent years [57]. Social network based recommendation system are gaining popularity these days. The recommendations made by friends were showing better prediction results than the recommendations made by systems [10]. Several researchers have investigated exploring social networks and trust in particular. This is due to the fact that human decision making process is primarily affected by peers having similar taste preferences [11]. In an empirical study conducted by Ziegler and Lausen [12] showed a correlation between trust and user similarity. Abdul-
Rahman and Hailes [13] showed that in a predefined context, such as movies, users develop social connections with people who have similar preferences. Walter et al. [4] propose the use of social network information in recommendation systems and analyze the impact of trust dynamics on the performance of such a system.
CHAPTER 3. PROBLEM

Today any ecommerce website you go to for shopping recommends products for you to purchase. It also posts reviews of customers who have bought a product earlier. This results in too much information to mine. To overcome the challenge of information overload, recommendation systems have become popular in providing personalized suggestions to items of user’s interest. But each website today has its own recommendation system. Hence the important question of trust arises.

Faced with overwhelming choices, people often take advice from their family and friends. Social influence plays an important role in product marketing. In computer science, social network is a graph that connects users. As use of social networking is increasing day by day, combining it with a recommendation system seems a plausible solution.

By the use of social network connections now the seeker can get more relevant and trustworthy result rather than generic anonymous recommendation. But there is another challenge here: the level of trustworthiness that can be associated with a friend. For example, when looking for movie recommendations we will often turn to our friends, on the basis that we have similar movie preferences overall. However, a particular friend may not be reliable when it comes to recommending a particular genre of movie. For example, Amanda wants to watch a new movie “Hurt Locker” that was released last weekend. Her friends Ann and David have already seen this movie. Ann tells her it is not a good movie but on the other hand David really likes the movie. But Ann likes romantic movies and Hurt Locker is an action movie. It is difficult for Amanda to completely rely on Ann’s suggestion for the action movie. Hence a new issue of level of trust (reliability) that can be placed on a friend’s suggestion arises.
Hence we have the following issues:

i. how much to trust the opinion giver

ii. compute similarity between users

iii. predict rating of a certain movie for a particular user based user-friend similarity and the rating for the movie by friends

3.1. Definition

Consider we have a list of i users $U = \{u_1, u_2, u_3, \ldots, u_i\}$ and a list of n movie genre preference $G = \{g_1, g_2, g_3, \ldots, g_n\}$. Then a particular user $u_i$ has set a preference value for movie genres $P_{(g_i, u_i)} = \{P_{1(g_1, u_i)}, P_{1(g_2, u_i)}, P_{1(g_3, u_i)}, \ldots, P_{1(g_n, u_i)}\}$. Similarly we will have such a list of preference value for each user belonging to $U$ i.e. $T_{P_{(g_i, u_i)}} = \{P_{(g_i, u_1)}, P_{(g_i, u_2)}, P_{(g_i, u_3)}, \ldots, P_{(g_i, u_i)}\}$. A preference value is rating between 1 and 5. If rating is not provided by user that implies user has shown “No Preference” for that genre. This in our case is also considered as a 0 rating. A user $u_i$ might also have a list of friends $U_f = \{u_1, u_2, u_3, \ldots, u_f\}$ such that $U_f \subseteq U$.

Consider we have a list of movies $M = \{m_1, m_2, m_3, \ldots, m_p\}$ in our database. These movies might be rated by one or more users in $U$. Let us consider an unrated movie $m_a$ by active user $u_i$ in recommendation system belonging to a genre $g_i$. Consider that each friend $u_f$ of active user $u_i$ has seen the movie and provided a rating $R_{(m_i, u_i)} = \{r_{1(m_i, u_1)}, r_{2(m_i, u_2)}, r_{3(m_i, u_3)}, \ldots, r_{i(m_i, u_i)}\}$. Each user of $U_f$ has set of preference value for each genre stored on current user $u_i$’s profile. Now the active user $u_i$’s profile has the following information:

i. active user $u_i$’s preference value list
ii. group of user’s friends $U_f$’s preference value $T_{(gi,ui)}$

iii. group of user’s friends $U_f$’s movie rating $R_{(mi,ui)}$

The goal of the research project is to:

i. allow to set trust value on friends preferences

ii. compute similarity function between active user and each friend $s(u_i, u_f)$

iii. predict rating of the movie for active user $u_i$ using similarity function $s(u_i, u_f)$ and movie rating by friend
CHAPTER 4. APPROACH

In reality we often look to our friends for recommendations. Collaborative filtering techniques help us achieve the solution we are looking for. The assumption made in this technique is other user preferences are taken into consideration to come up with a prediction for a desired user. The project uses this technique and builds a movie recommendation system whose users are friends or friend’s friends of user. This ensures that recommendations are coming from trusted resources. The system stores various genres of movies as user preference. It provides suggestion for movies using these preferences. Also, the recommendation system allows a user to set a confidence level for his friend’s preference. This confidence value is then used in providing the preference based final recommendation rating of new movie to the user.

In our research paper we have used two approaches to compute similarity function between users. This similarity function is then used to compute the final prediction ratings for the movie.

4.1. First Approach

In this approach we compute the similarity function using one of the information retrieval techniques Cosine Vector Similarity. The project is using the vector similarity and tf-idf weighting scheme to give the filtered ratings to the user about the product. That rating will come from the similarities between the user and his/her friends. The trust is implemented in the system by giving the ability to user to rate his/her friends for the given preferences. In this way a user can be sure about the final rating about the product and hence he/she will be able to buy a product efficiently and confidently. The steps involved in this approach are:
i. Convert the preference table of users into utility matrix by applying tf-idf weighting schema

ii. Use the tf-idf matrix and treating user preferences and friend preferences as vector computing the similarity between user and friend by applying Cosine Vector Similarity

iii. Computing the final prediction rating as weighted average of similarity value and movie ratings given by friends

4.1.1. TF – IDF Matrix

The tf–idf weight (term frequency–inverse document frequency) is one of the most commonly used weighting schemas in information retrieval and text mining. [13] This weight is a statistical measure used to evaluate how important a word is to a document in a collection. In information retrieval field, term weights are mainly used to represent the usefulness of terms in the retrieval process; for example, frequency [27], signal-to-noise ratio [28, 29], idf [30], relevance weighting methods [31] and tf–idf and its variations [32]. Other relevant fields include automatic term extraction in computational terminology, and also feature subset selection in machine learning [33].

Essentially, TF-IDF works by determining the relative frequency of words in a specific document compared to the inverse proportion of that word over the entire document corpus. Intuitively, this calculation determines how relevant a given word is in a particular document. Words that are common in a single or a small group of documents tend to have higher TFIDF numbers than common words such as articles and prepositions. Variations of the tf-idf weighting
scheme are often used by search engines as a central tool in scoring and ranking a document's relevance given a user query. Basically there are two components of tf-idf

i. Term Frequency (tf)

ii. Inverse Document Frequency (idf)

In information retrieval, the term frequency $t_{f, d}$ of term $t$ in document $d$ is defined as the number of times that $t$ occurs in $d$. The inverse document frequency is a popular heuristic measure. It is defined as the logarithm of ratio of number of documents in a collection to the number of documents containing the given word. The formal procedure for implementing TF-IDF will be slightly different based on its applicability to a problem, but the overall approach works as follows. Given a document collection $D$, a word $w$, and an individual document $d \in D$, we calculate

$$w_d = f_{w, d} \times \log (|D|/f_{w, D})$$

where $f_{w, d}$ equals the number of times $w$ appears in $d$, $|D|$ is the size of the corpus, and $f_{w, D}$ equals the number of documents in which $w$ appears in $D$ [34]. There are a few different situations that can occur here for each word, depending on the values of $f_{w, d}$, $|D|$, and $f_{w, D}$, the most prominent one.

In our recommendation system, we have two entities: user and movie genres. Users have preferences for genres which are represented by a numerical value between 0-5 where 0 implies No Preference i.e. the user has no preference for that genre. Tf-idf is a transformation we apply to preference ratings to get real-valued vectors. When measuring the similarity between users, items that have been rated by all are not as useful as less common items. The term frequency is
the actual preference rating. In terms of inverse document frequency we calculate as: \( \text{idf} = \log_{10} \left( \frac{N}{df} \right) \), Where, \( N \) is the total number of user in recommendation system, other than the active user and \( df \) is the total number of users that have a preference for a genre. Finally we multiply these term frequency and inverse document frequency. Hence result is the tf-idf matrix.

4.1.2. Cosine Vector Similarity

In information retrieval, the system ranks document based on a score. Several models have been proposed for this ranking and assigning a score process. The three most used models are the Vector space model, the Probabilistic models, and the Boolean model. The boolean model is based on what is called the "exact match" principle while the other two models are based on the concept of "best match." [26,37].The vector space model (VSM) is an IR model that represents the documents and queries as vectors in a multidimensional space, whose dimensions are the terms used to build an index to represent the documents. Document retrieval is based on the measurement of the similarity between the query and the documents. A similarity measures is a function which computes the degree of similarity between a pair of vectors. These measures rely heavily on terms occurring in both query and the document. If the query and document do not have any term is common then similarity score is very low. Different similarity measures have been suggested to match the query document. Some of popular measures are cosine, jaccard, dice etc.

In the field of information retrieval the similarity between two documents is measured with the help of cosine vector similarity algorithm. The angle between two vectors is used as a measure of divergence between the vectors, and cosine of the angle is used as the numeric similarity (since cosine has the nice property that it is 1.0 for identical vectors and 0.0 for
orthogonal vectors). In Measure similarity between two documents by treating each document as a vector of word frequencies and computing the cosine of the angle formed by the two frequency vectors.

![Diagram of Cosine Similarity](image)

Cosine similarity illustrated. \( \text{sim}(d_1, d_2) = \cos \theta \).

**Figure 1. Cosine Similarity**

The similarity between two documents \( d_1 \) and \( d_2 \) can be computed using cosine similarity. We denote by \( V(d) \) the vector derived from document \( d \), with one component in the vector for each dictionary term. The cosine similarity of the vector representations \( V(d_1) \) and \( V(d_2) \)

\[
\text{sim}(d_1, d_2) = \frac{\vec{V}(d_1) \cdot \vec{V}(d_2)}{|\vec{V}(d_1)||\vec{V}(d_2)|}
\]

where the numerator represents the dot product (also known as the inner product) of the vectors \( V(d_1) \) and \( V(d_2) \), while the denominator is the product of Euclidean Length. The dot product \( x \cdot y \) of two vectors is defined as:

\[
\sum_{i=1}^{M} x_i y_i
\]
Let $V(d)$ denote the document vector for $d$, with $M$ components $V_1(d), \ldots, V_M(d)$. The Euclidean length of $d$ is defined to be

$$\sqrt{\sum_{i=1}^{M} V_i^2(d)}$$

The next question to deal with is how we measure the similarity between user and his/her friend. The same logic of cosine vector similarity is applied to our recommendation system. We treat user and his/her friend as vectors of genre preference rate and compute cosine similarity between them. Given user $u$ and his/her friend $f$, we seek to find the similarity between them. Using the tf-idf 2 dimensional matrix we will compute the cosine angle between $u_1$ and $u_2$ using the following formula.

$$\cos(\tilde{u}, \tilde{f}) = \frac{\tilde{u} \cdot \tilde{f}}{|\tilde{u}| |\tilde{f}|} = \frac{\sum_{i=1}^{|\Psi|} u_i f_i}{\sqrt{\sum_{i=1}^{|\Psi|} u_i^2} \sqrt{\sum_{i=1}^{|\Psi|} f_i^2}}$$

This would result in value that ranges from 0 to 1 and reflect the degree to which $u_1$ and $u_2$ agree with each other.

4.1.3. Weighted Average Mean

The weighted arithmetic mean (WAM) is an averaging function that is commonly used in recommender systems to calculate a predicted rating based on a set of input ratings, where each input rating is assigned a weight representing its level of importance in calculating the overall rating. An input with a relatively large weight will cause the calculated rating to be more similar to itself than if it were assigned a smaller weight.
In a collaborative filtering recommender system, a common implementation of the prediction function, \( R(u, d) \), uses the similarity of user \( u \) and \( u \)'s friends, \( u_j \), as weights in the weighted arithmetic mean:

\[
R(u, d) = \sum_{j=1}^{k} \text{sim}(u, u_j)R(u_j, d))
\]

where \( \text{sim}(u; u_j) \) is a function that calculates the degree of similarity between \( u \) and one of its neighbors, \( u_j \). We will be using the same formula to compute the final prediction rating of the movie for our current active user.

### 4.1.4. Algorithm

Recommendation system uses collaborative filtering technique, cosine similarity, to compute a final rating of recommended movie. The cosine similarity helps us in determining how similar user and his /her friend are. The recommendation system also utilizes tf-idf weighting schema. The preferences table is transformed to utility matrix by applying tf-idf weighting schema. The result will generate tf-idf matrix of genre preference value. The tf-idf matrix will be then used to compute the cosine similarity between user and friends. To deduce the similarity, the summation of dot product between user and each product is calculated. Finally weighted average of cosine similarity of user and friend and their movie rating is calculated. This gives us the final recommended rating by our recommendation system for a movie not rated by active user. Below is the algorithm used in building the recommendation system.

i. for every movie \( m_x \in M \) that user \( u_i \in U \)
ii. if \( m_x \) is not rated by user \( u_i \in U \) i.e. \( \neg \exists r_1(m_x, u_i) \in R_{(m_i,u_i)} \)

iii. for every user \( u_f \in U_f \), a friend of \( u_i \)

iv. if \( m_x \) is rated by user \( u_f \in U_f \) i.e. \( \exists r_2(m_x, u_f) \in R_{(m_i,u_i)} \)

v. for every \( P_{(gi,af)} \in T_{(gi,ui)} \) and \( P_{(gi,ui)} \in T_{(gi,ui)} \)

vi. apply tf-idf schema and generate tf-idf matrix \( M_{(u,p)} \)

vii. return tf-idf matrix \( M_{(u,p)} \)

viii. End for

ix. for \( M_{(ui,pi)} \) and \( M_{(U_f,P_f)} \) \( \in M_{(u,p)} \)

x. Compute similarity \( S_{(ui,U_f)} \) using \( M_{(ui,pi)} \) and \( M_{(U_f,P_f)} \)

xi. return \( S_{(ui,U_f)} \) for

xii. End for

xiii. compute weighted average \( W \) for \( s(u_i, U_f) \) and \( R_{(m_i,u_i)} \)

xiv. return \( W \) (our final prediction rating \( r_{(m_x,u_i)} \))

xv. End if

xvi. End for

xvii. End for

4.2. Second Approach

There have been several other similarity measures used in the literature like Spearman rank correlation, Kendall’s \( \tau \) correlation, mean squared differences, entropy, and Pearson’s correlation [46]. In our second approach, we compute the similarity function using one of the statistical relationship techniques Pearson Correlation Coefficient. Similarity based on Pearson
correlation measures the extent to which there is a linear dependence between two variables. The user preferences and user’s friends preference matrix is utilized to compute the Pearson Correlation Coefficient between user and friend. After this, the weighted average of the coefficient values and friend ratings is calculated. As this yields a value in the range from -1 to 1, the average for user preference ratings is added to compensate for rating scale variations. This is our final prediction rating for the movie for our current user. The steps involved in this approach are:

i. Calculate the "similarity" between user and friend by comparing how each user has rated the genres. Similarity between users is calculated using the Pearson Correlation Coefficient.

ii. Compute the weighted average of Pearson Correlation Coefficient value and friends movie rating table

iii. To compensate for rating scale, add average of current user preference value to the weighted average value computed in previous step

4.2.1. Pearson Correlation Coefficient

Pearson Correlation Coefficient (or Pearson product-moment correlation coefficient) is a measure of the strength of a linear association between two variables. It is widely used in statistics. It can take a range of values from -1 to +1. When it is near zero, there is no correlation, but as it approaches -1 or +1 there is a strong negative or positive relationship between the variables respectively.
Figure 2. Pearson Correlation Coefficient

Recommendation Systems typically use Pearson Coefficient Correlation to find similarity between users in the database. Similarity between users is calculated using the Pearson Correlation Coefficient equation below. The formula is as follows:

$$P_{a,u} = \frac{\sum_{i=1}^{m} (r_{a,i} - \bar{r}_a) \times (r_{u,i} - \bar{r}_u)}{\sqrt{\sum_{i=1}^{m} (r_{a,i} - \bar{r}_a)^2 \times \sum_{i=1}^{m} (r_{u,i} - \bar{r}_u)^2}}$$

$P_{a,u}$ is the similarity between users a and u. $m$ is the total number of items in common. $r_{a,i}$ is the rating user a gave an item. $r_{a}$ with the bar over it is the average of all user a's ratings for all items. This calculation returns a value between -1 and 1. Negative correlations are generally believed to not be valuable in increasing prediction accuracy and one may choose to not use negative correlations. Strength of this formula is that it takes into account average ratings for each user. So if user a rates everything a 5 and user u rates everything a 1, then they still have a
similarity rating of 1. Now if users only have a couple of items in common, then their similarity should have less of an influence on the overall calculation.

4.2.2. Weighted Average Mean

As stated earlier in our first approach: the weighted arithmetic mean (WAM) is an averaging function that is commonly used in recommender systems to calculate a predicted rating based on a set of input ratings, where each input rating is assigned a weight representing its level of importance in calculating the overall rating. To account for users different ratings levels, base predictions on differences from a user’s average rating. In our current approach we slightly modify the standard equation of weighted average mean as mentioned earlier. The formula is as follows:

\[ p_{a,i} = r_a + \frac{\sum_{u=1}^{n} (r_{u,i} - \bar{r}_u) \times P_{a,u}}{\sum_{u=1}^{n} P_{a,u}} \]

\( p_{a,i} \) is the predicted rating user \( a \) would give item \( i \). \( n \) is the number of similar users being compared to. \( r_{u,i} \) is the rating user \( u \) gave the item. \( \bar{r}_u \) with the bar over it is the average of all user \( u \)'s ratings for all items.

4.2.3. Algorithm

In this second algorithm, we use Pearson Correlation Coefficient to compute the similarity function between user and his/her friends in the recommendation system. From the preferences table, user preferences value is considered as one variable and user’s friend preferences as another variable. Then using the Pearson’s Correlation equation the similarity is calculated. Next, the variation of weighted average mean is calculated. The base preference
ratings of each user are subtracted with average of that user’s rating. Finally the average of current active users rating is added to this value. This results in final prediction rating for the movie. Below is the algorithm used in building the recommendation system.

i. for every movie \( m_x \in \mathbf{M} \) that user \( u_i \in \mathbf{U} \)

ii. if \( m_x \) is not rated by user \( u_i \in \mathbf{U} \) i.e. \( \neg \exists r_{1,(m_x,u_i)} \in \mathbf{R}_{(m_i,u_i)} \)

iii. for every user \( u_f \in \mathbf{U}_f \), a friend of \( u_i \)

iv. if \( m_x \) is rated by user \( u_f \in \mathbf{U}_f \) i.e. \( \exists r_{2,(m_x,u_f)} \in \mathbf{R}_{(m_i,u_i)} \)

v. for every \( P_{(g_i,u_f)} \in \mathbf{T}_{(g_i,u_i)} \) and \( P_{(g_i,u_i)} \in \mathbf{T}_{(g_i,u_i)} \)

vi. Compute similarity \( s_{(u_i,u_f)} \) using Pearson Correlation Coefficient

vii. return \( s_{(u_i,u_f)} \) for

viii. End for

ix. compute weighted average \( \mathbf{W} \) for \( s(u_i, U_f) \) and \( \mathbf{R}_{(m_i,u_i)} \)

x. return \( \mathbf{W} \) (our final prediction rating \( r_{(m_x,u_i)} \))

xi. End if

xii. sum weighted average \( \mathbf{W} \) and average of \( u_i \)’s preference rating \( P_{(g_i,u_i)} \)

xiii. End for
CHAPTER 5. EXPERIMENT

In order to demonstrate the prediction rating by our proposed recommendation system, we created some dataset in our database to be used in our experiment. Dataset includes users, preference ratings for movie genres by each user, friends list of a particular user, movies rated by user and movies rated by user’s friends. Using the dataset as input we calculated the prediction rating for movies not rated by user by using both the approaches.

5.1. Sample Data

Let us apply our two approaches on a sample data and run the experiment to compute prediction rating for one movie. Assume we have seven users in our system and six movie genres. Let us consider that our active user $u_i =$ Ron. The other users in the system except Sam are Ron’s friends such that $U_f \subseteq U$. The preference value of movie genres for our current active user is $P_{(g_i,u_i)}$. $U = \{\text{Ron, Ed, Vivian, Roseen, Gus, Rehan, Eric, Sam}\}$

$$u_i = \text{Ron}$$

$$U_f = \{\text{Ed, Vivian, Roseen, Gus, Rehan, Eric}\}$$

$$G = \{\text{Drama, Suspense, Action, Comedy, Horror, Romance}\}$$

$$P_{(g_i,u_i)} = \{4,4,2,1,2,3\}$$

Similarly we will have preference values of each user belonging to $U$ i.e. $T_{(g_i,u_i)} = \{P_{(g_i,u_1)}, P_{(g_i,u_2)}, P_{(g_i,u_3)}, \ldots, P_{(g_i,u_i)}\}$. The preference value for all users in our system is shown in Table 1. Now consider that the movie *Titanic* is not seen by Ron and wants his friend’s
recommendation that have seen this movie already. The movie rating for *Titanic* by his friends is listed in Table 2.

**Table 1. Preference Table**

<table>
<thead>
<tr>
<th></th>
<th>Drama</th>
<th>Suspense</th>
<th>Action</th>
<th>Comedy</th>
<th>Horror</th>
<th>Romance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ron (User)</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Ed (Friend 1)</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>No Pref</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Vivian (Friend 2)</td>
<td>1</td>
<td>3</td>
<td>No Pref</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Roseen (Friend 3)</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Gus (Friend 4)</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Rehan (Friend 5)</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Eric (Friend 6)</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
Table 2. *Titanic* Movie Rating

<table>
<thead>
<tr>
<th>Friends</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ed</td>
<td>3</td>
</tr>
<tr>
<td>Vivian</td>
<td>1</td>
</tr>
<tr>
<td>Roseen</td>
<td>5</td>
</tr>
<tr>
<td>Gus</td>
<td>1</td>
</tr>
<tr>
<td>Rehan</td>
<td>2</td>
</tr>
<tr>
<td>Eric</td>
<td>2</td>
</tr>
</tbody>
</table>

5.2. First Approach

We apply our first approach algorithm to the dataset to compute the final prediction rating of movie *Titanic* for user Ron. The step by step process is shown below.

**Step 1:** First we apply tf-idf weighting schema to the preferences table to transform it to TF-IDF Matrix (Utility Matrix). The tf-idf formula is

\[ wt = tf \times idf \]

Where, tf = term frequency which is equivalent to preference value of genre; idf = \( \log_{10} \frac{N}{df} \). Where, N (=7) is the total number of users present in recommendation system, other than
the active user and df (=6) is the number of friends who have rated the movie. The following table i.e. Table 3 represents the tf-idf matrix which will be the input for next step.

Table 3. tf-idf Matrix

<table>
<thead>
<tr>
<th></th>
<th>Drama</th>
<th>Suspense</th>
<th>Action</th>
<th>Comedy</th>
<th>Horror</th>
<th>Romance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ron</td>
<td>0.2678</td>
<td>0.2678</td>
<td>0.1339</td>
<td>0.0669</td>
<td>0.1339</td>
<td>0.2009</td>
</tr>
<tr>
<td>Ed</td>
<td>0.0669</td>
<td>0.1339</td>
<td>0.0669</td>
<td>No Pref</td>
<td>0.2678</td>
<td>0.3347</td>
</tr>
<tr>
<td>Vivian</td>
<td>0.0669</td>
<td>0.2008</td>
<td>No Pref</td>
<td>0.1339</td>
<td>0.2009</td>
<td>0.2009</td>
</tr>
<tr>
<td>Roseen</td>
<td>0.1339</td>
<td>0.2678</td>
<td>0.2008</td>
<td>0.1339</td>
<td>0.2678</td>
<td>0.2679</td>
</tr>
<tr>
<td>Gus</td>
<td>0.2008</td>
<td>0.3348</td>
<td>0.1339</td>
<td>0.0669</td>
<td>0.3348</td>
<td>0.2678</td>
</tr>
<tr>
<td>Rehan</td>
<td>0.1339</td>
<td>0.1339</td>
<td>0.1339</td>
<td>0.0669</td>
<td>0.2009</td>
<td>0.2678</td>
</tr>
<tr>
<td>Eric</td>
<td>0.0669</td>
<td>0.0669</td>
<td>0.1339</td>
<td>0.2678</td>
<td>0.2678</td>
<td>0.3347</td>
</tr>
</tbody>
</table>

Step 2: Next we compute the cosine similarity between Ron and each of his friends using the tf-idf matrix. The formula used for cosine similarity is:

$$\cos(\mathbf{u}, \mathbf{f}) = \frac{\mathbf{u} \cdot \mathbf{f}}{\|\mathbf{u}\| \|\mathbf{f}\|} = \frac{\sum_{i=1}^{\vert V \vert} u_i f_i}{\sqrt{\sum_{i=1}^{\vert V \vert} u_i^2} \sqrt{\sum_{i=1}^{\vert V \vert} f_i^2}}$$
Here \( u = \) Ron’s tf-idf row from tf-idf matrix and \( f = \) Friend’s tf-idf row. Table 4 shows the similarity between Ron and his friends.

**Table 4. Cosine Similarity**

<table>
<thead>
<tr>
<th>Cosine Similarity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \cos(\text{Ron,Ed}) )</td>
<td>0.7633</td>
</tr>
<tr>
<td>( \cos(\text{Ron, Vivian}) )</td>
<td>0.8250</td>
</tr>
<tr>
<td>( \cos(\text{Ron, Roseen}) )</td>
<td>0.9121</td>
</tr>
<tr>
<td>( \cos(\text{Ron, Gus}) )</td>
<td>0.9329</td>
</tr>
<tr>
<td>( \cos(\text{Ron, Rehan}) )</td>
<td>0.8947</td>
</tr>
<tr>
<td>( \cos(\text{Ron, Eric}) )</td>
<td>0.6949</td>
</tr>
</tbody>
</table>

Table 4 shows that Ron shares the highest similarity with Gus, Roseen and Rehan in the decreasing order. And he shares least similarity with Eric, Ed and Vivian in the decreasing order. These similarity measures help in assigning the weights to the final prediction ratings. Hence higher the similarity higher will be its weight in the prediction rating.

**Step 3:** Finally we compute the prediction rating using the Weighted Average Mean. The formula is:

\[
R(u, d) = \sum_{j=1}^{k} \text{sim}(u, u_j)R(u_j, d)
\]
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where $w_{i,j}$ is the cosine similarity value between user $u_i$ and friend $u_j$. And $r_{a,j}$ is the movie rating provided by friend $u_j$ to movie Titanic (Table 2).

\[
(0.7633 \times 3 + 0.8250 \times 1 + 0.9121 \times 5 + 0.9329 \times 1 + 0.8947 \times 2 + 0.6949 \times 2) \\
(0.7633 + 0.8250 + 0.9121 + 0.9329 + 0.8947 + 0.6949)
\]

= 2.3468

Hence the final predictions rating of Titanic for Ron is 2 using first approach in our recommendation system.

### 5.3. Second Approach

Now we apply our second approach algorithm to the dataset to compute the final prediction rating of movie Titanic for user Ron. The step by step process is shown below.

**Step 1:** In the first step, we take the preferences table (Table 1) and compute the similarity between Ron and his friends using Pearson Correlation Coefficient. The similarity equation of Pearson Correlation Coefficient is:

\[
P_{a,u} = \frac{\sum_{i=1}^{m} (r_{a,i} - \bar{r}_a) \times (r_{u,i} - \bar{r}_u)}{\sqrt{\sum_{i=1}^{m} (r_{a,i} - \bar{r}_a)^2 \times \sum_{i=1}^{m} (r_{u,i} - \bar{r}_u)^2}}
\]

Here $r_{a,i}$ is our active user Ron’s preference value for a movie genre; $\bar{r}_a$ is the average of preferences value of all genres; $r_{a,i}$ are Ron’s friends, $r_a$ is the friend’s preferences value average. Table 5 shows the average values of preferences and Table 6 shows the Pearson Correlation Coefficient.
Table 5. Preference Table with Averages

<table>
<thead>
<tr>
<th></th>
<th>Drama</th>
<th>Suspense</th>
<th>Action</th>
<th>Comedy</th>
<th>Horror</th>
<th>Romance</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ron (User)</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2.6667</td>
</tr>
<tr>
<td>Ed</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>No Pref</td>
<td>4</td>
<td>5</td>
<td>2.6000</td>
</tr>
<tr>
<td>Vivian</td>
<td>1</td>
<td>3</td>
<td>No Pref</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2.4000</td>
</tr>
<tr>
<td>Roseen</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3.1667</td>
</tr>
<tr>
<td>Gus</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>3.3333</td>
</tr>
<tr>
<td>Rehan</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2.3333</td>
</tr>
<tr>
<td>Eric</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>2.8333</td>
</tr>
</tbody>
</table>
According to Pearson Correlation, positive values of coefficient indicate similar interests and negative values imply dissimilar interests. The results of Pearson Correlation Coefficient show that Ron shares similar taste or positive tastes with Gus, Rehan and Roseen. This implies that the calculation of final prediction rating will take higher weight-age of these friends rating than others. Earlier we have concluded the same from our Cosine Similarity values.

Pearson Correlation Coefficient helps in determining the strength of relationship between two variables. The coefficient takes a value between [-1, 1]. A positive correlation coefficient indicates that an increase in the first variable would correspond to an increase in the second variable, thus implying a direct relationship between the variables. A negative correlation indicates an inverse relationship whereas one variable increases the second variable decreases. In
our recommendation system, we are trying to finding similarity between our active user and his
friends. Pearson Correlation perfectly matches our requirement and helps us in finding similarity
between users. A positive value of coefficient indicates users have similar taste and negative
value implies user dissimilar tastes. Also, results of Table 6 suggest that the concept of similarity
matches with Cosine Similarity.

Step 2: Finally we compute the prediction rating. To account for users different ratings
levels, base predictions on differences from a user’s average rating. The formula used is:

\[
P_{a,i} = r_a + \frac{\sum_{u=1}^{n} (r_{u,i} - r_u) \times P_{a,u}}{\sum_{u=1}^{n} | P_{a,u} |}
\]

Where \( p_{a,i} \) is the predicted rating user \( a \) would give item \( i \). \( n \) is the number of similar
users being compared to. \( r_{u,i} \) is the rating of friend user given to the movie. \( r_u \) with the bar over it
is the average of all preferences value of \( u \) and \( P_{a,u} \) is the Pearson Correlation Coefficient.

\( p_{a,i} = 1.8591 \)

The recommendation system prediction rating is \( 1.8591 \) using our second approach in the
recommendation system.

5.4. Results

In our experiment we have initially selected few movies and retrieved their prediction
rating using both the approaches. The experiment is now conducted on fifteen movies. The
following table shows prediction ratings for 15 movies.
### Table 7. Comparison between Cosine & Pearson for 15 movies

<table>
<thead>
<tr>
<th>Movie</th>
<th>Cosine Vector Similarity</th>
<th>Pearson Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movie 1</td>
<td>5.0000</td>
<td>4.5219</td>
</tr>
<tr>
<td>Movie 2</td>
<td>4.0000</td>
<td>3.8319</td>
</tr>
<tr>
<td>Movie 3</td>
<td>1.8279</td>
<td>1.4048</td>
</tr>
<tr>
<td>Movie 4</td>
<td>3.3505</td>
<td>3.6659</td>
</tr>
<tr>
<td>Movie 5</td>
<td>1.0000</td>
<td>0.8318</td>
</tr>
<tr>
<td>Movie 6</td>
<td>2.5161</td>
<td>2.5654</td>
</tr>
<tr>
<td>Movie 7</td>
<td>2.5032</td>
<td>1.8625</td>
</tr>
<tr>
<td>Movie 8</td>
<td>2.0000</td>
<td>1.8938</td>
</tr>
<tr>
<td>Movie 9</td>
<td>2.7643</td>
<td>2.7725</td>
</tr>
<tr>
<td>Movie 10</td>
<td>1.4883</td>
<td>1.4846</td>
</tr>
<tr>
<td>Movie 11</td>
<td>3.5022</td>
<td>3.4320</td>
</tr>
<tr>
<td>Movie 12</td>
<td>2.6495</td>
<td>1.8118</td>
</tr>
<tr>
<td>Movie 13</td>
<td>2.9749</td>
<td>3.0414</td>
</tr>
<tr>
<td>Movie 14</td>
<td>4.1302</td>
<td>4.2263</td>
</tr>
<tr>
<td>Movie 15</td>
<td>3.0000</td>
<td>2.7699</td>
</tr>
</tbody>
</table>

Table 7 shows that the prediction rating from both the approaches is close to each other. We now plot the data result on a graph. Pearson Correlation Coefficient is the same as the cosine similarity distance between centered ratings vectors. In statistics centered ratings means, subtracting the mean of the vector from the vector. This would result in the numerator similar to
that Pearson Correlation Coefficient. Hence similar rating results are expected and also seen from Table 7. The following graph i.e. Figure 3 shows the ratings from the above table.

![Figure 3. Prediction Ratings for 15 movies](image)

Now the experiment is run on a large data set. The prediction rating for 100 movies is calculated. The following graph shows the ratings for 100 movies. It clearly depicts that Cosine Similarity and Pearson Correlation suggest similar ratings more or less with small differences.
5.5. Analysis

The difference, mean and variance of prediction ratings from Cosine Similarity and Pearson Correlation Coefficient for Table 7 are as follows. In probability theory and statistics, variance measures how far a set of numbers is spread out. A small variance indicates that the data points tend to be very close to the mean and hence to each other, while a high variance indicates that the data points are very spread out from the mean and from each other.

From the table we see that there is a small variance indicating that prediction rating from both the approaches are very close to the Mean and hence very close to each other. In some cases, the variance is 0 indicating the ratings are similar from both the approaches. These results are expected as Pearson Correlation Coefficient is like adjusted Cosine Similarity.
Table 8. Difference, Mean & Variance of Prediction Ratings

<table>
<thead>
<tr>
<th>Movie</th>
<th>Difference</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movie 1</td>
<td>0.4781</td>
<td>4.761</td>
<td>0.1143</td>
</tr>
<tr>
<td>Movie 2</td>
<td>0.16811</td>
<td>3.916</td>
<td>0.0141</td>
</tr>
<tr>
<td>Movie 3</td>
<td>0.4231</td>
<td>1.6164</td>
<td>0.0895</td>
</tr>
<tr>
<td>Movie 4</td>
<td>0.3154</td>
<td>3.5082</td>
<td>0.0497</td>
</tr>
<tr>
<td>Movie 5</td>
<td>0.1682</td>
<td>0.9159</td>
<td>0.0141</td>
</tr>
<tr>
<td>Movie 6</td>
<td>0.0493</td>
<td>2.5408</td>
<td>0.0012</td>
</tr>
<tr>
<td>Movie 7</td>
<td>0.6407</td>
<td>2.1829</td>
<td>0.2052</td>
</tr>
<tr>
<td>Movie 8</td>
<td>0.1062</td>
<td>1.9469</td>
<td>0.0056</td>
</tr>
<tr>
<td>Movie 9</td>
<td>0.0082</td>
<td>2.7684</td>
<td>0.000</td>
</tr>
<tr>
<td>Movie 10</td>
<td>0.0037</td>
<td>1.4865</td>
<td>0.000</td>
</tr>
<tr>
<td>Movie 11</td>
<td>0.0702</td>
<td>3.4671</td>
<td>0.0025</td>
</tr>
<tr>
<td>Movie 12</td>
<td>0.8377</td>
<td>2.2307</td>
<td>0.3509</td>
</tr>
<tr>
<td>Movie 13</td>
<td>0.0665</td>
<td>3.0082</td>
<td>0.0022</td>
</tr>
<tr>
<td>Movie 14</td>
<td>0.0961</td>
<td>4.1783</td>
<td>0.0046</td>
</tr>
<tr>
<td>Movie 15</td>
<td>0.2301</td>
<td>2.8850</td>
<td>0.0265</td>
</tr>
</tbody>
</table>

The following graphs i.e. Figure 5 and Figure 6 show the prediction rating from both the approaches along with mean, difference and variance of the ratings.
Figure 5. Mean Ratings for 15 movies

Figure 6. Mean, Difference and Variance of Prediction Ratings for 15 movies
Figure 7 displays the mean, difference and variance for larger data set. The graph indicates that both the approaches yield similar ratings with very less difference between them.

Figure 7. Difference, Variance of Prediction Ratings for 100 movies
CHAPTER 6. CONCLUSION

The paper proposed two methods for building recommendation system. There were two major issues identified in the research paper (1) trust in recommendation system (2) level of trust confidence on opinion giver (3) predict ratings for movie. The trust issue (1) is resolved by building a recommendation system where who will add other users as friends on whom you can rely on for suggestions. The issue (2) on how much trust to infuse on a friend was achieved by allowing the user to change the preference rating of his/her friends. This way they can set which friend’s preference should be given higher priority than others for specific genre.

The issue (3) was achieved using two approaches. The first approach uses IR techniques like tf-idf weighting schema and cosine vector similarity algorithm to calculate the similarity between user and his friends. Then using the similarity value the final rating is calculated. In the second approach the similarity is calculated using Pearson Correlation Coefficient. To account for users different ratings levels, base predictions on differences from a user’s average rating. Comparing the two approaches prediction ratings suggests that the predictions are very similar. Person Correlation Coefficient is the same as vector similarity over centered ratings vectors.

By our approach, we realized that content-based filtering techniques, like tf-idf weighting schema and cosine vector algorithm can be applied to collaborative filtering based recommendation systems. Cosine Similarity Vector Algorithm helps us in determining similarity between users. The similarity values indicated that similar results were seen from Pearson Correlation Coefficient. Finally, the prediction ratings generated by our approach is very close to the ratings generated using the standard and most frequently used technique of recommendation system: Pearson Correlation Coefficient.
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