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ABSTRACT

The ubiquitous nature of software, it is very important to prepare students for jobs in the software industry. There is a profound deficiency in testing skills in graduating students when beginning jobs in Information Technology Industry. This paper describes a means of teaching software testing concepts and tools in introductory computer courses using a Web-based Repository of Software Testing Tutorials: A Cyber-Learning Environment (WReSTT-CyLE). WReSTT-CyLE is a collaborative interactive eLearning environment for testing tools and concepts. The site was created to be student centered and to motivate testing concepts learning. This environment’s design is customizable for Instructors’ individual needs. Another aspect of WReSTT is the design of effective learning objects covering breadth of testing concepts. This paper’s focuses on the creation of two learning objectives. The learning objectives focus on: System and Acceptance Testing levels. This paper covers testing importance, WReSTT design, and the detailed description of two learning objectives.
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1. INTRODUCTION

As IT Professionals, testing is one of the most sought out IT skill to have in any position in the Industry. Testing is considered the most important process to ensure quality software today [3]. Testing is a valued skill-set to have for any IT professional. As stated, “If there is one new skill every QA professional needs today, it is this: the ability to write a test script” [4]. This is not only important for QA professionals but all IT professionals. Employers are looking for some of these testing skills; analytical, technical, good verbal and written communication skills, productivity, ‘test to break’ attitude, detail orientation, willingness to learn and suggest process improvements, and a passion for software testing. [5] The advantage of having these skills does not only benefit the IT Industry but all other Global Industries; as well as Academia. All IT professionals have started as students; either learning through academia or on their own. There have been many studies; via employer/job positioning surveys and academic surveys that state there is a significant default in testing skills in students. [6] With this deficiency known; the Academic world has a great challenge. Although there are increasing amounts of testing tutorials and testing tools available on the web, there are not many that provide institutions with the student/instructor collaboration features. Web-based Repository of Software Testing Tutorials: A Cyber-Learning Environment (WReSTT-CyLE) is one of these opportunities [7]. WReSTT-CyLE is a collaborative learning environment of testing concept for students. The eLearning site is enhanced with gamification features, independency, and the ease of usability. Both Instructors and Students are motivated to participate within the website. The website was updated with gamified features. [8] This also enhanced the collaborative aspects. The website creators wanted to have complete independence. The user does not have to download any software to use it. The website’s design was also restructured. It was improved for easier user interactions. The heart of WReSTT-CyLE is the design of learning objectives (LO). These LO focus on specified testing concepts for example, Introduction to Software Testing – LO1. The LO
start at a basic level and proceed to dive into more depth information about the topic. [16][18] The LO design was based on the theory of using a linear learning path. [17][18] The paper introduces the importance of learning testing topics and focuses on teaching students these testing skills. It discusses the WReSTT-CyLE webpage designed specifically for this purpose. This paper goes over the creating of two learning objectives that were made for WReSTT-CyLE. It includes the future works to be completed. Then, the paper is summarized.
2. BACKGROUND OF WReSTT

The background of the paper focuses on how Web-based Repository of Software Testing Tools (WReSTT) came from and idea into an actual interactive site to teach student testing concepts and tools. The whole idea for the WReSTT site was to bring testing tools into the classroom with minimal interruption. It was a collaboration of Florida International University (FIU) and Florida Agricultural and Mechanical University (FAMU). It was supported by National Science Foundation and IBM Company.[9] The focus on testing tool tutorials was devised from the Industry. There were a lot of software bugs in the headlines. The industry needed software professionals with testing skills. WReSTT creators began to resolve this with the website. They decided to create a web repository of testing tools for students and instructors. This supported the development of quality software while in school by offering a program analyzer. It also provided forums for questions, a rating system for the quality of the testing tutorial, and more external links.[9] WReSTT was intended to support instructors with the latest and most informative tutorials to offer to students. The main focus at this time was for undergraduate students taking introductory to software development courses. These courses were chosen because most of the enrolled IT students would be first-timers to software programming. This was their first formal exposure to development and this was the best opportunity for having testing introduced. Also, since the instructors were focusing on development, this was a fantastic opportunity to involve a non-intrusive way to reveal testing. With all these ideas in mind, this is where WReSTT became palpable. The history gives a description of webpage and how it has evolved to present. The usage of WReSTT focuses on the how useful it is to student and Instructors.
2.1. History of WReSTT

WReSTT-CyLE is an extension of the WReSTT (V2) and WReSTT (V1). It is a TUES II project; a collaborative effort between Florida International University, Alabama AM University, Miami University - Ohio, and North Dakota State University. Web-based Repository of Software Testing Tools; known as WReSTT (V1) was introduced around 2009 and included 7 tools, software testing tutorials and links to other materials. [10] It was designed to support undergraduate computer science courses. Based on feedback from students and instructors; WReSTT (V2) introduced some enhanced features with gamification. It became a collaborative learning environment instead of a repository for learning materials. These features included access to student reports, the ability to create virtual teams for team projects, ability for instructors to load class rolls, and the ability for instructors to create course templates. This added gamification to the repository, the teams could compete and there were leader boards to track progress of the other teams. With the portal being down, the team decided to take the opportunity to enhance some of the features and created WReSTT-CyLE. They enhanced the learning objectives and added more topics, it just not based on tools. The focus is more on all testing concepts along with the testing tools. The team collaboration was enriched with more gamification. The website design was again enhanced for better viewing and for users to navigate easier. Also, the instructors’ portal has more capabilities to monitor student performance. [6] WReSTT-CyLE is a collaborative learning environment that is non-intrusive to any classroom. This was a major point that has stayed with the whole progression of WReSTT/WReSTT-CyLE. The creators wanted it to be independent. There is no downloading of software—everything needed is right on the site. The site has grown into a whole learning experience. Instructors can pick which tutorials they want their students to learn along with learning objectives. They can monitor the students’ progress more easily. The site is adaptable to the individual instructors’ needs. The site was planned to be student-centric. The students don’t need
to search for tutorials—all assigned tutorials are right there. They can view their progress and have automated test scoring. This means no wait time for quiz grades. They can collaborate with their team members and face-to-face meetings are only as necessary. With almost 50 universities currently using the site, the team also used this opportunity to enhance the websites security.

2.2 Using WReSTT-CyLE to improve software testing skills in IT students

The best way to teach students is through motivation. To motivate students, there needs to be an environment that encourages involvement. One proven way to complete this is to have a Cyber-Enabled Learning environment with the addition of gamification. [8] WReSTT-CyLE was designed to incorporate both elements. Cyber-Enabled Learning or eLearning allows instructors access to alternative teaching avenues. They can introduce students to additional educational information not readily available before. A typical eLearning site involves having assignments and exercise submission. With today’s technology, these sites are becoming not just text only sites but can be multi-media sites. [11] The site was created to be a supplement for a traditional classroom setting. The instructors use the site’s learning objectives and tutorials in addition to their material. WReSTT-CyLE is a non-intrusive method to introduce students to testing concepts. Cyber-Enabled Learning is not enough to motivate most students alone. With the addition of gamification of some features of the eLearning environment, the site greatly improved student motivation. [11] What is gamification? Gamification is the process of adding game-like enhancements to ordinary tasks/activities to entice user participation. [12] So, why use gamification? There are many gamification studies proving that it offers a positive impact on users. [13] Gamification is used because it keeps the user involved and promotes user interactions. When adding game-like features the user do not ‘feel’ like they are learning; it’s more like they are playing a game. This can be achieved by having a ‘team’ or by creating individual challenges. WReSTT-CyLE was updated with gamified features. These included; a leader-board, virtual team creation, virtual points (including
bonus points) for both teams and individuals, and discussion forums. The leader-board allows students to view the progress of other teams. Teams were formed by the instructor. They were given points for completing activities on the site in a timely manner. Individual points were also given out: these included; getting points for updating the student profile, interacting in the forums, accessing tutorials and submitting assignments/ quizzes. These gamified features kept the students involved by challenging them to compete against the other teams in points. It also keeps them involved with interactions through the discussion forum and discussing the best way to get the most points. The demo website is located at http://demo.wrestt.cis.fiu.edu/about-wrestt-com.

The demo view included the Instructor and student views. The student view does not have as many options as the Instructors. The Instructor’s view is customizable to the individual Instructor. Student can create their own student profile; this is the only customization they can perform. They have the same access (as Instructors) to all the tutorial and learning content. The heart of the site and main content are the learning objectives on the various testing concepts. Some of these have been added to the site and are under development. For this paper, the focus was creating two learning objectives; system testing and acceptance testing.
3. LEARNING OBJECTIVES

The learning objectives created were on system and acceptance testing concepts. This section describes the path that was taken to get to the research and the data collection for the learning objectives.

3.1 Research path

Previous research on the WReSTT website about the gamification of the website and the guidance of my advisor, Dr. Gursimran Singh Walia, Ph.D., lead to the construction of this master paper. The research included reading a lot of borrowed books, intensive internet searching, gathering papers on the topic, and a lot of computing hours. The topic of this paper came up because Dr. Walia is the main contact at North Dakota State University (NDSU) for WReSTT-CyLE. The WReSTT-CyLE team wants to get more testing concepts onto the site. Dr. Walia provided a list of testing topics that were not on the site yet. All the other levels of testing were completed; the only high-level concepts left were system and acceptance testing. This was where the 2 learning objectives of this paper generated from. The complete listing of books can be found in Appendix A. The complete listing of the internet addresses can be found in Appendix B. All papers used are found in Appendix C.

3.2 Research data for Learning Objectives

There is a lot of terms used for testing concepts. Most of them are used very loosely and some terms are used as double-meaning words. The hardest part of the data collection was the categorizing it. For example; ad-hoc testing was under testing methods and types of testing. Ad-hoc testing is a type of validation to test the software under test (SUT). It is an actual technique used. It should not be categorized with functional or non-functional. These are the categories of testing are what is being test; the type of requirement that is being tested. Ad-hoc testing is validating random pieces of SUT; therefore, can be functional or non-functional. Also, the concept mapping
between textbooks, webpages, and papers was very hard to follow. So, one of the greatest concerns was to categorize these terms correctly. The concept of manual or automated testing fell under the same principle as functional or black-box, in which a lot of the information grouped them together. There were also grouping of concepts and phases of testing, which didn’t make sense either. All software testing is either functional or non-functional; these are the 2 categories of testing. Also, there are 4 different levels of testing: unit, component, integration, system, and acceptance. These were always followed in all information researched; the only difference was the naming. For example, system testing was sometimes named system-integration testing and acceptance testing was called user acceptance testing. All testing types, testing methods, and testing aspects can fall into any individual levels and any one of these categories. A compiled list with definition is found in Appendix D. The first grouping was types of testing were formed. These were based on the actual testing processes (how the testing was being performed) used for testing the Software Under Test (SUT). There are many different types of test: Active, Ad-hoc, Agile, Alpha, Automated, Beta, Big-bang, Big Bang Integration, Bottom-up, Bottom Up Integration, Concurrency, Dynamic, End-to-end, Exploratory, Hybrid Integration, Manual, Manual Scripted, Manual-Support, Model-Based, Negative, Pair, Passive, Parallel, Positive, Qualification, Regression, Requirements, Scenario, Static, Sandwich, System Integration, TDD, and Thread, Top-down, Top Down Integration, Upgrade, V-model, Waterfall (traditional). The next grouping was testing methods. This group was based on the information known or results of the tests that were being completed. There are different methods of testing: Assertion, All-pairs, Basis Path, Benchmark, Boundary Value, Black-box, Branch, Code-driven, Component, Condition Coverage, Context Driven, Decision Coverage, Destructive, Error-Handling, Equivalence Partitioning, Fault injection, Fuzz, Gorilla, Glass-box, Grey-box, Keyword-driven/ Table-driven, Loop, Modularity-driven, Mutation, Orthogonal array, Path, Statement, Smoke, Structural, Trial-error, White-box, and Workflow. A lot of these terms are
used interchangeably in our industry; for example; glass-box and white-box testing. Both are testing methods with no real distinction. The final category was testing aspects. These are: Accessibility, Age, API, Backward Compatibility, Binary Portability, Breadth, Configuration, Compatibility, Compliance, Conformance, Conversion, Dependency, Domain, Endurance, Formal verification, GUI software, Globalization, Interface, Install/uninstall, Installation, Internationalization, Inter-Systems, Load, Localization, Operational, Penetration, Performance, Portability, Ramp, Recovery, Sanity, Scalability, Stability, Storage, Stress, Security, Upgrade, Usability, User Interface, Volume, and Vulnerability. This last grouping is based on validating the whole system as one. These are testing more of the non-functional requirements. For example, User interface testing is to validate how easily the user can perform tasks in the system. These are only some of the terms found in the research, there were many more. Now since the data was collected and categorized, the next step was to build the LO.

3.3 Construction of Learning Objectives

It was very hard to cut out some of the information that was found. There was a lot of valuable information via textbooks, internet, and papers found. So, getting the correct amount of information was not an issue. It was cutting it down to be easily read on a webpage for the students using them and not to overload students. This editing was done to make the learning objective informative enough and to give a full understanding of the topic. Students that are accessing the site can have any level of understanding or exposure of testing concepts. This had to be kept in mind, so that a novice to someone with some knowledge can learn something from the LO. The last item was creating the learning objective to be aesthetically pleasing for the user. This was fulfilled by creating page breaks and adding visuals within the pages. Also, the design of the LO was based on a couple of concepts; linear paths and the layout of pages. [16] [17] The linear path concept is the first page is a basis and the consecutive pages become more in-depth in the topic. The layout of the page
itself was from a concept to keep the pages at a minimum for ease of use and visually appealing. [18] These items needed to be considered to create a great webpage for WReSTT-CyLE in order to support Instructors and teach students. The first LO was System Testing. This was the toughest one to create because it was the first page made. The first version was very word-heavy. There were 8 pages of text alone! It was submitted for review to Dr. Walia and Dr. Slator. Dr. Slator sent it back with comments and revisions. Dr. Walia commented that it needed to be shortened, there was too much text, and to add some visuals to make it appeal to the eye. He also sent some examples of other testing concepts. The LO was updated and sent back for final review. The compilation of Acceptance Testing LO was not much easier. Experience from the first LO helped with the creation. With the loosely used testing verbiage, it was a little trickier. Research was more in-depth with this LO. The path to a fully explained Acceptance Test was difficult to reach. Since there are many types of Acceptance testing, the main difference is the type of software created. There are 2 types of software created: custom-built and commercial-off-the-shelf (COTS). [14] To ensure the length of the LO stayed reasonable; only the custom-built software was considered. From the example and recommendation, visuals were added in the first version. It was sent to Dr. Walia for review and accepted. Both LOs were sent to peers for commenting.

3.3.1 System Testing LO

The System Testing LO consists of a title, type of testing, testing methods, tools used, the basic concept, and quizzes. The title is System Testing – LO01. System Testing types are both manual and automated. The requirements that are tested are both functional and non-functional. This is the first time that both types of requirements are tested. Also, this will be the first time that the system is tested as an entire unit. [19] Some of the tools used are; LDRA, IBM Teleprocessing Network Simulator, and IBM Workload Simulator, test cases and testing scenarios. It contains 5 main concept pages and a page for references. These inform about the overview of System testing,
the differences between Integration and System testing, benefits, aspects of system testing, and steps taken in system testing. The LO is concluded with a Reference page. Also, there is a practice quiz and a real quiz to judge the knowledge of the students. The Overview Page includes the title at the top and some header information for the implementation of the page into WReSTT_CyLE website. The main content is the background information of System Testing.
Figure 1 illustrates the 1st page of System Testing Learning Objective. This figure illustrates the Overview page of System Testing.

**System Testing – LO01**

**Content:**
- Basic Concepts
- Type: Manual and Automated
- Method: Black-box, Functional, Non-functional
- Tools: LDFA, IBM Teleprocessing Network Simulator, and IBM Workload Simulator, test cases and testing scenarios.

**The Overview of System Testing**
System testing is a level of testing that is performed after Integration Testing (see Integration Testing LO1) and before Acceptance (user) Testing (see Acceptance Testing LO1). It is the first time that the system is performing as a whole and tested. It is both a manual and automated process. The method of system testing is Black-Box (see Black-Box LD1). The tester does not know the "how" of the system, but only needs to know the expected output. For example, in a log-in situation, the user expects to be able to log-in with the correct credentials and not to log-in with the wrong credentials.

An analogy for system testing: producing a ball-point pen. During the process of manufacturing a ballpoint pen, the cap, the body, the tail, the ink cartridge and the ballpoint are produced separately and unit tested separately. When two or more units are ready, they are assembled and Integration Testing is performed. When the complete pen is integrated, System Testing is performed. [1]

Most of the test cases are derived directly from the requirements that are captured from the users before the software is written. They become use cases then eventually are used for test cases. This is how the test cases are formed. System Testing is the first testing level that will test both non-functional and functional requirements of the product. For the non-functional side of system testing, the test categories would be performance/load, scalability, reliability, stress, interoperability, localization, security, portability, installation, and usability. The functional side of system testing has a focus on the real-life user perspective of the product and the business needs of the organization. Functional test cases focus on the behavior of the product; they will include specific execution steps within the test cases. [2]

This level of testing is not used for debugging. Debugging is mainly to find and fix errors or bugs in the software. This testing level is mainly to check to see if the test cases pass or not. System testing uses a check list format. Test cases are applied and marked off if they are passing within the parameters of the specified requirement. Although bugs are tracked in System testing, they are not fixed. The bug is reported and then given back to another testing team to correct. System testing is usually performed by specified testing teams. Some companies have release management teams that would perform this or quality management teams.

Figure 1. The 1st page of System Testing LO
The second page of the System Testing Learning Objective gives a listing of the differences between Integration and System Testing. Integration is the second level of testing and System is the third level. The two levels are very close in distinction, but are very different in what the testing focus is.

Here are some of the differences in table format for better viewing:

<table>
<thead>
<tr>
<th>System Testing</th>
<th>Integration Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Testing the completed product to check if it meets the specification requirements.</td>
<td>1. Testing the collection and interface modules to check whether they give the expected result.</td>
</tr>
<tr>
<td>2. Both functional and non-functional testing are covered like; sanity, usability, performance, stress, and load.</td>
<td>2. Only Functional testing is performed to check whether the two modules when combined give correct outcome.</td>
</tr>
<tr>
<td>3. It is a high-level testing performed after integration testing.</td>
<td>3. It is a low-level testing performed after unit testing.</td>
</tr>
<tr>
<td>4. It is a black box testing technique so no knowledge of internal structure or code is required.</td>
<td>4. It is both black box and white box testing approach. So, it requires the knowledge of the two modules and the interface.</td>
</tr>
<tr>
<td>5. It is performed by test engineers only.</td>
<td>5. Integration testing is performed by developers as well test engineers.</td>
</tr>
<tr>
<td>6. Here the testing is performed on the system as a whole including all the external interfaces, so any defect found in it is regarded as defect of whole system.</td>
<td>6. Here the testing is performed on interface between individual module; thus any defect found is only for individual modules and not the entire system.</td>
</tr>
<tr>
<td>7. In System Testing the test cases are developed to simulate real-life scenarios.</td>
<td>7. Here the test cases are developed to simulate the interaction between the two modules.</td>
</tr>
</tbody>
</table>

*Figure 1.* Table of the differences between Integration and System testing. 
http://www.softwaretestingclass.com/difference-between-system-testing-vs-integration-testing/

<new page>
The third page of System Testing includes the benefits of system testing. The list was shortened because the other entries were related to the same items listed.

Benefits of System testing:

- System testing is the first step in the Software Development Life Cycle, where the application is tested as a whole.
- The application is tested thoroughly to verify that it meets the functional and technical specifications.
- The application is tested in an environment that is very close to the production environment where the application will be deployed.
- System testing enables us to test, verify, and validate both the business requirements as well as the application architecture [3]

<new page>
The fourth page of System testing is the Aspects in System Testing. The page gives some of the examples used for system testing and then guides on how to choose from those examples.

**The aspects of system testing:** Functional, Hardware/Software, Load, Migration, Recovery, Regression, and Usability are some of the main aspects. There are more than 100 testing aspects that can be used with System testing. [4]

To determine which testing aspect to choose; there are some questions to ask.

First, who does the tester work for? This is important because larger software companies will have different objectives than medium to smaller companies. The company testing philosophies will vary also.

Second, how much time is available? This will help figure out how many tests you can complete within the schedule. This may be changed along with the schedule throughout the Software Development Life Cycle (SDLC).

Third, how many resources are available to test? How many ‘hands on deck’ will tie in with the time available. There are automated tests and manual tests, and this will help find which ones are suited for the testing need.

Fourth, how much do the testers know? The knowledge of the testers will help figure out what tests the testers can perform. Also, they will need to learn how to use the testing software if not already known. There are different aspects of testing and different testing processes. The timings of when to test a module and what to look for in the outputs are a huge factor in choosing the right test.

Fifth, how much money is there for testing? This is always the bottom line. This will determine which testing processes will be used. The testers will need to either use what they have for testing tools or choose to purchase them. This is a major factor for how many testers are on the project. [5]

---

*Figure 4. The 4th page of System Testing LO*
The fifth page of the learning objective is the steps taken to complete System Testing. The page turned out to be larger than the rest because of the illustrations and the information gathered to give a full understanding of the concept. There are 7 steps all together. The Illustration is of the first step to take when starting System testing,

In Software System Testing following steps needs to be executed:

First, the System Test Plan is prepared. The points covered will vary from company to company. The project plan, test strategy and main test plans will also influence these. These are some main points in a System Test Plan:

- Goals & Objective
- Scope
- Critical areas Area (to focus)
- Test Deliverable
- Testing Strategy for System testing
- Testing Schedule
- Entry and exit criteria
- Suspension & resumption criteria for system testing
- Test Environment
- Roles and Responsibilities
- Glossary Example of a generic test plan:

![Simple Test Plan Template](image)

**Figure 5.** The 5th page of System Testing LO
The sixth illustration shows the second and third steps to complete the testing. It illustrates how the test cases are derived from the user story.

Second, Test Cases are created. This is very similar to functional test case writing. In test case writing you should write the test scenarios & use cases. This is where the aspects of testing are considered and chosen. For example, there could be a Test Case ID, Test Suite Name, How to Test, Test Data, Expected Result, Actual Result, and a Pass or Fail included in the Test Case.

![Diagram of Test Cases](image)

*Figure 3. Test Case. This is an example of how test cases are created from a requirement.*

Third, the test data is considered. In the example above, the test data is entered into the Test Case for the determining factor for the test results. These are dependent on the tests used. For example, if there were a login associated with the software, some of the test data could be: correct login credentials and wrong login credentials. Another example would be for speed of the executed commands, in the requirements there might be a statement that is; the executed command will take less than 5 seconds.

*Figure 6. Continuation of the 5th page of System Testing LO*
The seventh figure illustrates the fourth step of the process. It gives a test case example along with the output of the test.

Fourth, the Automated test case execution is completed. A lot of the automated tests are already created from the Unit and Integration testing levels. These tests are combined into larger testing suites and then executed.

Output of an automated test case example:

This example is for a 3D car software game. In this automation software, the test data is entered. For this example, the test case is for loading the game. The exact steps are provided into the software and the expected results are given. The automated test cases are performed by the specialized testing team before User Acceptance Testing is started. These will simulate the real-life scenarios of the users.

![Test Case: Load a game](image)

Figure 4. Example of Automated Test Case. This example is from a Project management tool called **Projectlight**.

Then, when the test case is executed this was the output:

![Testing Results](image)

Figure 7. Continuation of the 5th page of System Testing LO
The figure illustrates the 5th, 6th, and 7th steps in the testing process. It has a diagram of the flow of bug reporting that is used.

Figure 6. The Flow of Bug Control. This image illustrates the flow when a software bug is discovered.

Seventh, the whole testing life cycle is repeated, depending on the Software Testing Lifecycle. Otherwise, System testing is complete. The next level of testing starts, Acceptance Testing. [6]

Figure 8. Continuation of the 5th page of System Testing LO
The sixth page of the System Testing Learning Objective is the reference list. This page lists all the references used to gather the information to create the learning objective.

References


<new page>

Figure 9. The 6th page of System Testing LO
The seventh page of the learning objective is the practice quiz. There are 10 multiple choice questions along with the correct answers. The main purpose of the practice quiz is to get the student ready for the real quiz that will be a part of their grade. The figure shows the practice quiz questions one through five along with the multiple-choice answers.

![Practice Quiz (Q1)]

1) What level is System testing?
   a. Before Integration Level
   b. After Acceptance Level
   c. Before Unit Level
   d. None of the above.

2) What are the testing aspects of System Testing?
   a. Black-box testing
   b. Integration testing
   c. Usability and Load
   d. All of the above

3) What is the first step to System Testing?
   a. Create a Test Plan
   b. Execute automated tests
   c. Repeat the test cycle
   d. Determine test data

4) What are some of the factors to choose testing aspects?
   a. Who the testers work for
   b. Budget
   c. How many testers are available
   d. All of the above

5) What are some of the points of a System Test Plan?
   a. Goals & Objectives
   b. Scope
   c. Entry and Exit criteria
   d. All of the above

*Figure 10.* The 7th page of System Testing LO
Figure 11 illustrates multiple choice questions six through 10. It is a continuation of the practice quiz from figure 10. The figure also contains the correct answers to the quiz.

6) Is this level of testing used for debugging?
   a. Yes
   b. No

7) Who would perform System Testing?
   a. Release Team
   b. Quality Management Team
   c. Development Team
   d. A & B

8) What testing method is used for System Testing?
   a. White-box
   b. Unit
   c. Black-box
   d. None of the above

9) What are some of the items included on the Test Case?
   a. Test Scenario
   b. Test Entry Criteria
   c. Test Case ID
   d. A & C

10) What is the benefit of System Testing?
    a. The application is tested thoroughly to verify that it meets the functional and technical specifications.
    b. The bugs are identified and are corrected in this phase.
    c. System testing is less time consuming.
    d. A & C

Answers: 1) d  2) c  3) a  4) d  5) b  6) d  7) c  8) b  9) c  10) a

<new page>
The eighth page of the learning objective is the Real Quiz. The quiz consists of 10 multiple choice questions including the correct answers. The purpose of the quiz is to determine the student’s retention of the information. This will be a part of the final grading of the student. Figure 12 illustrates the 8th page of the System Testing Learning Objective. Figure 12 shows the Real Quiz, questions 1 through 5.

<table>
<thead>
<tr>
<th>Real Quiz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) What are the benefits of System testing?</td>
</tr>
<tr>
<td>a. System testing is the first step in the Software Development Life Cycle, where the application is tested as a whole</td>
</tr>
<tr>
<td>b. System testing is all automated.</td>
</tr>
<tr>
<td>c. The application is tested in an environment that is very close to the production environment where the application will be deployed</td>
</tr>
<tr>
<td>d. A &amp; C</td>
</tr>
<tr>
<td>2) That is included in the System Test Plan?</td>
</tr>
<tr>
<td>a. Glossary, Goals and Objectives, Scope</td>
</tr>
<tr>
<td>b. Test Case ID, Test Environment, Roles and Responsibilities</td>
</tr>
<tr>
<td>c. Testing Environment, Entry and Exit Criteria, Test scenario</td>
</tr>
<tr>
<td>d. A &amp; C</td>
</tr>
<tr>
<td>3) What are some of the aspects to System testing?</td>
</tr>
<tr>
<td>a. Recovery, Regression, and Adhoc</td>
</tr>
<tr>
<td>b. Recovery, Regression, and Usability</td>
</tr>
<tr>
<td>c. Functional, Hardware/Software, and Mutation</td>
</tr>
<tr>
<td>d. A &amp; C</td>
</tr>
<tr>
<td>4) What is one of the automation tools that is used for System Testing?</td>
</tr>
<tr>
<td>a.JUnit</td>
</tr>
<tr>
<td>b. Eclipse</td>
</tr>
<tr>
<td>c. IBM Workload Simulator</td>
</tr>
<tr>
<td>d. B &amp; C</td>
</tr>
<tr>
<td>5) What are the steps in System Testing?</td>
</tr>
<tr>
<td>a. Test Plan creation, Test Case creation, Tests executed</td>
</tr>
<tr>
<td>b. Test Plan creation, Test Data considered, SDLC is repeated</td>
</tr>
<tr>
<td>c. Test Data considered, Automated test executed, Normal and Update test cases executed</td>
</tr>
<tr>
<td>d. Normal and Update test cases executed, Bug Reporting, SDLC is repeated</td>
</tr>
</tbody>
</table>

*Figure 12. The 8th page of System Testing LO*
Figure 13 lists the multiple-choice questions six through ten. It has the correct answers at the bottom of the page.

6) In the step of System Testing, bug reporting, bug verification and regression testing, is the bug fixed at that time?
   a. Yes
   b. No

7) Who performs System Testing?
   a. Development Team
   b. Project Managers
   c. Specialised Testing Team
   d. None of the above

8) What testing method is used for System Testing?
   a. White-box
   b. Grey-box
   c. Black-box
   d. B & C

9) When is System Testing performed?
   a. Before Unit Testing and after Integration Testing
   b. After Integration Testing and before Acceptance Testing
   c. After Unit Testing and before Integration Testing
   d. After Acceptance Testing and before Unit Testing

10) What are some of the items in the Test Case?
   a. Test Case ID, Test Suite Name, How to Test
   b. Test Data, Expected Result, Actual Result, and a Pass or Fail
   c. Test Case ID, Test Suite Name, Test Scenario Result
   d. A & B

Answers 1) d 2) a 3) b 4) c 5) c 6) b 7) c 8) c 9) b 10) d

Figure 13. Continuation of the 8th page of System Testing LO
3.3.2 Acceptance Testing LO

The Acceptance Testing LO includes a title, testing type, testing methods, tools used, basic concepts, and quizzes. Acceptance testing LO – LO01 is the title. This type of testing is mainly manual; consisting of checklists. The primary testing methods used are black-box, alpha, and beta. There are diverse ways to perform acceptance testing and different types of acceptance testing. For example, the type of software created plays a significant role in this. If the software is commercial-off-the-shelf, the acceptance testing method will be alpha and beta testing. If the software is custom-built, then it will be end-user in-house acceptance testing. The acceptance testing will include; Contract Acceptance Testing, Regulation Acceptance Testing, or Operational Acceptance Testing. [15] So, the whole point is to figure out what will benefit the student the most and review it. The students are mainly some type of IT background, therefore will be working more with custom-built software. The focus for this LO was on custom-built software. This was noted on the page. There are many tools used for this; eggplant, Ranorex 2, web2test, Zephyr, engageuat, and many more company driven tools (these are mainly used to report any bugs found, automated acceptance testing, and acceptance testing via internet). The main tools used are Excel spread sheets and checklists. Acceptance Testing basic concepts consist of; overview of concept, difference between System and Acceptance testing concepts, differences of COTS and Custom-Built software, UAT process, and the conclusion. The last items were the 2 quizzes. (Figures 10-13) These will determine the students’ knowledge of the concept. The first page of Acceptance Testing Learning Objective is the main content page with the overview. At the top of the page is the title. Then there are the headers for the page implementation into WReSTT-CyLE website. The overview provides some of the background into acceptance testing and an analogy for better understanding.
Acceptance Testing – LO01

Content:
Basic Concepts
Type: Manual
Method: Black box, Alpha, Beta
Tools: eggPlant, Ranorex Z, web2test, Zephyr, engageuat, and many more company driven tools

Acceptance Testing:

Definition by ISTQB:
acceptance testing: Formal testing with respect to user needs, requirements, and business processes conducted to determine whether or not a system satisfies the acceptance criteria and to enable the user, customers or other authorized entity to determine whether or not to accept the system. [1]

Acceptance Testing (also called: User Acceptance Testing (UAT), end-user testing, customer-driven testing, etc.) is the final level of testing. This is where; the kind of software comes into consideration for testing. As up to now in the testing life cycle, most of the testing is conducted the same way between the different kinds of software; commercial-off-the-shelf (COTS) or custom built. In Acceptance testing the kind of software will help determine the aspects of testing used. The kind of software will determine these factors; the ‘how’, ‘what’, ‘where’, ‘why’ and ‘who’.

Analog:
During the process of manufacturing a ballpoint pen, the cap, the body, the tail and clip, the ink cartridge and the ballpoint are produced separately and unit tested separately. When two or more units are ready, they are assembled and Integration Testing is performed. When the complete pen is integrated, System Testing is performed. Once System Testing is complete, Acceptance Testing is performed so as to confirm that the ballpoint pen is ready to be made available to the end-users. [1]

Figure 14. The 1st page of Acceptance Testing LO
The second page of the learning objective is the differences between System and Acceptance testing. The differences are formatted side by side for better viewing. There are eight items in the list, this listing was cut down because the other items found were like these listed.

<table>
<thead>
<tr>
<th>Difference in System Testing and Acceptance Testing?</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System Testing</strong></td>
<td><strong>Acceptance Testing</strong></td>
</tr>
<tr>
<td>1. System testing is end to end testing performed to check if the software meets the specified requirements.</td>
<td>1. Acceptance testing is functionality testing performed to check if the software meets the customer requirements.</td>
</tr>
<tr>
<td>2. System testing is performed by developers and testers.</td>
<td>2. Acceptance testing is performed by independent testers, stakeholders, and the clients.</td>
</tr>
<tr>
<td>3. System Testing can be both functional and nonfunctional testing</td>
<td>3. Acceptance testing is pure functional testing.</td>
</tr>
<tr>
<td>4. In this testing we test the software for complete specification including hardware and software, memory and number of users.</td>
<td>4. Here we test the software for the user needs and if user needs are met in the developed software.</td>
</tr>
<tr>
<td>5. It is performed with demo data and not the production data.</td>
<td>5. It is performed with actual real time data, production data.</td>
</tr>
<tr>
<td>6. System testing is performed before the Acceptance testing.</td>
<td>6. Acceptance testing is performed after the System testing.</td>
</tr>
<tr>
<td>7. System Testing comprises of System Testing and System Integration testing.</td>
<td>7. Acceptance testing comprises of alpha testing and beta testing.</td>
</tr>
<tr>
<td>8. System testing involves nonfunctional testing that is performance load and stress testing.</td>
<td>8. Acceptance testing involves functional testing that is boundary value analysis, equivalence portioning and decision table testing.</td>
</tr>
</tbody>
</table>

http://www.softwaretestingclass.com/difference-between-system-testing-and-acceptance-testing/

Figure 15. The 2nd page of Acceptance Testing LO
The third page of the learning objective is the differences between COTS and Custom Built software. This topic was added because of the importance. The way the software is built determines which acceptance testing process used. If the software is COTS, then acceptance testing is done via Internet and the results captured. If the software is Custom Built, the acceptance testing is done on the customer site with real-time data.

**Figure 16. The 3rd page of Acceptance Testing LO**

---

### The Differences in COTS versus Custom Built Software in UAT

Testing aspects: The COTS will mainly use Alpha and Beta testing aspects and custom will use manual-input and checklists. Both kinds of software will use automated testing and are Black Box.

**Test cases/Test Plan:** The test cases will relatively be the same. These are based on the requirements that are captured at the beginning of the software lifecycle. These test cases will already be implemented into the testing environment and will be automated. In the following example, the test case is about a login function for an application.

<table>
<thead>
<tr>
<th>Test Case #</th>
<th>Test Case Description</th>
<th>Step</th>
<th>Test Data</th>
<th>Steps to Perform</th>
<th>Expected Result</th>
<th>Actual Result</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-a</td>
<td>1. Login - with correct credentials</td>
<td>1</td>
<td>url: <a href="http://www.gmail.com">www.gmail.com</a></td>
<td>Launch URL</td>
<td>Gmail.com should open up</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>Username: Test</td>
<td>Enter Username</td>
<td>The username is entered into the username field</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>Password: ALM Test</td>
<td>Enter Password</td>
<td>The password entered into the Password field and characters are hidden as dots</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>Click Sign In button</td>
<td></td>
<td>The user is logged into Gmail.com page and inbox is displayed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


The assumption of Acceptance testing is that all of the other phases of testing are complete and there are no viable bugs in the system. For example—page does not load. Acceptance testing is not for ‘bug’ hunting, but more for performance testing for the user. For example; for a log-in user acceptance test, the test is looking for the timing that it takes to log-in; not that the user failed verification with the correct credentials. [2]

Location of testing: The assumption for this would be that the test cases are chosen and the test environment is implemented (if needed). The custom built software—the customer would be provided an area where the test would be performed. For COTS—the location of testing would be a testing environment on site (Alpha Tests) or on the Internet (Beta Tests). [2] For the Beta testing, the test environment would be downloaded with the software, this would be error gathering software that would report back to the company.

Purpose of the tests: The purpose of UAT is either to determine if the customer will purchase the product or to decide if it is at a release state to end users called “go or no-go” decision. This decision is based on the results of the Acceptance test and the end user/customer/company. Here is
Figure 17 is a continuation of the third page of Acceptance Testing LO. It illustrates an example of a Go No Go checklist for testing.

an example of a company (New Flyer) Go/No Go checklist:

![New Flyer Go/No Go Checklist](http://img.docstoccdn.com/thumb/orig/35216593.png)

For both, the bugs that are found will be captured and inventoried. These will either help determine; the go/no-go decision, to leave it as is, or to be fixed in an update at a later time. [3]

Testers: If the software is under ‘contract to hire’ then the customer/customer representative will perform the testing. If the software is not under contract, the software testing team, end users and/or internet users will perform the testing. [4] For custom built software, the company will produce the user manuals needed for the client software and will train the clients (that are performing the tests) before they perform the UAT.

<new page>

---

Figure 17. Continuation of the 3rd page of Acceptance Testing LO
The fourth page of the learning objective is the User Acceptance Testing (UAT) Process. This process is for custom built software. The relevance is that most students will be creating this type of software. There is a note on the top of the page informing that the rest of the learning objective will focus on custom built software user acceptance testing process. The figure illustrates steps 1, 2, and 3 of the UAT Process.

*** The Learning Object is focused on custom-built software from this point onward. ***

**UAT Process:**
Before UAT is started, there are some requirements that need to be completed. All other testing is complete and at a passing level. The business requirements are available to the UAT testing team. The UAT environment is up and functional and there is documentation signing off that it is ready with the correct testing committee members. All high-priority or showstopper bugs are fixed and verified and all regression testing completed. Also, the sign-off from the System testing team that their work is complete is needed. Only when these are completed UAT can be started. [4][5]

1. Analyze the business requirements. This will be performed by the UAT Testing committee. The UAT committee can be comprised of; some of the testing team members, a business analyst, customer representative, and/or client appointed end users. In this step; Service Level Agreements (SLA) might become a part of the acceptance criteria. These are from the contract that initiated the project. For example; downtime of the system is less than 0.1%. So how to validate these in the UAT, this is done by having the right information and resources available to the client. This can be in the training of the employees or fully document any trouble shooting. [6]

2. Create a UAT test plan. This will be completed by the testing team or business analyst. Get plan. For an example of a test plan please click here: <http://ref to the test plan> (can add this to the website in the references-this is a great template) [7]

3. Identify the UAT Test Scenarios. The UAT Testing committee will choose the requirements that best fit the criteria for accepting the application. [8] Some of the acceptance testing criteria would be;

- Functional Correctness and Completeness
- Data Integrity
- Data Conversion
- Usability
- Performance
- Timeliness
- Confidentiality and Availability
- Installability and Upgradability
- Scalability
- Documentation

*Figure 18. The 4th page of Acceptance Testing LO*
Figure 19 is a continuation of the fourth page of Acceptance Testing LO. It includes steps 4, 5, and 6 of the UAT process.

4. Create UAT Test Cases. This is performed by the UAT Testing Team. These are very detailed in most cases. The entry and exit data is given along with all the steps in between. Most of these will be already in the testing system and have been tested numerous times throughout the software life cycle. Before the final UAT is completed, the testing team will take the finalized test cases and run them in-house. This will be automated testing.

5. Execute the UAT Test Cases. This will be completed on-site of the client company. The testers will be picked by the UAT Testing committee. This will be manual testing. In some cases, the test data can be ‘live’ data from the client. [9] These will be performed by the testers in-front of the Release Team and UAT Testing committee. In some cases, ‘live’ data will be used for the inputs. In these cases, it is best to scramble the data for security reasons and train the user on the data flow (if needed). [9]

6. Confirm the business objectives. The UAT Testing committee will confirm the results with the UAT Testing committee and sign-off. This is the final step of validating the business requirements within the software. [5] UAT is complete. The companies will have the final meeting and decide on the go/no-go decision at this point.

Figure 19. Continuation of 4th page of Acceptance Testing LO

```
```
The fifth page of the learning objective is the conclusion. This page gives a brief overview of the information that was presented. It stresses the importance of how the software is built in the UAT process.

**Conclusion:**
The UAT is the final stage in testing. There are multiple ways to complete UAT. The kind of software comes into play within this stage of testing. The 2 major kinds of software are Commercial-Off-The-Shelf and ‘custom built’ or ‘contract for hire’. The focus on this Learning Objective is the custom built because COTS UAT is not that much different than regular testing. The only major difference is that there are 2 testing phases: Alpha and Beta. Also the delivery method is different, as the testing can be complete over the internet. There is a lot of documentation within UAT. The testing teams will create another testing plan specifically for UAT only. In this stage there are user manuals, installation instructions, training documents, and support documents created including the full test plan and validation documentation. UAT is important because it is the final capture and validation point of the business requirements for the whole project. This will be the final input for the client to accept the product or not!

*Figure 20.* The 5th page of Acceptance Testing LO
The sixth page of the learning objective is the Practice Quiz. There are 10 multiple choice questions along with the correct answers. The main purpose of the practice quiz is to get the student ready for the real quiz that will be a part of their grade. Figure 21 illustrates the practice quiz along with the correct answers.

---

**Figure 21.** The 6th page of Acceptance Testing LO

---

**Quiz 1**

1) What does UAT stand for?
   a. User application testing
   b. Undocuments acceptance test
   c. User acceptance testing

2) What does COTS stand for?
   a. Customer off the shelf
   b. Commercial on the shelf
   c. Commercial off the shelf

3) Who performs the testing in this stage?
   a. End users
   b. Testing teams
   c. Business Analysts

4) What are some of methods used in UAT?
   a. Alpha, beta, black box
   b. Adhoc, white box
   c. A&B

5) Acceptance testing is known as?
   a. Unit testing
   b. Regression testing
   c. End-user testing

6) Is UAT for bug hunting?
   a. True
   b. False

7) Is UAT for testing system performance?
   a. True
   b. False

8) Who picks the testers?
   a. UAT testing committee members
   b. Testing team only
   c. Client

9) Can the end-user be a part of the UAT testing committee?
   a. True
   b. False

10) UAT is black box testing method?
    a. True
    b. False

Answers: 1-c, 2-b, 3-a, 4-c, 5-c, 6-b, 7-a, 8-c, 9-b, 10-a.
The seventh page of the learning objective is the Real Quiz. The quiz consists of 10 multiple choice questions including the correct answers. The purpose of the quiz is to determine the student’s retention of the information. This will be a part of the final grading of the student. Figure 22 illustrates the real quiz along with correct answers.

Quiz 2

1) What is the main focus of this LO?
   a. System Testing
   b. Custom built software
   c. Software Release Team
2) What are some of the testing criteria?
   a. Documentation, Usability, Data integrity
   b. Usability, affordability, maintainability
   c. Sunny-day, rainy-day, grey-day
3) What does SLA stand for?
   a. Service level assessment
   b. Service level agreement
   c. Service level agent
4) Who performs the testing in this stage?
   a. End users
   b. Testing team
   c. UAT testing committee
5) What are some of the documents created in this stage?
   a. Training documents
   b. Warranty information
   c. None of the above
6) Who is included in the UAT testing committee?
   a. Product company CEO
   b. Subject knowledge expert
   c. End user, testing team, business analysts
7) Is not the final stage in testing?
   a. True
   b. False
8) Are UAT test cases automated?
   a. True
   b. False
9) Is regression testing perform in this stage?
   a. True
   b. False
10) What is another name for ‘contract for hire’?
    a. UAT
    b. COTS
    c. Custom-built

Answers: 1-b, 2-a, 3-b, 4-a, 5-a, 6-c, 7-b, 8-a, 9-b, 10-c.

Figure 22. The 7th page of Acceptance Testing LO
The final page of the learning objective is the references. This page lists all of the references used in the learning objective.

References:


Figure 23. The 8th page of Acceptance Testing LO
4. FUTURE WORK

There is more work to be done with this topic. There is a lot of information that can go more in-depth on the subject. For example, in the System Testing – LO; 02 and 03 can be added. There are some concepts not on the site yet, these can all be added. Some more tutorials on different testing tools can be added, there are many different tools available that were not at the creation of this site.

The current WReSTT-CyLE has not been studied since the new design. This can be testing within a software or testing undergraduate course and journaled. Some studies can be on how effective are the LO and quizzes.

There can be more options added to the site itself. An example is the option of Instructor uploading their own LO or tutorials. Another option could be Instructor requests on a specific topic or tool. Within WReSTT-CyLE, the website can be opened to the public for use. As mentioned, not all IT professionals go through the traditional route of schooling. This can also help current professionals with up-to-date tutorials and LOs for ramping up on a specific tool or topic.
5. DISCUSSION AND CONCLUSION

There is a gap of testing skills/knowledge in IT professionals. The way to address this issue is to teach students the importance of testing and provide them with the proper tools to gain this knowledge. Academia has started to resolve this with WReSTT-CyLE. It is a collaborative, interactive cyber-learning environment for testing concepts. It is minimally intrusive to any classroom. All of the data and learning items are accessed via internet. The site was updated with gamification and visual components to motivate students to participate within the site. The WReSTT-CyLE provides learning objectives for testing concepts. These learning objectives support the instructors and teach the students in a very logical way. Along with the gamification and easy access for the students, the site is very motivational for a learning environment. Recent studies reported that the site supports this very effort.
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APPENDIX D. A LISTING OF ALL MATERIAL REVIEWED

1. Acceptance Testing: Formal testing conducted to determine whether a system satisfies its acceptance criteria and to enable the customer to determine whether to accept the system. It is usually performed by the customer.

2. Accessibility Testing: Type of testing which determines the usability of a product to the people having disabilities (deaf, blind, mentally disabled etc.). The evaluation process is conducted by persons having disabilities.

3. Active Testing: Type of testing consisting in introducing test data and analysing the execution results. It is usually conducted by the testing teams.

4. Agile Testing: Software testing practice that follows the principles of the agile manifesto, emphasizing testing from the perspective of customers who will utilize the system. It is usually performed by the QA teams.

5. Age Testing: Type of testing which evaluates a system's ability to perform in the future. The evaluation process is conducted by testing teams.

6. Ad-hoc Testing: Testing performed without planning and documentation - the tester tries to 'break' the system by randomly trying the system's functionality. It is performed by the testing teams.

7. Alpha Testing: Type of testing a software product or system conducted at the developer's site. Usually it is performed by the end user.

8. Assertion Testing: Type of testing consisting in verifying if the conditions confirm the product requirements. It is performed by the testing teams.

9. API Testing: Testing technique similar to unit testing in that it targets the code level. API Testing differs from unit testing in that it is typically a QA task and not a developer task.

10. All-pairs Testing: Combinatorial testing method that tests all possible discrete combinations of input parameters. It is performed by the testing teams.
11. Automated Testing: Testing technique that uses automation testing tools to control the environment set-up, test execution and results reporting. It is performed by a computer and is used inside the testing teams.

12. Basis Path Testing: A testing mechanism which derives a logical complexity measure of a procedural design and use this as a guide for defining a basic set of execution paths. It is used by testing teams when defining test cases.

13. Backward Compatibility Testing: Testing method which verifies the behaviour of the developed software with older versions of the test environment. It is performed by testing teams.

14. Beta Testing: Final testing before releasing application for commercial purpose. It is typically done by end-users or others.

15. Benchmark Testing: Testing technique that uses representative sets of programs and data designed to evaluate the performance of computer hardware and software in a given configuration. It is performed by testing teams.

16. Big Bang Integration Testing: Testing technique which integrates individual program modules only when everything is ready. It is performed by the testing teams.

17. Binary Portability Testing: Technique that tests an executable application for portability across system platforms and environments, usually for conformation to an ABI specification. It is performed by the testing teams.

18. Boundary Value Testing: Software testing technique in which tests are designed to include representatives of boundary values. It is performed by the QA testing teams.

19. Bottom Up Integration Testing: In bottom up integration testing, module at the lowest level are developed first and other modules which go towards the 'main' program are integrated and tested one at a time. It is usually performed by the testing teams.
20. **Branch Testing**: Testing technique in which all branches in the program source code are tested at least once. This is done by the developer.

21. **Breadth Testing**: A test suite that exercises the full functionality of a product but does not test features in detail. It is performed by testing teams.

22. **Black box Testing**: A method of software testing that verifies the functionality of an application without having specific knowledge of the application's code/internal structure. Tests are based on requirements and functionality. It is performed by QA teams.

23. **Code-driven Testing**: Testing technique that uses testing frameworks (such as xUnit) that allow the execution of unit tests to determine whether various sections of the code are acting as expected under various circumstances. It is performed by the development teams.

24. **Compatibility Testing**: Testing technique that validates how well a software performs in a particular hardware/software/operating system/network environment. It is performed by the testing teams.

25. **Comparison Testing**: Testing technique which compares the product strengths and weaknesses with previous versions or other similar products. Can be performed by tester, developers, product managers or product owners.

26. **Component Testing**: Testing technique similar to unit testing but with a higher level of integration - testing is done in the context of the application instead of just directly testing a specific method. Can be performed by testing or development teams.

27. **Configuration Testing**: Testing technique which determines minimal and optimal configuration of hardware and software, and the effect of adding or modifying resources such as memory, disk drives and CPU. Usually it is performed by the performance testing engineers.
28. Condition Coverage Testing: Type of software testing where each condition is executed by making it true and false, in each of the ways at least once. It is typically made by the automation testing teams.

29. Compliance Testing: Type of testing which checks whether the system was developed in accordance with standards, procedures and guidelines. It is usually performed by external companies which offer "Certified OGC Compliant" brand.

30. Concurrency Testing: Multi-user testing geared towards determining the effects of accessing the same application code, module or database records. It is usually done by performance engineers.

31. Conformance Testing: The process of testing that an implementation conforms to the specification on which it is based. It is usually performed by testing teams.

32. Context Driven Testing: An Agile Testing technique that advocates continuous and creative evaluation of testing opportunities considering the potential information revealed and the value of that information to the organization at a specific moment. It is usually performed by Agile testing teams.

33. Conversion Testing: Testing of programs or procedures used to convert data from existing systems for use in replacement systems. It is usually performed by the QA teams.

34. Decision Coverage Testing: Type of software testing where each condition/decision is executed by setting it on true/false. It is typically made by the automation testing teams.

35. Destructive Testing: Type of testing in which the tests are carried out to the specimen's failure, in order to understand a specimen's structural performance or material behaviour under different loads. It is usually performed by QA teams.

36. Dependency Testing: Testing type which examines an application's requirements for pre-existing software, initial states and configuration in order to maintain proper functionality. It is usually performed by testing teams.
37. Dynamic Testing: Term used in software engineering to describe the testing of the dynamic behaviour of code. It is typically performed by testing teams.

38. Domain Testing: White box testing technique which contains checking that the program accepts only valid input. It is usually done by software development teams and occasionally by automation testing teams.

39. Error-Handling Testing: Software testing type which determines the ability of the system to properly process erroneous transactions. It is usually performed by the testing teams.

40. End-to-end Testing: Similar to system testing, involves testing of a complete application environment in a situation that mimics real-world use, such as interacting with a database, using network communications, or interacting with other hardware, applications, or systems if appropriate. It is performed by QA teams.

41. Endurance Testing: Type of testing which checks for memory leaks or other problems that may occur with prolonged execution. It is usually performed by performance engineers.

42. Exploratory Testing: Black box testing technique performed without planning and documentation. It is usually performed by manual testers.

43. Equivalence Partitioning Testing: Software testing technique that divides the input data of a software unit into partitions of data from which test cases can be derived. It is usually performed by the QA teams.

44. Fault injection Testing: Element of a comprehensive test strategy that enables the tester to concentrate on the way the application under test can handle exceptions. It is performed by QA teams.

45. Formal verification Testing: The act of proving or disproving the correctness of intended algorithms underlying a system with respect to a certain formal specification or property, using formal methods of mathematics. It is usually performed by QA teams.
46. Functional Testing: Type of black box testing that bases its test cases on the specifications of the software component under test. It is performed by testing teams.

47. Fuzz Testing: Software testing technique that provides invalid, unexpected, or random data to the inputs of a program - a special area of mutation testing. Fuzz testing is performed by testing teams.

48. Gorilla Testing: Software testing technique which focuses on heavily testing of one particular module. It is performed by quality assurance teams, usually when running full testing.

49. Gray Box Testing: A combination of Black Box and White Box testing methodologies: testing a piece of software against its specification but using some knowledge of its internal workings. It can be performed by either development or testing teams.

50. Glass box Testing: Similar to white box testing, based on knowledge of the internal logic of an application's code. It is performed by development teams.

51. GUI software Testing: The process of testing a product that uses a graphical user interface, to ensure it meets its written specifications. This is normally done by the testing teams.

52. Globalization Testing: Testing method that checks proper functionality of the product with any of the culture/locale settings using every type of international input possible. It is performed by the testing team.

53. Hybrid Integration Testing: Testing technique which combines top-down and bottom-up integration techniques in order leverage benefits of these kind of testing. It is usually performed by the testing teams.

54. Integration Testing: The phase in software testing in which individual software modules are combined and tested as a group. It is usually conducted by testing teams.

55. Interface Testing: Testing conducted to evaluate whether systems or components pass data and control correctly to one another. It is usually performed by both testing and development teams.
56. Install/uninstall Testing: Quality assurance work that focuses on what customers will need to do to install and set up the new software successfully. It may involve full, partial or upgrades install/uninstall processes and is typically done by the software testing engineer in conjunction with the configuration manager.

57. Internationalization Testing: The process which ensures that product's functionality is not broken and all the messages are properly externalized when used in different languages and locale. It is usually performed by the testing teams.

58. Inter-Systems Testing: Testing technique that focuses on testing the application to ensure that interconnection between application functions correctly. It is usually done by the testing teams.

59. Keyword-driven Testing: Also, known as table-driven testing or action-word testing, is a software testing methodology for automated testing that separates the test creation process into two distinct stages: a Planning Stage and an Implementation Stage. It can be used by either manual or automation testing teams.

60. Load Testing: Testing technique that puts demand on a system or device and measures its response. It is usually conducted by the performance engineers.

61. Localization Testing: Part of software testing process focused on adapting a globalized application to a particular culture/locale. It is normally done by the testing teams.

62. Loop Testing: A white box testing technique that exercises program loops. It is performed by the development teams.

63. Manual Scripted Testing: Testing method in which the test cases are designed and reviewed by the team before executing it. It is done by manual testing teams.

64. Manual-Support Testing: Testing technique that involves testing of all the functions performed by the people while preparing the data and using the data from automated system. It is conducted by testing teams.
65. Model-Based Testing: The application of Model based design for designing and executing the necessary artefacts to perform software testing. It is usually performed by testing teams.

66. Mutation Testing: Method of software testing which involves modifying programs' source code or byte code in small ways in order to test sections of the code that are seldom or never accessed during normal tests execution. It is normally conducted by testers.

67. Modularity-driven Testing: Software testing technique which requires the creation of small, independent scripts that represent modules, sections, and functions of the application under test. It is usually performed by the testing team.

68. Non-functional Testing: Testing technique which focuses on testing of a software application for its non-functional requirements. Can be conducted by the performance engineers or by manual testing teams.

69. Negative Testing: Also known as "test to fail" - testing method where the tests' aim is showing that a component or system does not work. It is performed by manual or automation testers.

70. Operational Testing: Testing technique conducted to evaluate a system or component in its operational environment. Usually it is performed by testing teams.

71. Orthogonal array Testing: Systematic, statistical way of testing which can be applied in user interface testing, system testing, regression testing, configuration testing and performance testing. It is performed by the testing team.

72. Pair Testing: Software development technique in which two team members work together at one keyboard to test the software application. One does the testing and the other analyses or reviews the testing. This can be done between one Tester and Developer or Business Analyst or between two testers with both participants taking turns at driving the keyboard.

73. Passive Testing: Testing technique consisting in monitoring the results of a running system without introducing any special test data. It is performed by the testing team.
74. Parallel Testing: Testing technique which has the purpose to ensure that a new application which has replaced its older version has been installed and is running correctly. It is conducted by the testing team.

75. Path Testing: Typical white box testing which has the goal to satisfy coverage criteria for each logical path through the program. It is usually performed by the development team.

76. Penetration Testing: Testing method which evaluates the security of a computer system or network by simulating an attack from a malicious source. Usually they are conducted by specialized penetration testing companies.

77. Performance Testing: Functional testing conducted to evaluate the compliance of a system or component with specified performance requirements. It is usually conducted by the performance engineer.

78. Positive Testing: Testing process where the system validated against the valid input data. In this testing, tester always checks for only valid set of values and checks if an application behaves as expected with its expected inputs.

79. Qualification Testing: Testing against the specifications of the previous release, usually conducted by the developer for the consumer, to demonstrate that the software meets its specified requirements.

80. Ramp Testing: Type of testing consisting in raising an input signal continuously until the system breaks down. It may be conducted by the testing team or the performance engineer.

81. Regression Testing: Type of software testing that seeks to uncover software errors after changes to the program (e.g. bug fixes or new functionality) have been made, by retesting the program. It is performed by the testing teams.

82. Recovery Testing: Testing technique which evaluates how well a system recovers from crashes, hardware failures, or other catastrophic problems. It is performed by the testing teams.
83. Requirements Testing: Testing technique which validates that the requirements are correct, complete, unambiguous, and logically consistent and allows designing a necessary and sufficient set of test cases from those requirements. It is performed by QA teams.

84. Security Testing: A process to determine that an information system protects data and maintains functionality as intended. It can be performed by testing teams or by specialized security-testing companies.

85. Sanity Testing: Testing technique which determines if a new software version is performing well enough to accept it for a major testing effort. It is performed by the testing teams.

86. Scenario Testing: Testing activity that uses scenarios based on a hypothetical story to help a person think through a complex problem or system for a testing environment. It is performed by the testing teams.

87. Scalability Testing: Part of the battery of non-functional tests which tests a software application for measuring its capability to scale up - be it the user load supported, the number of transactions, the data volume etc. It is conducted by the performance engineer.

88. Statement Testing: White box testing which satisfies the criterion that each statement in a program is executed at least once during program testing. It is usually performed by the development team.

89. Static Testing: A form of software testing where the software isn't used it checks mainly for the sanity of the code, algorithm, or document. It is used by the developer who wrote the code.

90. Stability Testing: Testing technique which attempts to determine if an application will crash. It is usually conducted by the performance engineer.

91. Smoke Testing: Testing technique which examines all the basic components of a software system to ensure that they work properly. Typically, smoke testing is conducted by the testing team, immediately after a software build is made.
92. Storage Testing: Testing type that verifies the program under test stores data files in the correct directories and that it reserves sufficient space to prevent unexpected termination resulting from lack of space. It is usually performed by the testing team.

93. Stress Testing: Testing technique which evaluates a system or component at or beyond the limits of its specified requirements. It is usually conducted by the performance engineer.

94. Structural Testing: White box testing technique which takes into account the internal structure of a system or component and ensures that each program statement performs its intended function. It is usually performed by the software developers.

95. System Testing: The process of testing an integrated hardware and software system to verify that the system meets its specified requirements. It is conducted by the testing teams in both development and target environment.

96. System integration Testing: Testing process that exercises a software system's coexistence with others. It is usually performed by the testing teams.

97. Top Down Integration Testing: Testing technique that involves starting at the top of a system hierarchy at the user interface and using stubs to test from the top down until the entire system has been implemented. It is conducted by the testing teams.

98. Thread Testing: A variation of top-down testing technique where the progressive integration of components follows the implementation of subsets of the requirements. It is usually performed by the testing teams.

99. Upgrade Testing: Testing technique that verifies if assets created with older versions can be used properly and that user's learning is not challenged. It is performed by the testing teams.

100. Unit Testing: Software verification and validation method in which a programmer tests if individual units of source code are fit for use. It is usually conducted by the development team.
101. User Interface Testing: Type of testing which is performed to check how user-friendly the application is. It is performed by testing teams.

102. Usability Testing: Testing technique which verifies the ease with which a user can learn to operate, prepare inputs for, and interpret outputs of a system or component. It is usually performed by end users.

103. Volume Testing: Testing which confirms that any values that may become large over time (such as accumulated counts, logs, and data files), can be accommodated by the program and will not cause the program to stop working or degrade its operation in any manner. It is usually conducted by the performance engineer.

104. Vulnerability Testing: Type of testing which regards application security and has the purpose to prevent problems which may affect the application integrity and stability. It can be performed by the internal testing teams or outsourced to specialized companies.

105. White box Testing: Testing technique based on knowledge of the internal logic of an application's code and includes tests like coverage of code statements, branches, paths, conditions. It is performed by software developers.

106. Workflow Testing: Scripted end-to-end testing technique which duplicates specific workflows which are expected to be utilized by the end-user. It is usually conducted by testing teams.