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ABSTRACT

This dissertation investigates the interplay between properties of Ext modules

and ascent of module structures along ring homomorphisms. First, we consider a

flat local ring homomorphism ϕ : (R,m, k) → (S,mS, k). We show that if M is a

finitely generated R-module such that ExtiR(S,M) satisfies NAK (e.g. if ExtiR(S,M)

is finitely generated over S) for i = 1, . . . , dimR(M), then ExtiR(S,M) = 0 for all

i 6= 0 and M has an S-module structure via ϕ. We also provide explicit computations

of Ext1
R(S,M) to indicate how large it can be when M does not have a compatible

S-module structure.

Next, we consider the properties of an R-module M that has a compatible S-

module structure via the flat local ring homomorphism ϕ. Our results in this direction

show that M cannot see the difference between the rings R and S. Specifically, many

homological invariants of M are the same when computed over R and over S.

Finally, we investigate these ideas in the non-local setting. We consider a

faithfully flat ring homomorphism ϕ : R → S such that for all m ∈ m-SpecR, the

map R/m→ S/mS is an isomorphism and the induced map ϕ∗ : Spec(S)→ Spec(R)

is such that ϕ∗(m-Spec(S)) ⊆ m-Spec(R), and show that if M is a finitely generated

R-module such that ExtiR(S,M) satisfies NAK for i = 1, . . . , dimR(M), then M has

an S-module structure via ϕ, and obtain the same Ext vanishing as in the local case.
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CHAPTER 1. INTRODUCTION

This dissertation is in the area of commutative algebra, that is, the study of

commu- tative rings. Rings are sets that are endowed with addition and multiplica-

tion. Rings are used in a multitude of settings, from doing arithmetic on a clock, to

solving systems of equations. Understanding rings allows us to answer a wide range

of questions found in the areas of geometry and topology. For example, rings can

help to decide whether two geometrical objects are the same or different.

In studying rings, we look at sets they act on. This is like studying groups

by looking at sets that they act on, i.e., group actions. Rings act on sets called

modules, which have the same axioms as vector spaces with the coefficients coming

from a commutative ring. Information about a module’s structure tells us information

about the ring.

One idea in this vein is the following: Given a ring homomorphism ϕ : R → S,

describe how R-modules are related to S-modules. For instance, every S-module N

has an R-module structure via restriction of scalars: rn := ϕ(r)n. On the other hand,

an R-module M may or may not have an S-module structure, e.g., Z as a Z-module is

not a Q-module. One can create a new R-module related to the original one that does

have an S-module structure. Specifically, the R-modules S⊗RM and HomR(S,M) are

S-modules. However, this is rather unsatisfactory, as these operations yield modules

different from M in general. The goal of this dissertation is, in a sense, to remedy

this situation.

1.1. Conventions and Notations

Most of our definitions and notational conventions come from [5, 7, 15]. For the

sake of clarity, we specify a few items here.

Throughout Chapters 2 and 3, (R,m) and (S, n) are commutative noetherian

local rings and ϕ : R → S is a flat local homomorphism (i.e. such that S is flat over
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R and ϕ(m) ⊆ n) with the property that R/m→ S/mS is an isomorphism. Given an

R-module M , the m-adic completion of M is denoted M̂ .

Definition 1.1. Let R be a commutative ring. A sequence of R-module homomor-

phisms

M = · · · →Mi+1

∂Mi+1−−→Mi

∂Mi−−→Mi−1

∂Mi−1−−→ · · ·

is called an R-complex if ∂Mi−1∂
M
i = 0 for all i. We say Mi is the module in degree i

in the R-complex M .

Definition 1.2. Let R be a commutative ring and let M be an R-complex. The ith

homology module of an R-complex is defined as

Hi(M) =
Ker ∂Mi
Im ∂Mi+1

.

We say that an R-complex is exact if Hi(M) = 0 for all i.

Definition 1.3. Let R be a commutative ring and let X be an R-complex. For each

n ∈ Z the nth suspension or shift of X is the R-complex ΣnX defined as ΣnXi = Xi−n

and ∂Σ
nX

i = (−1)n∂Xi−n. When n = 1 set ΣX = Σ1X.

Remark 1.4. Let R be a commutative ring and let X be an R-complex. There is an

isomorphism of homologies Hi(Σ
nX) ∼= Hi−n(X) for all i, n ∈ Z.

Definition 1.5. Let Y and Z be R-complexes. The Hom-complex HomR(Y, Z) is

defined as follows: HomR(Y, Z)i =
∏

p∈Z HomR(Yp, Zp+i) for each i ∈ Z. Each

element α ∈ HomR(Y, Z)i is called a homomorphism α : Y → Z of degree i. This

homomorphism is a family α = (αp)p∈Z ∈
∏

p∈Z HomR(Yp, Zp+i) of linear maps

αp : Yp → Zp+i, with no requirement of commutativity.

Next, to define the differential ∂
HomR(Y,Z)
i : HomR(Y, Z)i → HomR(Y, Z)i−1 we

take a family of linear maps α = (αp)p∈Z ∈ HomR(Y, Z)i and let the homomorphism

2



∂
HomR(Y,Z)
i (α) ∈ HomR(Y, Z)i−1 of degree i− 1 have p-th component

∂
HomR(Y,Z)
i (α)p = ∂Yp+iαp − (−1)iαp−1∂

X
p : Yp → Zp+i−1.

Definition 1.6. Let X and Y be R-complexes. We define the tensor-complex X⊗RY

as follows: For l ∈ Z the l-th module is given by (X ⊗R Y )l =
∐

p∈ZXp ⊗R Yl−p. The

l-th module (X ⊗R Y )l is generated by elements xp ⊗ yl−p for p ∈ Z, xp ∈ Xp and

yp−l ∈ Yp−l. The differential ∂X⊗RY
l : (X⊗RY )l → (X⊗RY )l−1 is given on a generator

xp ⊗ yl−p ∈ Xp ⊗R Yl−p ⊆ (X ⊗R Y )l by

∂X⊗RY
l (xp ⊗ yl−p) = ∂Xp (xp)⊗ yl−p + (−1)pxp ⊗ ∂Yl−p(yl−p),

which is an element in (Xp−1 ⊗R Yl−p)⊕ (Xp ⊗R Yl−p−1) ⊆ (X ⊗R Y )l−1.

Definition 1.7. Let R be a commutative ring, and let X and Y be R-complexes.

A chain map F : X → Y is a sequence {Fi : Xi → Yi})i∈Z making the next diagram

commute.

X

F

��

· · ·
∂Xi+1 // Xi

∂Xi //

Fi

��

Xi−1

∂Xi−1 //

Fi−1

��

· · ·

Y · · ·
∂Yi+1 // Yi

∂Yi // Yi−1

∂Yi−1 // · · ·

We say that the chain map F is a quasi-isomorphism if for each index i the induced

map Hi(F ) : Hi(X)→ Hi(Y ) given by Hi(F )(x) = Fi(x) is an isomorphism.

Definition 1.8. Let R be a commutative ring and let f : X → Y be a chain map.

3



The mapping cone of f is the R-complex Cone(f) defined as follows:

Cone(f) = · · · →

Yi

⊕

Xi−1


∂Yi fi−1

0 −∂Xi−1


−−−−−−−−−−−−→

Yi−1

⊕

Xi−2


∂Yi−1 fi−2

0 −∂Xi−2


−−−−−−−−−−−−→

Yi−2

⊕

Xi−3

→ · · · .

That is, the module in degree i is Cone(f)i = Yi⊕Xi−1 and the differential in degree

i is ∂
Cone(f)
i =

 ∂Yi fi−1

0 −∂Xi−1

.

Fact 1.9. For each chain map of R-complexes f : Y → Z, the mapping cone Cone(f)

gives rise to a short exact sequence 0 → Z → Cone(f) → ΣY → 0. Hence we have

the following associated long exact sequence on homology.

· · · → Hi(Y )
Hi(f)−−−→ Hi(Z)→ Hi(Cone(f))→ Hi−1(Y )→ · · · .

Using the long exact sequence, it is straightforward to show that f is a quasi-

isomorphism if and only if Cone(f) is exact.

We now define a very useful tool, the Koszul complex. This tool is used to detect

the depth of a module, to detect quasi-isomorphisms, and to describe resolutions for

quotients by regular sequences.

Definition 1.10. Let R be a commutative ring, and let x = x1, . . . , xn ∈ R. Set

L0 = R with basis 1. Set L1 = Rn with basis e1, . . . , en. For i = 2, . . . , n, let Li

denote the free R-module whose basis is the following set of formal symbols:

{ej1 ∧ ej2 ∧ · · · ∧ eji | 1 6 ji < · · · < ji 6 n}.

4



Let L be the sequence

L = 0→ Ln
∂Ln−→ Ln−1

∂Ln−1−−−→ · · ·
∂L1−→ L0 → 0

with maps defined on the bases as follows. For i = 1, let ∂L1 : Rn → R be given by

ej 7→ xj. For i > 1, let ∂Li : Li → Li−1 be given by

ej1 ∧ ej2 ∧ · · · ∧ eji 7→
j∑
l=1

(−1)l+1xlej1 ∧ ej2 ∧ · · · ∧ ejl−1
∧ ejl+1

∧ · · · ∧ eji .

We call the complex L the Koszul complex on x.

Another useful way to define and use the Kozul complex is in terms of a specific

mapping cone as follows. This allows us to use either definition depending on which

is more useful.

Definition 1.11. Let R be a commutative ring, and let M be an R-module. Let

x = x1, . . . , xn ∈ R. The Koszul complex KR(x;M) is constructed inductively on n

as follows:

Base case: n = 1. Consider the module M as an R-complex concentrated in

degree 0. For each r ∈ R, the map µr : M →M given by µr(m) = rm is an R-module

homomorphism and a chain map. Such a map is called a homothety. Taking the cone

of the chain map µx1 is the Koszul complex on x1. That is

KR(x1;M) := Cone(µx1) = 0 //M
µx1 //M // 0

Inductive step: Assume that n > 2 and that KR(x1, . . . , xn−1;M) has been con-

structed. Let µxn : KR(x1, . . . , xn−1;M) → KR(x1, . . . , xn−1;M) be the homothety

5



given by µxn(k) = xnk, and set

KR(x;M) = KR(xi . . . , xn−1, xn;M) = Cone(µxn).

When M = R, we write KR(x) = KR(x;M).

Example 1.12. Let R be a commutative ring, and let M be an R-module. Let

x, y, z ∈ R. It is straightforward to show the following:

KR(x;M) ∼= 0 //M
x //M // 0

and

KR(x, y;M) ∼= 0 //M


y

−x


//M2

(
x y

)
//M // 0

and KR(x, y, z;M) ∼=

0→M



z

−y

x


−−−−−−→M3



y z 0

−x 0 z

0 −x −y


−−−−−−−−−−−−−−→M3

(
x y z

)
−−−−−−−−−→M → 0

by using the definition of the Koszul complex.

The remainder of this chapter is devoted to giving a general overview of the

subsequent chapters.

1.2. Summary of Chapter 2

The origins of Chapter 2 begin with the following result of Buchweitz and

Flenner [4, Theorem 2.3].
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Theorem 1.13. Assume that (R,m) is local, and let M be an R-module. If M is

m-adically complete, then for each flat R-module F one has ExtiR(F,M) = 0 for all

i > 1.

A natural question to ask is when does the converse hold? The converse fails

with no extra assumptions on M , as seen in the following example.

Example 1.14. Let M be a non-zero injective R-module, and assume that (R,m)

is a local ring of positive depth (e.g., R is a local domain and not a field). Then

ExtiR(−,M) = 0 for all i > 1. However, the fact that M is injective implies that it

is divisible. Thus, we have M = mM , and it follows that M̂ = 0 6= M , so M is not

complete.

What restrictions if any on M must we have to ensure the converse holds? The

next result of Frankild and Sather-Wagstaff [9, Corollary 3.5] shows that the converse

to Theorem 1.13 does hold when M is finitely generated.

Theorem 1.15. Assume that (R,m) is local, and let M be a finitely generated R-

module. Then the following conditions are equivalent.

(i) M is m-adically complete.

(ii) ExtiR(F,M) = 0 for all i > 1 for each flat R-module F .

(iii) ExtiR(R̂,M) = 0 for all i > 1.

It is worth noting that the proof of this result is quite technical, relying heavily

on the machinery of derived local homology and derived local cohomology.

Since the module M in Theorem 1.15 is finitely generated, a standard result

shows that condition (i) is equivalent to the following: M has an R̂-module structure

that is compatible with its R-module structure via the natural map R → R̂. Thus,

we consider the following ascent question, focusing on homological conditions.

7



Question 1.16. Given a ring homomorphism ϕ : R → S what conditions on an R-

moduleM guarantees that it has an S-module structure compatible with its R-module

structure via ϕ?

In the setting of Question 1.16, the module S ⊗R M has a natural S-module

structure. Thus, if one had an R-module isomorphism M ∼= S ⊗R M , then one

could transfer the S-module structure from S ⊗R M to M . One can similarly

inflict an S-module structure on M if M ∼= HomR(S,M). The following result of

Frankild, Sather-Wagstaff, and R. Wiegand [10, Main Theorem 2.5] and Christensen

and Sather-Wagstaff [6, Theorem 3.1 and Remark 3.2] shows that, when ϕ is a local

homomorphism with properties like those of the natural map R → R̂, these are in

fact the only way for M to admit a compatible S-module structure.

Theorem 1.17. Let ϕ : (R,m)→ (S, n) be a flat local ring homomorphism such that

the induced map R/m → S/mS is an isomorphism. Let M be a finitely generated

R-module, and consider the following conditions.

(i) M has an S-module structure compatible with its R-module structure via ϕ.

(ii) ExtiR(S,M) = 0 for all i > 1.

(iii) ExtiR(S,M) is finitely generated over R for i = 1, . . . , dim(M).

(iv) The natural map HomR(S,M)→M given by f 7→ f(1) is an isomorphism.

(v) The natural map M → S ⊗RM given by m 7→ 1⊗m is an isomorphism.

(vi) S ⊗RM is finitely generated over R.

(vii) ExtiR(S,M) is finitely generated over S for i = 1, . . . , dimR(M).

Then conditions (i)–(vi) are equivalent and imply condition (vii). If R is Gorenstein,

then conditions (i)–(vii) are equivalent.

8



The proof of this result is less technical than that of Theorem 1.15. But it does

use the Amplitude Inequality of Foxby, Iyengar, and Iversen [8, 13]—a consequence

of the New Intersection Theorem— and derived Gorenstein injective dimension.

The next result is the main theorem of Chapter 2. It contains several improve-

ments on Theorem 1.17. First, it removes the Gorenstein hypothesis for the impli-

cation (vii) =⇒ (i). Second, it further relaxes the conditions on the Ext-modules

needed to obtain an S-module structure on M . Third, the proof is significantly less

technical than the proofs of these earlier results, relying only on basic properties of

Koszul complexes.

Definition 1.18. Assume that (R,m) is local. An R-module N satisfies NAK if

N = 0 or N/mN 6= 0.

Remark 1.19. Let ϕ : (R,m) → (S, n) be a local ring homomorphism. Given an

S-module N , the condition “N satisfies NAK” is ambiguous since N is both and

S-module and an R-module. For instance, if M is an R-module this is the case for

ExtiR(S,M). When there is any danger of ambiguity, we write “satisfies NAK over

S” or “satisfies NAK over R”. It is worth noting that if N satisfies NAK over S, then

it satisfies NAK over R because of the epimorphism N/mN = N/mSN � N/nN .

Furthermore, this reasoning shows that the converse holds if mS = n, e.g., if the

induced map R/m→ S/mS is an isomorphism.

Theorem 1.20. In Theorem 1.17 the conditions (i)–(vii) are equivalent, and they

are equivalent to the following:

(viii) ExtiR(S,M) satisfies NAK for i = 1, . . . , dimR(M).

We conclude this section by outlining the contents of Chapter 2. Section 2.1

summarizes foundational material needed for the proof of Theorem 1.20. Section 2.2

is devoted to the proof of this result. Finally, Section 2.3 consists of an example

9



demonstrating how large ExtiR(S,M) is when it does not satisfy NAK, even over a

relatively small ring. The results of Chapter 2 have been accepted for publication in

the Proceedings of the American Mathematical Society

1.3. Summary of Chapter 3

The genesis of Chapter 3 is in the following observation. Given an R-module

M with a compatible S-module structure as in Theorem 1.17, we have the following

equivalences:

(i) HomR(S,M) ∼= M ∼= HomR(R,M).

(ii) S ⊗RM ∼= M ∼= R⊗RM .

(iii) ExtiR(S,M) = 0 = ExtiR(R,M) for all i > 1.

(iv) TorRi (S,M) = 0 = TorRi (R,M) for all i > 1.

Thus we begin to see that the R-module M cannot distinguish between the rings

R and S. This gives rise to the following question.

Question 1.21. Given ϕ : (R,m)→ (S, n) flat local such that R/m ∼= S/mS and an

R-module M that has a compatible S-module structure via ϕ, what properties of M

over R are equivalent to properties of M over S?

Chapter 3 answers this question by establishing a collection of equalities between

invariants computed over R and S. We also provide equivalences between certain Ext

modules and equivalences between certain Auslander and Bass classes.

We conclude this section with a synopsis of Chapter 3. Section 3.1 is used to

define the homological invariants used in Section 3.2 for the ease of the reader. Section

3.2 consists of the main results for this chapter.

10



1.4. Summary of Chapter 4

Chapter 4 is devoted to answering the following question. Do we need the local

hypothesis on ϕ in Theorem 2.5 to obtain a unique compatible S-module structure

via ϕ? An immediate problem arises when removing this hypothesis, in the fact

that there are many ways to generalize the property R/m ∼= S/mS. Section 4.1

discusses the various ways one can generalize this property to the non-local setting.

We focus on the case where ϕ : R → S is faithfully flat such that R/m ∼= S/mS and

for ϕ∗ : SpecS → SpecR we have ϕ∗(m-SpecS) ⊆ m-SpecR. Using this property,

we prove versions of Theorem 1.17 and Theorem 1.20 in this non-local setting in

Theorem 4.22. Section 4.2 builds the various tools and background required for the

proof of Theorem 4.22. Finally, Section 4.3 is devoted to the proof of this result.

11



CHAPTER 2. NAK FOR EXT AND ASCENT OF

MODULE STRUCTURES

Let ϕ : (R,m)→ (S, n) be a flat local ring homomorphism such that the induced

map R/m → S/mS is an isomorphism. This chapter is devoted to the proof of

Theorem 1.20; see Theorem 2.5. Note that the assumption n = mS implies that

an S-module N satisfies NAK over S if and only if N satisfies NAK over R; see

Remark 1.19.

2.1. NAK and Ext Vanishing

This section contains the foundational material needed for the proof of the main

results of this chapter.

Lemma 2.1. Let i0 be a fixed integer, let x = x1, . . . , xn be a sequence in a commu-

tative ring T , and let Y be an T -complex such that Hi(Y ) = 0 for all i < i0. Then

Hi(K
T (x)⊗T Y ) = 0 for all i < i0 and Hi0(K

T (x)⊗T Y ) ∼= Hi0(Y )/(x) Hi0(Y ).

Proof. We proceed by induction on n. For the base case let µx1Y : Y → Y be the map

given by µx1Y (y) = x1y and note that we have KT (x1)⊗T Y ∼= Cone(µx1Y ). Now since

µx1Y is a chain map we have an exact sequence of complexes

0→ Y → Cone(µx1Y )→ ΣY → 0

Hence we can apply the long exact sequence to obtain the following exact sequence

· · · → Hi(Y )→ Hi(Cone(µx1Y ))→ Hi−1(Y )
x1−→ Hi−1(Y )→ · · ·

If i < i0 then by our assumption we have Hi(Y ) = 0 = Hi−1(Y ). Therefore, from the

exactness of the above sequence we have Hi(Cone(µx1Y )) = 0 for all i < i0. Now if
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i = i0 then we have the following exact sequence of T -modules

· · · → Hi0(Y )
x1−→ Hi0(Y )→ Hi0(Cone(µx1Y ))→ 0

Since the sequence is exact we have Hi0(Cone(µx1Y )) ∼= Hi0(Y )/x1Hi0(Y ) as desired.

For the induction step we set Y ′ = KT (x1, . . . , xn−1) ⊗T Y and suppose that

Hi(Y
′) = 0 for all i < i0 and Hi0(Y

′) ∼= Hi0(Y )/(x1, . . . , xn−1)Hi0(Y ). Note that we

have KT (x)⊗T Y ∼= Cone(µxnY ′ ), so we can apply our base case to Cone(µxnY ′ ) to obtain

Hi(K
T (x)⊗T Y ) = 0 for all i < i0 and Hi0(K

T (x)⊗T Y ) ∼= Hi0(Y )/(x)Hi0(Y ).

Lemma 2.2. Let ϕ : R→ S be a flat local ring homomorphism such that the induced

map R/m → S/mS is an isomorphism. Let x = x1, . . . , xn ∈ R be a generating

sequence for m.

(a) The natural map ε : KR(x)→ S ⊗R KR(x) is a quasi-isomorphism.

(b) The induced map ε̄ : HomR(S ⊗R KR(x), J) → HomR(KR(x), J) is a quasi-

isomorphism, for each bounded above complex J of injective R-modules.

Proof. Part (a) is from [10, 2.3]. For part (b) Suppose that ε is a quasi-isomorphism.

That is, we have Hi(Cone(ε) = 0 for all i. Note that we have Cone(HomR(ε, J)) ∼=

Σ1 HomR(Cone(ε), J) by [7, 3.48]. This gives the first step in the following display.

Hi(Cone(HomR(ε, J))) ∼= Hi(Σ
1 HomR(Cone(ε), J))

= Hi−1(HomR(Cone(ε), J))

= 0.

The second step is from Remark 1.4. Since J is a bounded above complex of injective

modules we have by [7, 6.5] HomR(−, J) preserves homological triviality giving the
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third step. Therefore, since the mapping cone Cone(HomR(ε, J)) is exact, the chain

map HomR(ε, J) is a quasi-isomorphism.

The next result is from [10, proof of Theorem 2.5].

Lemma 2.3. Let ϕ : R→ S be a flat ring homomorphism, and let M be an R-module.

Then ExtiR(S,M) = 0 for all i > dim(R/AnnR(M)). In particular, if M is finitely

generated, then ExtiR(S,M) = 0 for all i > dimR(M).

2.2. Main Results

This section contains the lemmata used for the proof of Theorem 1.20 along

with the proof of this result.

Lemma 2.4. Let ϕ : R→ S be a flat local ring homomorphism such that the induced

map R/m → S/mS is an isomorphism. Let M be an R-module, and let z > 1. If

ExtiR(S,M) = 0 for all i > z and ExtzR(S,M) satisfies NAK then ExtzR(S,M) = 0.

Proof. Let x = x1, . . . , xn ∈ R be a generating sequence for m, and let J be an R-

injective resolution of M . By assumption we have H−i(HomR(S, J)) ∼= ExtiR(S,M) =

0 for all i > z, so we have H−i(K
R(x)⊗R HomR(S, J)) = 0 for all i > z and

H−z(K
R(x)⊗R HomR(S, J)) ∼= H−z(HomR(S, J))/x H−z(HomR(S, J))

∼= ExtzR(S,M)/x ExtzR(S,M)

by Lemma 2.1.

We claim that ExtzR(S,M)/x ExtzR(S,M) = 0. To see this, consider the mor-

phism α : HomR(S, J) → J given by f 7→ f(1). Apply HomR(KR(x),−) to obtain
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the top row of the following diagram

HomR(KR(x),HomR(S, J))
HomR(KR(x),α) //

∼=
��

HomR(KR(x), J)

HomR(S ⊗R KR(x), J)

'

33

where the vertical isomorphism is Hom-tensor adjointness and the diagonal quasi-

isomorphism is from Lemma 2.2(b). It follows that HomR(KR(x), α) is a quasi-

isomorphism and thus Cone(HomR(KR(x), α)) is exact. The fact that KR(x) is a

self-dual and bounded complex of finitely generated free R-modules implies that the

R-complexes Cone(HomR(KR(x), α)) and Σ−nKR(x) ⊗R Cone(α) are isomorphic. It

follows that the complex KR(x)⊗R Cone(α) is exact.

The long exact sequence in homology associated to Cone(α) implies that

Hi(Cone(α)) ∼= Ext1−i
R (S,M) (1)

for all i 6 −1, and that there is an exact sequence

H0(Cone(α))→ Ext1
R(S,M)→ 0. (2)

We have ExtjR(S,M) = 0 for all j > z, by assumption, so the isomorphism (1) implies

that Hi(Cone(α)) = 0 for all i < 1− z.

We consider two cases.

Case 1: z > 2. In this case, the isomorphism (1) shows that H1−z(Cone(α)) ∼=

ExtzR(S,M). From Lemma 2.1, we conclude that

0 = H1−z(K
R(x)⊗R Cone(α)) ∼= ExtzR(S,M)/x ExtzR(S,M).

Case 2: z = 1. In this case, the exact sequence (2) conspires with the right-
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exactness of tensor product to explain the epimorphism in the next display:

0 = H0(KR(x)⊗R Cone(α)) ∼=
H0(Cone(α))

x H0(Cone(α))
�

Ext1
R(S,M)

x Ext1
R(S,M)

.

The other steps are justified as in Case 1. This implies that

ExtzR(S,M)/x ExtzR(S,M) = Ext1
R(S,M)/x Ext1

R(S,M) = 0.

This proves the claim. (It is worth noting that there is an alternate proof of this

claim in [1].)

As ExtzR(S,M) satisfies NAK, the claim implies ExtzR(S,M) = 0 as desired.

Here is Theorem 1.20 from the introduction.

Theorem 2.5. Let ϕ : R→ S be a flat local ring homomorphism such that the induced

map R/m → S/mS is an isomorphism, and let M be a finitely generated R-module.

If ExtiR(S,M) satisfies NAK for i = 1, . . . , dimR(M) then ExtiR(S,M) = 0 for all

i 6= 0 and M has an S-module structure compatible with its R-module structure via

ϕ.

Proof. Lemma 2.3 implies that z = sup{i > 0 | ExtiR(S,M) 6= 0} 6 dimR(M). Note

that z 6 0: if z > 1, then Lemma 2.4 implies that ExtzR(S,M) = 0, a contradiction.

It follows that ExtiR(S,M) = 0 for all i 6= 0, and the remaining conclusions follow

from Theorem 1.17.

Remark 2.6. As we note in the introduction, our proof of this theorem removes the

need to invoke the Amplitude Inequality in the proof of Theorem 1.17. Indeed, the

Amplitude Inequality is used in the implication (iii) =⇒ (ii), which we prove directly

in the proof of Theorem 2.5.
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Remark 2.7. One can paraphrase Theorem 2.5 as follows: In Theorem 1.17(iii) one

can replace the phrase “is finitely generated over R” with the phrase “satisfies NAK”.

It is natural to ask whether the same replacement can be done in Theorem 1.17(vi).

In fact, this cannot be done because, given a finitely generated R-module M , the

S-module S ⊗RM is finitely generated, so it automatically satisfies NAK, regardless

of whether M has a compatible S-module structure.

2.3. Explicit Computations

Given a ring homomomorphism ϕ : R→ S as in Theorem 2.5, if M is a finitely

generated R-module that does not have a compatible S-module structure, then we

know that ExtiR(S,M) does not satisfy NAK for some i. Hence, this Ext-module is

quite large. This section is devoted to a computation showing how large this Ext-

module is when R 6= R̂ = S, even for the simplest ring R, e.g., for R = k[X](X) where

k is a field or for the localization ZpZ. See Remark 2.10.

Lemma 2.8. Let ϕ : R→ S be a faithfully flat ring homomorphism, and let C be an

R-module. Let m be a maximal ideal of R, and assume that C is m-adically complete.

(a) Then ExtiR(S/R,C) = 0 = ExtiR(S,C) for all i > 1.

(b) If R is local and the natural map R/m → S/mS is an isomorphism, then

HomR(S/R,C) = 0, and C has an S-module structure compatible with its R-

module structure via ϕ, and the natural maps C → HomR(S,C) → C are

inverse isomorphisms.

(c) If R is local, then ExtiR(R̂/R, R̂) = 0 = Exti+1
R (R̂, R̂) for all i > 0, and the

natural maps R̂→ HomR(R̂, R̂)→ R̂ are inverse isomorphisms.

Proof. (a) The fact that S is faithfully flat over R implies that ϕ is a pure monomor-

phism, and it follows that S/R is flat over R; see [15, Theorem 7.5]. Since S and S/R

are flat over R, the desired vanishing follows from Theorem 1.13.
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(b) Assume that R is local and the natural map R/m → S/mS is an isomor-

phism. In particular, the ideal mS ⊂ S is maximal.

Claim: the natural map ϕ̂ : R̂ → Ŝ between m-adic completions is an isomor-

phism. To see this, first note that the fact that mS is maximal implies that Ŝ is local

with maximal ideal mŜ. Furthermore, the induced map R̂/mR̂→ Ŝ/mŜ is equivalent

to the isomorphism R/m→ S/mS, so it is an isomorphism. It follows from a version

of Nakayama’s Lemma [15, Theorem 8.4] that Ŝ is a cyclic R̂-module. Since it is also

faithfully flat, we deduce that ϕ̂ is an isomorphism, as claimed.

For each n ∈ N, the induced map R/mn → S/mnS is an isomorphism: indeed,

this map is equivalent to the induced map R̂/mn → Ŝ/mnŜ which is an isomorphism

because R̂
∼=−→ Ŝ. This justifies the last step in the following display:

(S/R)⊗R (R/mn) ∼= (S ⊗R (R/mn))/(R⊗R (R/mn)) ∼= (S/mnS)/(R/mn) = 0.

The above display explains the fifth isomorphism in the next sequence:

HomR(S/R,C) ∼= HomR(S/R, lim←−
n

C/mnC)

∼= lim←−
n

HomR(S/R,C/mnC)

∼= lim←−
n

HomR(S/R,HomR/mn(R/mn, C/mnC))

∼= lim←−
n

HomR/mn((R/mn)⊗R (S/R), C/mnC)

∼= lim←−
n

HomR/mn(0, C/mnC)

= 0.

Now consider the exact sequence 0→ R→ S → S/R→ 0 and part of the long exact
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sequence in ExtR(−, C).

0→ HomR(S/R,C)︸ ︷︷ ︸
=0

→ HomR(S,C)→ HomR(R,C)︸ ︷︷ ︸
∼=C

→ Ext1
R(S/R,C)︸ ︷︷ ︸

=0

It follows that the induced map α : HomR(S,C) → C is an isomorphism. It is

straightforward to show that this is the evaluation map f 7→ f(1). Since C is

complete, the isomorphism R̂ ∼= Ŝ implies that C has an S-module structure that

is compatible with its R-module structure via ϕ. From this, it follows that the

map β : C → HomR(S,C) given by c 7→ (s 7→ sc) is a well-defined S-module

homomorphism. Since the composition αβ is the identity on C, it follows that α

and β are inverse isomorphisms.

(c) This follows from parts (a) and (b) using C = R̂.

Proposition 2.9. Let k be a field, let R = k[X](X) denote the localized polynomial

ring in one variable with completion R̂ = k[[X]]. Then R is a discrete valuation ring

that is not complete, with m = XR. Set E = ER(k) = ER̂(k), and consider the

quotient fields K = Q(R) and K̃ = Q(R̂). If [K̃ : K] = ∞, then there are an

uncountable cardinal C and R̂-module isomorphisms

ExtiR(R̂, R) ∼=


0 if i 6= 1

E ⊕ K̃(C) if i = 1

where K̃(C) is the direct sum of copies of K̃ indexed by C.

Proof. As a K-vector space and as an R-module, we have K̃ ∼= K(A) for some infinite

cardinal A. Note that since R and R̂ are discrete valuation rings with uniformizing

parameter X, we have K ∼= RX and K̃ ∼= R̂X
∼= K ⊗R R̂. Since K has no X-torsion,

we have HomR(k,K) = 0.
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Claim 1: We have ExtiR(R̂, R) = 0 for all i 6= 1. Since idR(R) = 1, it suffices

to show that HomR(R̂, R) = 0. From [10, Corollary 1.7] we know that HomR(R̂, R)

is isomorphic to a complete submodule I ⊆ R. Since R is a discrete valuation ring,

its non-zero submodules are all isomorphic to R, which is not complete. So we must

have HomR(R̂, R) ∼= I = 0.

Claim 2: There is an R-module isomorphism HomR(R̂, R̂) ∼= R̂, and we have

ExtiR(R̂, R̂) = 0 for all i 6= 0. The isomorphism is from the following sequence of

standard R-module isomorphisms:

HomR(R̂, R̂) ∼= HomR(R̂, lim←−
n

R/mn)

∼= lim←−
n

HomR(R̂, R/mn)

∼= lim←−
n

HomR(R̂/mnR̂, R/mn)

∼= lim←−
n

HomR(R/mn, R/mn)

∼= lim←−
n

R/mn

∼= R̂.

The vanishing follows from [4, Theorem 2.3] which says that ExtiR(F,C) = 0 for all

flat R-modules F , for all complete R-modules C, for all i 6= 0.

Claim 3: There is an R-module isomorphism R̂/R ∼= K̃/K. In the following

commutative diagram, the top row is a minimal R-injective resolution of R, and the

bottom row is a minimal R̂-injective resolution of R̂:

0 // R //

��

K //

��

E //

��

0

0 // R̂ // K̃ // E // 0.

(3)
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The Snake Lemma yields an R-module isomorphism R̂/R ∼= K̃/K.

Claim 4: We have an R-module isomorphism HomR(R̂, R̂/R) ∼= (K̃/K)(B)

for some infinite cardinal B > A. This is from the next sequence of R-module

isomorphisms where the first step is from Claim 3:

HomR(R̂, R̂/R) ∼= HomR(R̂, K̃/K)

∼= HomR(R̂,HomK(K, K̃/K))

∼= HomK(K ⊗R R̂, K̃/K)

∼= HomK(K̃, K̃/K)

∼= HomK(K(A), K̃/K)

∼= HomK(K, K̃/K)A

∼= (K̃/K)A

∼= (K̃/K)(B).

The third step is by Hom-tensor adjointness, and the fourth step is from the isomor-

phism K̃ ∼= K ⊗R R̂ noted at the beginning of the proof, and the remaining steps are

standard. Since A is infinite, we must have B > A, as claimed.

Claim 5: There is a cardinal C and an R̂-module isomorphism Ext1
R(R̂, R) ∼=

E ⊕ K̃(C). We compute Ext1
R(R̂, R) using the injective resolution of R from the top

row of (3). From Claim 1, this yields an exact sequence of R̂-module homomorphisms

0→ HomR(R̂,K)→ HomR(R̂, E)→ Ext1
R(R̂, R)→ 0. (4)

(One can also see this from the long exact sequence in ExtR(R̂,−) associated to the

the top row of (3), using Claim 1.) Since K and E are injective over R, the modules

HomR(R̂,K) and HomR(R̂, E) are injective over R̂. (Given a ring homomorphism
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R → S and an injective R-module J , the module HomR(S, J) is injective over S.)

Because HomR(R̂,K) is injective over R̂, the sequence (4) splits. As HomR(R̂, E)

is injective over R̂, it follows that Ext1
R(R̂, R) is injective over R̂. So, there is an

R̂-module isomorphism

Ext1
R(R̂, R) ∼= E(D) ⊕ K̃(C) (5)

for cardinals C andD whereD = dimk(HomR̂(k,Ext1
R(R̂, R))). Since the sequence (4)

splits, we have the third step in the next sequence:

k ∼= HomR(k,E)

∼= HomR̂(k,HomR(R̂, E))

∼= HomR̂(k,HomR(R̂,K))⊕ HomR̂(k,Ext1
R(R̂, R))

∼= HomR(k,K)⊕ HomR̂(k,Ext1
R(R̂, R))

∼= HomR̂(k,Ext1
R(R̂, R))

The second and fourth steps follow by Hom-tensor adjointness, and the fifth step

follows from the vanishing HomR(k,K) = 0 noted at the beginning of the proof. It

follows that D = 1, so the claim follows from the isomorphism (5).

Now we complete the proof of the proposition. Because of Claim 5, we need

only show that C is uncountable. Consider the exact sequence

0→ R→ R̂→ R̂/R→ 0

and part of the associated long exact sequence induced by ExtR(R̂,−):

HomR(R̂, R)→ HomR(R̂, R̂)→ HomR(R̂, R̂/R)→ Ext1
R(R̂, R)→ Ext1

R(R̂, R̂).
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Over R, this sequence has the following form by Claims 1,2, and 4 and Lemma 2.8(c):

0→ R̂→ (K̃/K)(B) → Ext1
R(R̂, R)→ 0.

Apply the functor (−)X to obtain the exact sequence of K-module homomorphisms

0→ K̃ → (K̃/K)(B) → Ext1
R(R̂, R)X → 0

which therefore splits. Since EX = 0, it follows from Claim 5 that over R we have

K̃(C) ∼= Ext1
R(R̂, R)X ∼= (K̃/K)(B)/K̃ ∼= (K(A))(B)/K(A) ∼= K(B)/K(A) ∼= K(B).

The last two steps in this sequence follow from the fact that A and B are infinite

cardinals such that B > A.

Suppose that C were countable. It would then follow that C 6 A, so we have

K(B) ∼= K̃(C) ∼= (K(A))(C) ∼= K(A).

It follows that B = A, contradicting the fact that B > A. It follows that C is

uncountable, as desired.

Remark 2.10. Nagata [16, (E3.3)] shows that the assumption [K̃ : K] = ∞ in

Proposition 2.9 is not automatically satisfied. On the other hand, the next result

shows that the condition [K̃ : K] = ∞ is satisfied by the localizations ZpZ and

R = k[X](X).

Proposition 2.11. Assume that R is a discrete valuation ring with m = XR and

such that |R| = |k|. For the quotient fields K = Q(R) and K̃ = Q(R̂), we have

[K̃ : K] =∞.
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Proof. We claim that |R̂| > |R|. To show this, let {at}t∈k ⊆ R be a set of represen-

tatives of the elements of k. Then every element of R̂ has a unique representation∑∞
i=0 atiX

i. It follows that |R̂| = |k|ℵ0 > |k| = |R|, as claimed.

Suppose now that [K̃ : K] = A <∞. The fact that K is infinite implies that

|K| = A|K| = |K̃| = |R̂| > |R| = |K|

a contradiction.

The proof of Proposition 2.9 translates directly to give the following.

Proposition 2.12. Let k be a field, let R = k[X](X) denote the localized polynomial

ring in one variable with completion R̂ = k[[X]]. Then R is a discrete valuation ring

that is not complete, with m = XR. Set E = ER(k) = ER̂(k), and consider the

quotient fields K = Q(R) and K̃ = Q(R̂). If [K̃ : K] = A < ∞, then there are

R̂-module isomorphisms

ExtiR(R̂, R) ∼=


0 if i 6= 1

E ⊕ K̃A−2 if i = 1.

Remark 2.13. It is worth noting that, in the notation of Proposition 2.12, we cannot

have A = 1. Indeed, if A = 1, then we have K̃ = K, and the proof of Proposition 2.12

shows that R̂/R ∼= K̃/K = 0, contradicting the assumption that R is not complete.

On the other hand, Nagata [16, (E3.3)] shows how to build a ring R such that

A = 2, which then has ExtiR(R̂, R) ∼= E by Proposition 2.12.
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CHAPTER 3. THE BLINDNESS OF EXTENDED

MODULES

This chapter is predicated on the following idea: given a flat local ring ho-

momorphism ϕ : (R,m) → (S,mS), such that the induced map R/m → S/mS is

an isomorphism, a finitely generated R-module M that has a compatible S-module

structure cannot see the difference between R and S. This chapter establishes a

collection of equalities between various invariants computed over R and S. We also

provide equivalences between certain Ext modules and equivalences between certain

Auslander and Bass classes.

3.1. Homological Invariants

This section documents definitions of homological invariants used in Section 3.2

for the readers convenience.

Definition 3.1. Let R be a commutative ring, and let M be an R-module. The Krull

dimension of R is

dim(R) = sup{n > 0 | there exists a chain p0 ( p1 ( · · · ( pn in Spec(R)}

The Krull dimension of M is

dimR(M) = sup{n > 0 | there exists a chain p0 ( p1 ( · · · ( pn in SuppR(M)}

where SuppR(M) = {p ∈ Spec(R) |Mp 6= 0}.

Definition 3.2. Let R be a commutative ring, and let M be an R-module. An

element x ∈ R is M-regular if x is not a zero-divisor on M and M 6= xM . A sequence

x = x1, . . . , xn ∈ R is M-regular or is an M-sequence if x1 is M -regular, and xi+1 is
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regular on M/(x1, . . . , xi)M for i = 1, . . . , n− 1. Let I be an ideal, and assume that

x1, . . . , xn ∈ I. Then x1, . . . , xn is a maximal M-regular sequence in I if x1 . . . , xn is

an M -regular sequence and, for all b ∈ I the sequence x1, . . . , xn, b is not M -regular.

The depth of a module with respect to I, denoted depthR(I;M), is the supremum of

the lengths of maximal M -regular sequences in I. When I = m we write depthR(M)

instead of depthR(m;M).

Fact 3.3. All maximal M -regular sequences in I have the same length because the

ring R is local by [3, Theorem 1.2.5]

Definition 3.4. Let M be an R-module. The projective dimension of M is

pdR(M) = inf{n > 0 | M has a projective resolution P such that Pi = 0 for i > n}.

The injective dimension of M is

idR(M) = inf{n > 0 | M has a injective resolution I such that I−i = 0 for i > n}.

Definition 3.5. An R-module C is totally reflexive if it satisfies the following:

(1) C is finitely generated over R;

(2) the biduality map δRC : C → HomR(HomR(C,R), R) given by δRC(c)(φ) = φ(c), is

an isomorphism; and

(3) ExtiR(C,R) = 0 = ExtiR(HomR(C,R), R) for all i > 1.

Definition 3.6. Let M be a finitely generated R-module. A G-resolution of M is an

exact sequence

G = · · ·
∂Gi+1−−→ Gi

∂Gi−→ Gi−1

∂Gi−1−−→ · · ·
∂G1−→ G0 →M → 0
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such that each Gi is totally reflexive. The G-dimension of M is

G-dimR(M) = inf{sup{n > 0 | Gn 6= 0} | G is a G-resolution of M}.

Definition 3.7. An R-module J is said to be Gorenstein injective if there is an exact

sequence

I = 0 · · ·
∂I−i+1−−−→ I−i

∂I−i−−→ I−i−1

∂I−i−1−−−→ · · ·

such that J ∼= Ker(∂I0) and the complex HomR(E, I) is exact for every injective

R-module E.

Definition 3.8. Let R be a commutative ring and M an R-module. A G-injective

resolution of M is an exact sequence

G = 0→M → G0 · · ·
∂G−i+1−−−→ G−i

∂G−i−−→ G−i−1

∂G−i−1−−−→ · · ·

such that each Gi is a Gorenstein injective module. The Gorenstein injective dimen-

sion of M is given by

G idR(M) = inf{sup{n > 0 | G−n 6= 0} | G is a G-injective resolution of M}.

Definition 3.9. An R-module C is semidualizing if it satisfies the following:

(1) C is finitely generated;

(2) the homothety map χRC : R→ HomR(C,C) given by χRC(r)(c) = rc, is an isomor-

phism; and

(3) ExtiR(C,C) = 0 for all i > 0.

Definition 3.10. Let C be a finitely generated R-module. An R-module M is totally

C-reflexive if it satisfies the following conditions:

27



(1) M is finitely generated over R;

(2) the biduality map δCM : M → HomR(HomR(M,C), C) given by δCM(m)(φ) = φ(m),

is an isomorphism; and

(3) ExtiR(M,C) = 0 = ExtiR(HomR(M,C), C) for all i > 1.

Definition 3.11. Let C be a semi-dualizing R-module and M a finitely generated

R-module. A GC-resolution of M is an exact sequence

G = · · ·
∂Gi+1−−→ Gi

∂Gi−→ Gi−1

∂Gi−1−−→ · · ·
∂G1−→ G0 →M → 0

such that each Gi is totally C-reflexive. The GC-dimension of M is

GC-dimR(M) = inf{sup{n > 0 | Gn 6= 0} | G is a GC-resolution of M}.

Definition 3.12. Let C be a semi-dualizing R-module and M a finitely generated

R-module. A GC-injective resolution of M is an exact sequence

G = 0→M → G0 · · ·
∂G−i+1−−−→ G−i

∂G−i−−→ G−i−1

∂G−i−1−−−→ · · ·

such that each Gi is a GC-injective R-module. The GC-injective dimension of M is

GC − idR(M) = inf{sup{n | G−n 6= 0} | G is a GC-injective resolution of M}.

Definition 3.13. Let (R,m) be a local ring. A quasi-deformation of R is a diagram

of local ring homomorphisms

R
ρ−→ R′

τ←− Q

where ρ is flat, and τ is surjective with kernel generated by a Q-regular sequence. Let
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M be a finitely generated R-module. The complete intersection dimension of M is

CI-dimR(M) = inf{pdQ(R′⊗RM)−pdQ(R′) | R→ R′ ← Q is a quasi-deformation}.

Definition 3.14. Let (R,m) be a local ring and let M be an R-module. The complete

intersection injective dimension of M is

CI-idR(M) = inf{idQ(R′ ⊗RM)− pdQ(R′) | R→ R′ ← Q is a quasi-deformation}.

Definition 3.15. Let C be a finitely generated R-module. The Auslander class

AC(R) is the class of all R-modules M satisfying the following conditions:

(1) the natural map γCM : M → HomR(C,C ⊗RM) given by γCM(m)(c) = m⊗ c, is an

isomorphism; and

(2) TorRi (C,M) = 0 = ExtiR(C,C ⊗RM) for all i > 1.

Definition 3.16. Let C be a finitely generated R-module. The Bass class BC(R) is

the class of all R-modules M satisfying the following conditions:

(1) the natural map ξCM : C ⊗R HomR(C,M) → M given by ξCM(c⊗ φ) = φ(c), is an

isomorphism; and

(2) ExtiR(C,M) = 0 = TorRi (C,HomR(C,M)) for all i > 1.

Definition 3.17. Let (R,m) be a local ring and M an R-module. The ith Bass

number of M is given by µiR(M) = dimk ExtiR(R/m,M).

Definition 3.18. Let (R,m) be a local ring and M an R-module. The ith Betti

number of M is given by βRi (M) = dimk ExtiR(M,R/m).

Definition 3.19. Let R be a commutative ring and M an R-module. The direct

sum R ⊕M can be equipped with the product: (r,m) · (r′,m′) = (rr′, rm′ + r′m).
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This turns the module R⊕M into a ring called the trivial extension of R by M and

is denoted by Rn C.

3.2. Main Results

This section contains the main results demonstrating the blindness of M . We

begin by noting the following useful isomorphisms between Ext modules:

Lemma 3.20. Let ϕ : R→ S be a flat ring homomorphism and let N be an S-module.

If I is an injective resolution of N over S then I is an injective resolution of N over

R.

Proof. It suffices to show that if a module J is injective over S then J is injective

over R. So let J be an injective module over S and consider the an exact sequence

of R-modules

0→ A→ B → C → 0

Since ϕ is flat then the following sequence is an exact sequence of S-modules.

0→ S ⊗R A→ S ⊗R B → S ⊗R C → 0.

Now J is injective over S, hence when we apply HomS(−, J) to the tensored sequence

we obtain the top exact sequence in the next display:

0 // HomS(S ⊗R C, J) //

∼=
��

HomS(S ⊗R B, J) //

∼=
��

HomS(S ⊗R C, J) //

∼=
��

0

0 // HomR(C,HomS(S, J)) //

∼=
��

HomR(B,HomS(S, J)) //

∼=
��

HomR(A,HomS(S, J)) //

∼=
��

0

0 // HomR(C, J) // HomR(B, J) // HomR(A, J) // 0

where the vertical isomorphisms from the top row to the middle row are Hom-tensor
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adjointness and the vertical isomorphisms from the middle row to the bottom row

are Hom cancelation. Thus J is injective over R.

Lemma 3.21. Let ϕ : (R,m)→ (S, n) be a flat local ring homomorphism with R/m ∼=

S/mS. Let M be a finitely generated R-module that has a compatible S-module

structure via ϕ. Then for i > 1 we have ExtiS(M,S/mS) ∼= ExtiR(M,R/m) and

ExtiS(S/mS,M) ∼= ExtiR(R/m,M).

Proof. Let F be a free resolution of M over R. Notice that since ϕ is flat we have

S⊗RF is a free resolution of S⊗RM over S. This gives us the following isomorphisms:

ExtiS(M,S/mS) ∼= ExtiS(S ⊗RM,S/mS)

:= H−i(HomS(S ⊗R F, S/mS))

∼= H
i
(HomR(F,HomS(S, S/mS)))

∼= H−i(HomR(F,R/m))

=: ExtiR(M,R/m).

Where the first isomorphism is from S ⊗RM ∼= M , the second isomorphism is Hom-

tensor adjointness, and the third isomorphism is Hom-cancellation. For the other

variance let I be an injective resolution of M over S, which is an injective resolution

of M over R by Lemma 3.20. Then we have:

ExtiS(S/mS,M) := H−i(HomS(S/mS, I))

∼= H−i(HomS(S ⊗R R/m, I))

∼= H−i(HomR(R/m,HomS(S, I)))

∼= H−i(HomR(R/m, I))

=: ExtiR(R/m,M).
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Where the first isomorphism is from S ⊗R R/m ∼= S/mS, the second isomorphism is

Hom-tensor adjointness, and the third isomorphism is Hom-cancellation.

Proposition 3.22. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ. Then we have dimR(M) =

dimS(M) as well as depthS(M) = depthR(M).

Proof. From [3, Theorem A.11], we have for N an R-flat finite S-module

dimS(M ⊗R N) = dimR(M) + dimS(N/mN).

Thus, with S = N we have

dimS(M) = dimS(S ⊗RM) = dimR(M) + dimS(S/mS) = dimR(M).

To show that M has the same depth we note that depth(S/mS) = 0, since n = mS.

Now from [19, Theorem IX.3.6] we have

depthS(M) = depthS(S ⊗RM) = depthR(M) + depth(S/mS) = depthR(M).

Proposition 3.23. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ. Then pdR(M) = pdS(M).

Proof. By [19, Theorem VII.3.14] there is an equality between the projective dimen-

sion and the largest index of a non-vanishing Ext module:

pdR(M) = sup{i > 0 | ExtiR(M,R/m) 6= 0}.
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This characterization uses the fact that M is a finitely generated R-module. Now,

by Lemma 3.21 we have ExtiS(M,S/mS) ∼= ExtiR(M,R/m). Therefore, we have

ExtiR(M,R/m) 6= 0 if and only if ExtiS(M,S/mS) 6= 0. Note that if no such value of

i exists, then both projective dimensions are −∞.

Proposition 3.24. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ. Then idR(M) = idS(M).

Proof. By [3, Proposition 3.1.14] there is an equality between the injective dimension

and the largest index of a non-vanishing Ext module:

idR(M) = sup{i > 0 | ExtiR(R/m,M) 6= 0}.

This characterization uses the facts that R is local and M is a finitely generated R-

module. Now, by Lemma 3.21 we have ExtiS(S/mS,M) ∼= ExtiR(R/m,M). Therefore,

we have ExtiR(R/m,M) 6= 0 if and only if ExtiS(S/mS,M) 6= 0. Note that if no such

value of i exists, then both injective dimensions are −∞.

Proposition 3.25. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ. Then we have G idR(M) =

G idS(M).

Proof. Since ϕ is a flat local ring homomorphism, we can apply [6, Theorem A] along

with the fact that ExtiR(S,M) = 0 for all i > 1 to obtain the first equality in the next

sequence:

G idR(M) = G idS(HomR(S,M)) = G idS(M).

Since M has a compatible S-module structure we have HomR(S,M) ∼= M . This gives

the second equality.
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Proposition 3.26. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ, and let C be a semi-

dualizing R-module. Then we have GC-dimR(M) = GS⊗RC-dimS(M).

Proof. Note that since ϕ is flat then by [20, Proposition 2.2.1] we have S ⊗R C is a

semidualizing S-module. The isomorphism S ⊗R M ∼= M justifies the first equality

in the following display:

GS⊗RC-dimS(M) = GS⊗RC-dimS(S ⊗RM) = GC-dimR(M).

Since S is flat over R we have TorRi (S,M) = 0 for all i > 1, so we obtain the second

equality by [20, Theorem 6.3.1].

Corollary 3.27. Let ϕ : (R,m)→ (S, n) be a flat local ring homomorphism such that

the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated R-

module that has a compatible S-module structure via ϕ. Then we have G-dimR(M) =

G-dimS(M).

Proof. Let C = R and apply Proposition 3.26.

Lemma 3.28. Let ϕ : (R,m)→ (S, n) be a flat local ring homomorphism such that the

induced map R/m → S/mS is an isomorphism. Let C be a semi-dualizing module.

Then the map ϕ′ : R n C → S ⊗R (R n C) given by x 7→ 1 ⊗ x is a flat local

homomorphism.

Proof. First we show that R n C is local. Let (0, c), (0, c′) ∈ 0 ⊕ C ⊆ R n C and

notice that (0, c) · (0, c′) = (0, 0) for all c, c′ ∈ C. Hence 0 ⊕ C ⊆ m for all m ∈

m-Spec(RnC). Therefore, each m ∈ m-Spec(RnC) corresponds to a maximal ideal

in (R n C)/(0 ⊕ C) ∼= R. Since R is local there can be only one maximal ideal in

Rn C, namely m⊕ C.
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Next we show S ⊗R (Rn C) is local. Let π1 : Rn C → R and π2 : Rn C → C

be the natural surjections. Then the map β : S ⊗R (Rn C)→ (S ⊗R R)n (S ⊗R C)

given by s⊗ (r, c) 7→ (s⊗ r, s⊗ c) is an isomorphism by [12, Theorem 5.9]. Also, the

map γ : (S⊗RR)n (S⊗RC)→ Sn (S⊗RC) given by (s⊗r, s′⊗c) 7→ (s ·ϕ(r), s′⊗c)

is an isomorphism by tensor cancelation. This explains the vertical isomorphism in

the following commutative diagram.

Rn C
ϕ′ //

α
**

S ⊗R (Rn C)

∼= γ◦β
��

S n (S ⊗R C)

The diagonal map α is given by (r, c) 7→ (ϕ(r), 1⊗ c), and ϕ′ is the natural map given

by (r, c) 7→ 1⊗(r, c). First we show that these maps are ring homomorphisms. Notice

that β and γ are group homomorphisms so we need only check that they respect the

multiplicative ring structures. Notice that it suffices to check that β and γ respect

the multiplicative ring structure on simple tensors since we can extend to finite sums

of simple tensors by the distributive property. Let r, r′ ∈ R and s, s′, t, t′ ∈ S and

c, c′ ∈ C, and let x = (s⊗(r, c)) ∈ S⊗R (RnC) and y = (s′⊗(r′, c′)) ∈ S⊗R (RnC).
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Then for β we have

β(x)β(y) = β(s⊗ (r, c)) · β(s′ ⊗ (r′, c′))

= (s⊗ r, s⊗ c) · (s′ ⊗ r′, s′ ⊗ c′)

= ((s⊗ r) (s′ ⊗ r′) , ((s⊗ r) (s′ ⊗ c′) + (s⊗ c) (s′ ⊗ r′)))

= (ss′ ⊗ rr′, (ss′ ⊗ rc′) + (ss′ ⊗ r′c))

= (ss′ ⊗ rr′, ss′ ⊗ (rc′ + r′c))

= β (ss′ ⊗ (rr′, rc′ + r′c))

= β ((s⊗ (r, c)) · (s′ ⊗ (r′, c′)))

= β(xy).

Also, β respects identities since

β(1S⊗R(RnC)) = β(1S ⊗ (1R, 0)) = (1S ⊗ 1R, 1S ⊗ 0) = (1S ⊗ 1R, 0) = 1(S⊗RR)n(S⊗RC).

Let u = (s⊗r, t⊗c) ∈ (S⊗RR)n(S⊗RC) and v = (s′⊗r′, t′⊗c′) ∈ (S⊗RR)n(S⊗RC).
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Then we have

γ(u)γ(v) = γ (s⊗ r, t⊗ c) · γ (s′ ⊗ r′, t′ ⊗ c′)

= (sϕ(r), t⊗ c) · (s′ϕ(r′), t′ ⊗ c′)

= (ss′ϕ(r)ϕ(r′), sϕ(r)(t′ ⊗ c′) + s′ϕ(r′)(t⊗ c))

= (ss′ϕ(rr′), (sϕ(r)t′)⊗ c′ + (s′ϕ(r′)t)⊗ c))

= (ss′ϕ(rr′), (st′)⊗ (rc′) + (s′t)⊗ (r′c))

= (ss′ϕ(rr′), (s⊗ r)(t′ ⊗ c′) + (s′ ⊗ r′)(t⊗ c))

= γ((s⊗ r)(s′ ⊗ r′), (s⊗ r)(t′ ⊗ c′) + (s′ ⊗ r′)(t⊗ c))

= γ ((s⊗ r, t⊗ c) · (s′ ⊗ r′, t′ ⊗ c′))

= γ(uv).

Also, γ respects identities since

γ(1(S⊗RR)n(S⊗RC)) = γ(1S ⊗ 1R, 0) = (1Sϕ(1R), 1S ⊗ 0) = (1S, 0) = 1Sn(S⊗RC).

To show that α is a ring homomorphism notice that

α(1RnC) = α(1R, 0) = (ϕ(1R), 1⊗ 0) = (1S, 0) = 1Sn(S⊗RC).
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So α respects identities. Now let r, r′, t ∈ R, s, s′ ∈ S and c, c′ ∈ C and notice that

α(r, c) + α(r′, c′) = (ϕ(r), 1⊗ c) + (ϕ(r′), 1⊗ c′)

= (ϕ(r) + ϕ(r′), (1⊗ c) + (1⊗ c′))

= (ϕ(r + r′), (1⊗ (c+ c′))

= α(r + r′, c+ c′)

= α((r, c) + (r′, c′))

and for the multiplicative structure:

α(r, c)α(r′, c′) = (ϕ(r), 1⊗ c)(ϕ(r′), 1⊗ c′)

= (ϕ(r)ϕ(r′), ϕ(r)(1⊗ c′) + ϕ(r′)(1⊗ c))

= (ϕ(rr′), 1⊗ rc′ + 1⊗ r′c)

= (ϕ(rr′), 1⊗ (rc′ + r′c))

= α(rr′, rc′ + r′c)

= α((r, c)(r′, c′)).

Lastly we show that ϕ′ is a ring homomorphism. Note that ϕ′ respects identities since

we have

ϕ′(1RnC) = ϕ′(1R, 0) = 1S ⊗ (1R, 0) = 1S⊗RRnC .
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Let r, r′ ∈ R and c, c′ ∈ C then

ϕ′(r, c) + ϕ′(r, c′) = 1⊗ (r, c) + 1⊗ (r′, c′)

= 1⊗ ((r, c) + (r′, c′))

= ϕ′((r, c) + (r′, c′))

and

ϕ′(r, c)ϕ′(r, c) = (1⊗ (r, c))(1⊗ (r′, c′))

= 1⊗ ((r, c)(r′, c′))

= ϕ′((r, c)(r′c′)).

Therefore, all of the above maps are ring homomorphisms. The diagram commutes

by the following equalities:

γ(β(ϕ′(r, c))) = γ(β(1⊗ (r, c))) = γ(1⊗ r, 1⊗ c) = (ϕ(r), 1⊗ c) = α(r, c).

Since ϕ is flat then S ⊗R C is a semi-dualizing S-module by [20, Proposition 2.2.1].

Using the fact that S is local a similar argument as above shows that S n (S ⊗R C)

is local with maximal ideal n⊕ (S ⊗R C). Hence γ ◦ β being an isomorphism implies

that we have S ⊗R (Rn C) is also local.

To see that ϕ′ is a local homomorphism notice that α(m⊕ C) ⊆ n⊕ (S ⊗R C)

because S n (S ⊗R C) and ϕ are local. Now the fact that the diagram commutes

implies that ϕ′ is a local homomorphism.

To show that ϕ′ is a flat homomorphism we need to show that S ⊗R (R n C)

is flat as an R-module. Let S be an exact sequence of R-modules and notice that by

tensor cancellation we have S ⊗RnC (S ⊗R (RnC)) ∼= S ⊗R S which is exact since S
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is flat over R. Therefore ϕ′ is a flat local ring homomorophism.

Proposition 3.29. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ, and let C be a semi-

dualizing R-module. Then GC idR(M) = GS⊗RC idS(M).

Proof. Viewing M as an RnC-module we can apply Proposition 3.25 and Lemma 3.28

to obtain the second equality in the following display.

GC idR(M) = G idRnC(M)

= G idSn(S⊗RC)(M)

= GS⊗RC idS(M)

The first and the third equalities follow from [11, Theorem 2.16].

Proposition 3.30. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m → S/mS is an isomorphism. Let M be a finitely gen-

erated R-module that has a compatible S-module structure via ϕ. Then we have

CI-dimR(M) = CI-dimS(M).

Proof. By [17, Proposition 4.7(a)] we have the second equality below:

CI-dimS(M) = CI-dimS(S ⊗RM) = CI-dimR(M)

Lemma 3.31. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such that

the induced map R/m→ S/mS is an isomorphism. Then R̂ ∼= Ŝ.
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Proof. First we claim that R/mt ∼= S/mtS for all t > 1. Let ϕ′ : R/m → S/mS be

the induced isomorphism and consider the following commutative diagram:

R/mt ϕ̄ //

τ1
��

S/mtS

τ2
��

R/m
ϕ′

∼=
// S/mS

where the vertical maps are the natural surjections and ϕ̄ : R/mt → S/mtS is the

induced map from ϕ. The diagram commutes by the following calculations:

τ2(ϕ̄(r + mt) = τ2(ϕ(r) + mtS) = ϕ(r) + mS

and

ϕ′(τ1(r + mt)) = ϕ′(r + m) = ϕ(r) + mS.

To see that ϕ̄ is surjective, let s+mtS ∈ S/mtS. Now by [10, Lemma 1.1] there exists

r ∈ R such that s − ϕ(r) ∈ nt = mtS. Thus ϕ(r) and s are in the same equivalence

class in S/mtS and so we have ϕ̄(r+mt) = s+mtS. To see that ϕ̄ is injective suppose

that r + mt ∈ Ker(ϕ̄). Hence in S we have ϕ(r) ∈ mtS. Now since ϕ is faithfully

flat we have r ∈ mt [15, Theorem 7.5]. Thus r + mt = 0 + mt. Therefore, ϕ̄ is an

isomorphism. Since t was arbitrary this justifies the claim.

Now taking the inverse limits the claim provides the first isomorphism in the

following display:

R̂ = lim←−
t

R/mt ∼= lim←−
t

S/mtS ∼= lim←−
t

S/ntS = Ŝ

The second isomorphism is from the equality n = mS.

Proposition 3.32. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such
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that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ and let C be a semi-dualizing

R-module. Then M ∈ AC(R) if and only if M ∈ AS⊗RC(S), and M ∈ BC(R) if and

only if M ∈ BS⊗RC(S).

Proof. This results follows by [20, Proposition 3.4.6].

Proposition 3.33. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ. Then we have βRi (M) =

βSi (M) as well as µiR(M) = µiS(M).

Proof. Notice that by Lemma 3.21 we have ExtiR(M,R/m) ∼= ExtiS(M,S/mS) and

ExtiS(S/mS,M) ∼= ExtiR(R/m,M). Hence we have both βRi (M) = βSi (M) and

µiR(M) = µiS(M).

Proposition 3.34. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism such

that the induced map R/m→ S/mS is an isomorphism. Let M be a finitely generated

R-module that has a compatible S-module structure via ϕ and let N be an S-module.

Then we have ExtiS(N,M) ∼= ExtiR(N,M) and ExtiS(M,N) ∼= ExtiR(M,N).

Proof. Let P be a projective resolution of M , and let I be an injective resolution of M

over R. Note that since each module Ij in the injective resolution I is injective then

HomR(S, Ij) is also injective. Hence we have HomR(S, I) is an injective resolution of

HomR(S,M) ∼= M over S since ExtiR(S,M) = 0 by Theorem 2.5. Thus, we have the
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following isomorphisms:

ExtiS(N,M) := H−i(HomS(N,HomR(S, I)))

∼= H−i(HomR(S ⊗S N, I))

∼= H−i(HomR(N, I))

=: ExtiR(N,M).

The first and second isomorphisms are the Hom-tensor adjointness and tensor cancel-

lation isomorphisms respectively. Similarly, in the other variance, we have for each Pi

in the projective resolution P the module S⊗RPi is projective over S. Hence S⊗RP

is a projective resolution of S ⊗RM ∼= M over S since TorRi (S,M) = 0 because S is

flat. Thus, we have the following isomorphisms:

ExtiS(M,N) := H−i(HomS(S ⊗R P,N))

∼= H−i(HomR(P,HomS(S,N)))

∼= H−i(HomR(P,N))

=: ExtiR(M,N).

The first and second isomorphisms are Hom-tensor adjointness and Hom cancellation

respectively.
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CHAPTER 4. THE NON-LOCAL SETTING

This chapter is devoted to removing the local hypothesis from Theorem 1.17.

4.1. Some Daggers Are Better Than Others

There are many different ways one can remove the local hypothesis from Theo-

rem 1.17. Specifically, with R and S noetherian, how does one interpret the condition

R/m ∼= S/mS on ϕ when R or S is not local? Below is a list of a few of the different

ways to consider generalizing this condition in the non-local setting. We use the

notation m-Spec(R) to mean the set of maximal ideals of R. For completeness, the

first dagger is the original local condition on ϕ.

(†) ϕ : R → S flat and local such that the induced map R/m → S/mS is an

isomorphism.

(†′) ϕ : R → S faithfully flat such that the induced map R/m → S/mS is an

isomorphism for all m ∈ m-SpecR.

(†̂) ϕ : R → S faithfully flat such that for all n ∈ m-SpecS, the map ϕn : Rp → Sn

satisfies (†) where p = ϕ−1(n).

(†̃) ϕ : R → S faithfully flat such that the induced map R/m → S/mS is an iso-

morphism for all m ∈ m-SpecR, and the induced map ϕ∗ : Spec(S)→ Spec(R)

satisfies ϕ∗(m-Spec(S)) ⊆ m-Spec(R).

Remark 4.1. The containment ϕ∗(m-Spec(S)) ⊆ m-Spec(R) in (†̃) does not auto-

matically follow from the assumption that R/m → S/mS is an isomorphism for all

m ∈ m-SpecR; see Example 4.6.

We first show some of the implications between the above daggers.
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Proposition 4.2. With the above notation, the condition (†) implies (†̃), and (†̃)

implies both (†′) and (†̂).

Proof. The implications (†) ⇒ (†̃) ⇒ (†′) follow by definition. For (†̃) ⇒ (†̂), let

n ∈ m-Spec(S). Notice that ϕn is a flat local homomorphism by the local criterion

for flatness [15, Theorem 7.1]. Also, (†̃) implies that we have ϕ−1(n) = m for some

m ∈ m-Spec(R). So condition (†̃) implies that n = mS. Let πm and πn be the natural

surjections in the following commutative diagram

Rm
ϕn //

πm
��

Sn

πn
��

Rm/mRm
ϕn // Sn/nSn

where ϕn is the induced map on the quotients Rm/mRm and Sn/nSn. To see that the

diagram commutes let r/s ∈ Rm and notice that we have

πn

(
ϕn

(r
s

))
= πn

(
ϕ(r)

ϕ(s)

)
=
ϕ(r)

ϕ(s)
+ nSn

and

ϕn

(
πm

(r
s

))
= ϕn

(r
s

+ mRm

)
=
ϕ(r)

ϕ(s)
+ nSn.

Thus πn ◦ϕn = ϕn ◦πm and the diagram commutes. Since localization commutes with

quotients we have the first isomorphism in the following display:

Sn/nSn
∼= (S/n)n ∼= S/n ∼= S/mS

The second isomorphism is because S/n is a field and the third follows from n = mS.

Similarly, since R/m is a field we have Rm/mRm
∼= (R/m)m ∼= R/m. Therefore ϕn is

an isomorphism and ϕ satisfies (†̂). Hence (†̃) implies (†̂).
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We know that (†̂) does not imply(†′), and neither (†′) nor (†̂) implies (†̃), as

seen in the following examples. First we need the following lemmas.

Lemma 4.3. Let A and B be commutative rings. Let p ∈ Spec(A) and q ∈ Spec(B).

Then the homomorphisms f : (A × B)p×B → Ap given by (a, b)/(x, y) 7→ a/x and

g : (A×B)A×q → Bq given by (a, b)/(b, y) are both isomorphisms.

Proof. We prove that f is an isomorphism. The argument to show g is an isomorphism

is similar. The homomorphism f is surjective since for any a/x ∈ Ap we have

f((a, b)/(x, y)) = a/x. To show that f is injective let (a, b)/(x, y) ∈ Ker(f) then

f((a, b)/(x, y)) = a/x = 0. Therefore there exists t ∈ R \ p such that ta = 0. Note

that in (A × B)p×B the element (t, 0) ∈ (A × B) \ (p × B) so (t, 0) is an allowable

denominator. Thus we have

(a, b)

(x, y)
=

(a, b)(t, 0)

(x, y)(t, 0)
=

(at, 0)

(x, y)(t, 0)
= 0.

Hence (a, b)/(x, y) = 0 and f is an isomorphism.

Lemma 4.4. Let A be a commutative ring and let p, q ∈ Spec(A). Let the map

ϕ : A→ Ap × Aq be given by a 7→ (a/1, a/1).

(i) ϕ−1(pAp × Aq) = p and ϕ−1(Ap × qAq) = q.

(ii) The induced maps ϕP : Ap → (Ap×Aq)(pAp×Aq) and ϕQ : Ap → (Ap×Aq)(Ap×qAq)

are isomorphisms where P = pAp × Aq and Q = Ap × qAq.

Proof. For part (i) we prove ϕ−1(pAp × Aq) = p. The other equality is similar.

Set P ′ = ϕ−1(pAp × Aq) = {x ∈ A | ϕ(x) ∈ pAp × Aq}. Let x ∈ p and note

ϕ(x) = (x/1, x/1) ∈ pAp × Aq, since x/1 ∈ pAp. Hence p ⊆ P ′. For the other

containment let y ∈ P ′ and note that ϕ(y) = (y/1, y/1) ∈ pAp×Aq. Thus y/1 ∈ pAp

and so y ∈ A ∩ pAp = p.
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For part (ii) we prove that ϕP : Ap → (Ap × Aq)(pAp×Aq) is the inverse of the

composition

(Ap × Aq)pAp×Aq

f−→∼= (Ap)pAp

α−→∼= Ap

where f is the map from Lemma 4.3 with A = Ap and B = Aq and

α

(
(a
s
)

(x
u
)

)
=
au

xs
.

The other inverse is similar. First note that for any

(a
s
, b
t
)

(x
u
, y
v
)
∈ (Ap × Aq)(pAp×Aq),

we have

(a
s
, b
t
)

(x
u
, y
v
)

=
(au

1
, au

1
)

(xs
1
, xs

1
)
.

To see this notice that (1
1
, 0

1
) ∈ (Ap×Aq) \ (pAp×Aq). A routine computation shows

(
1

1
,
0

1

)[(
a

s
,
b

t

)(xs
1
,
xs

1

)
−
(au

1
,
au

1

)(x
u
,
y

v

)]
= 0.

Hence we have

(ϕP ◦ α ◦ f)

(
(a
s
, b
t
)

(x
u
, y
v
)

)
= ϕP

(
α

(
(a
s
)

(x
u
)

))
= ϕP

(au
xs

)
=

(au
1
, au

1
)

(xs
1
, xs

1
)

=
(a
s
, b
t
)

(x
u
, y
v
)
.

So ϕP ◦ α ◦ f = id(Ap×Aq)(pAp×Aq)
. Next, let a/x ∈ Ap and notice that we have

(α ◦ f ◦ ϕp)
(a
x

)
= α

(
f

(
(a

1
, a

1
)

(x
1
, x

1
)

))
= α

( a
1
x
1

)
=
a · 1
x · 1

=
a

x
.

Hence α ◦ f ◦ ϕP = idAp and ϕP is the inverse of α ◦ f .

Example 4.5. Let (R,m) be a local ring and set S = R × R. Consider ϕ : R → S
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given by r 7→ (r, r). First we claim that ϕ satisfies (†̂). To see this notice that if

n ∈ m-Spec(S) then n is either m × R or R × m. Since R is noetherian, S is flat

over R, and mS 6= S we know that S is faithfully flat over R, that is, ϕ is faithfully

flat. Next set n1 = m × R and n2 = R × m and notice that Lemma 4.4 (i) implies

that ϕ−1(ni) = m for i = 1, 2. Thus the homomorphism ϕni : Rm → Sni given by

x/y 7→ (x, x)/(y, y) is well-defined. Now by Lemma 4.4 (ii) the map ϕni : Rm → Sni

is an isomorphism. Thus ϕni satisfies (†) for i = 1, 2, and hence ϕ satisfies (†̂).

Next we claim that ϕ does not satisfy (†′). Let m ∈ m-Spec(R) and note that

mS = m×m. Thus S/mS ∼= R/m×R/m � R/m.

Example 4.6. Let (R,m) be a local ring with a prime ideal p such that p 6= m.

Let ϕ : R → R × Rp be given by r 7→ (r, r/1). Then ϕ is a faithfully flat ring

homomorphism; indeed, both R and Rp are flat, and R is faithfully flat, so R × Rp

is faithfully flat over R. Consider the induced map R/m → R/m × Rp/mRp. Since

Rp/mRp = 0, the induced map is an isomorphism. Hence ϕ satisfies (†′). Also, ϕ

satisfies (†̂). We already have shown that ϕ is a faithfully flat ring homomorphism.

To see that ϕn satisfies (†) set n1 = m × Rp and n2 = R × pRp. Lemma 4.4 (i)

implies that p1 := ϕ−1(n1) = m and p2 := ϕ−1(n2) = p. Thus the homomorphism

ϕni : Rpi → Sni given by x/1 7→ (x, x/1) is well-defined. Now by Lemma 4.4 (ii) the

map ϕni : Rpi → Sni is an isomorphism. Thus ϕni satisfies (†) for i = 1, 2, and hence

ϕ satisfies (†̂).

To see that ϕ does not satisfy (†̃) notice that R × pRp ∈ m-Spec(R × Rp) and

ϕ∗(R× pRp) = p which is not in m-Spec(R).

Remark 4.7. We do not know whether or not (†′) implies (†̂).

To obtain the results of Theorem 1.17 in the non-local setting we need (†̃); see

Theorem 4.22. It is worth noting that not all of the lemmata used in the proof of

Theorem 4.22 require the full strength of (†̃).
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4.2. Non-Local Lemmata

This section is dedicated to the lemmata required for the proof of Theorem 4.22.

We begin with a non-local version of Nakayama’s Lemma.

Lemma 4.8. Let A be a commutative ring. If T is a finitely generated A-module

such that T = mT for all m ∈ m-Spec(A), then T = 0.

Proof. Let m ∈ m-Spec(A) be arbitrary and suppose T = mT . Localizing we have

Tm = mTm. Since m was arbitrary we have Tm = mTm for all m ∈ m-Spec(A). Thus

by Nakayama’s Lemma [2, Proposition 2.6] we have Tm = 0 for all m ∈ m-Spec(A).

Therefore, by [2, Proposition 3.8] we have A = 0.

The next result is a non-local version of [10, Lemma 1.1].

Lemma 4.9. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR. Fix m0 ∈

m-SpecR and set n = m0S. For each t > 1 we have ϕ(R) + nt = S.

Proof. First notice that S/nt+1 is finitely generated over R. To see this consider the

descending chain

S/nt+1 ⊃ n/nt+1 ⊃ n2/nt+1 ⊃ · · · ⊃ nt/nt+1 ⊃ 0

and notice that the ith quotient is isomorphic to ni−1/ni ∼= (S/n)αi ∼= (R/m0)αi for

some αi > 0. We claim that

ϕ(R) + nt

nt+1
+ m

S

nt+1
=

S

nt+1
,

for all m ∈ m-SpecR. Notice that if m 6= m0, then m and m0 are coprime, so
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m(S/nt+1) = S/nt+1. In the case where m0 = m we have

ϕ(R) + nt

nt+1
+ m0

S

nt+1
=

ϕ(R) + nt

nt+1
+

m0S + nt+1

nt+1

=
ϕ(R) + nt + m0S

nt+1

=
ϕ(R) + n

nt+1

=
S

nt+1

as claimed.

Since S/nt+1 is finitely generated over R,we can apply Lemma 4.8 to M/N with

M = S/nt+1 and N = (ϕ(R) + nt)/nt+1 to obtain

ϕ(R) + nt

nt+1
=

S

nt+1
.

Thus we have ϕ(R) + nt = S for each t > 1.

The next result is a non-local version of Krull’s Intersection Theorem.

Lemma 4.10. Let A be a commutative noetherian ring and let N be a finitely

generated A-module. Then
⋂

n∈m-Spec(A)

⋂
t>1 n

tN = 0.

Proof. Let n ∈
⋂

n∈m-Spec(S)

⋂
t>1 n

tN . Then n ∈ ntN for all t > 1 and for all

n ∈ m-Spec(S). Therefore, n/1 ∈ Nn is contained in
⋂
t(nAn)

tNn. Now by Krull’s In-

tersection Theorem [15, Theorem 8.9] we have
⋂
t(nAn)

tNn = 0. Hence 0 = n/1 ∈ Nn

for all n ∈ m-Spec(A). Thus, by [2, Proposition 3.8] we obtain n = 0.

The next result is a non-local version of [10, Proposition 1.2].

Lemma 4.11. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such that
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ϕ∗(m-Spec(S)) ⊆ m-Spec(R). If M and N are S-modules with N finitely generated,

then HomR(M,N) = HomS(M,N).

Proof. The containment HomR(M,N) ⊇ HomS(M,N) always holds so we only show

the other containment. Let f ∈ HomR(M,N),m ∈ M and s ∈ S. We want to show

that sf(m) = f(sm). By Lemma 4.10, it suffices to show

sf(m)− f(sm) ∈
⋂

n∈m-Spec(S)

⋂
t

ntN.

Fix an integer t > 1. Let n ∈ m-Spec(S) and set m = ϕ∗(n). Notice that we have

the following: f(ntM) = f(mtM) = mtf(M) ⊆ ntN . Use Lemma 4.9 to choose an

element r ∈ R such that ϕ(r)− s ∈ nt. Then we have

f(sm)− sf(m) = f(sm)− f(rm) + rf(m)− sf(m)

= f((s− ϕ(r))m) + (ϕ(r)− s)f(m).

Hence f(sm)−sf(m) ∈ f((s−ϕ(r))M)+(ϕ(r)−s)N ⊆ f(ntM)+ntN = ntN . Since

t and n are arbitrary, we have f(sm)− sf(m) ∈
⋂

n∈m-Spec(S)

⋂
t n

tN = 0.

The next result is a non-local version of [10, Lemma 1.4].

Lemma 4.12. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such that

ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Let N be a finitely generated S-module and let V be

an R-submodule of N . Then RV has at most one compatible S-module structure.

Specifically, if V has an S-module structure (s, v) 7→ s ◦ v that is compatible with its

R-module structure on V inherited from the S-module structure (s, n) 7→ s · n on N ,

then s ◦ v = s · v for all s ∈ S and for all v ∈ V .
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Proof. Let s ∈ S and v ∈ V be given. Fix t > 1 and n ∈ m-Spec(S). Use Lemma 4.9

to choose r ∈ R such that ϕ(r) − s ∈ nt and set m = ϕ−1(n). Notice that we have

the following:

nt ◦ V = (mtS) ◦ V = mt ◦ (S ◦ V ) (6)

= mt ◦ V = mt · V ⊆ mt ·N = nt ·N.

Furthermore, we have

s ◦ v − s · v = s ◦ v − r ◦ v + r · v − s · v = (s− ϕ(r)) ◦ v + (ϕ(r)− s) · v.

Thus display (6) implies that s ◦ v− s · v ∈ nt ◦ V + nt · V ⊆ nt ·N . Since t and n are

arbitrary then by Lemma 4.10 we have s ◦ v − s · v = 0.

The next result is a non-local version of [10, Proposition 1.5].

Lemma 4.13. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such

that ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Let M be an R-module (not necessarily finitely

generated) that is an R-submodule of some finitely generated S-module N . Let V(M)

be the set of R-submodules of M that have S-module structures compatible with their

R-module structures. Then V(M) is exactly the set of S-submodules of N that are

contained in M . The set V(M) has a unique maximal element V (M) and V (M) =

{x ∈M | Sx ⊆M} = {x ∈ N | Sx ⊆M}.

Proof. Let W(M) be the set of S-submodules of N that are contained in M . For

the first assertion let A ∈ V(M). That is, A is an R-submodule of M that has

an S-module structure compatible with its R-module structure. In particular A is

an S-module contained in M . Thus A is in W(M). For the other containment let
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B ∈ W(M). Therefore B is contained in M and B is an S-module, and hence an

R-module by restriction of scalars. Thus the S-module structure on B is compatible

with the R-module structure obtained by restriction of scalars. Hence B ∈ V(M).

Now since N is a noetherian S-module, the set of S-submodules contained in

M must have a maximal element V (M). To see that V (M) is unique suppose C is

another maximal element, then C + V (M) is another S-submodule in V(M) since

V(M) is closed under sums. But then V (M) ⊂ C + V (M), and by the maximality of

V (M) and C we must have C = V (M).

Let x ∈ V (M). Then the S-submodule Sx ⊆ N , is contained in M . Which

shows

V (M) ⊆ {x ∈M | Sx ⊆M} ⊆ {x ∈ N | Sx ⊆M} ⊆ V (M)

Where the last containment follows from V (M) being the unique maximal element

of V(M). Therefore all the containments are equalities.

The next result is a non-local version of [10, Proposition 1.6].

Lemma 4.14. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such

that ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Let L be an S-module (not necessarily finitely

generated). Let M be an R-submodule of some finitely generated S-module N , and

let V (M) be as in Lemma 4.13. Then the natural injection HomR(L, V (M)) →

HomR(L,M) is an isomorphism.

Proof. Let g ∈ HomR(L,M) and let W = Im(g). We need to show that W ⊆ V (M).

Let h be the composition L
g−→ M

⊆−→ N . Lemma 4.11 implies that h is S-linear, so

W = h(L) is an S-submodule of N , and therefore W ⊆ V (M).

The next result is a non-local version of [10, Corollary 1.7].
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Corollary 4.15. Let ϕ : R → S be a faithfully flat ring homomorphism such that

the induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such

that ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Let M be an R-submodule of a finitely generated

S-module, and let V (M) be as in Lemma 4.13. Then there is a commutative diagram

of R-module homomorphisms.

HomS(S, V (M)) α
∼=

//

γ =

��

V (M)
β

⊆
//M

HomR(S, V (M))
∼=
δ

// HomR(S,M)

ε

OO (7)

So V (M) is the image of the natural map ε : HomR(S,M) → M given by f 7→ f(1)

and ε is injective. Moreover, if M is finitely generated over R then so is HomR(S,M).

Proof. The isomorphism α is Hom cancellation, the equality γ is from Lemma 4.11,

and the isomorphism δ is from Lemma 4.14. To see that the diagram commutes,

let φ ∈ HomS(S, V (M)) then we have β(α(φ)) = β(φ(1)) = φ(1) and ε(δ(γ(φ))) =

ε(δ(φ)) = ε(φ) = φ(1).

Since each of the maps α, β, and γ are injective and the map δ is an isomorphism

we have that ε is injective. Now if M is finitely generated over R, then so is the

submodule V (M) ∼= HomR(S,M).

4.3. Non-Local Main Results

This section contains the proof of our main non-local result, Theorem 4.22. We

begin with the following non-local version of Definition 1.18.

Definition 4.16. An R-module N satisfies NAK if either N = 0 or there exists a

maximal ideal m ∈ m-Spec(R) such that N/mN 6= 0.

Note that Lemma 4.8 implies that every finitely generated R-module satisfies

NAK. The next result is a non-local version of Lemma 2.4
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Proposition 4.17. Let ϕ : R → S be a faithfully flat ring homomorphism such that

the induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such

that ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Let M be a finitely generated R-module, and let

z > 1. If ExtiR(S,M) = 0 for all i > z and ExtzR(S,M) satisfies NAK, then we have

ExtzR(S,M) = 0.

Proof. By way of contradiction suppose ExtzR(S,M) 6= 0. Since ExtzR(S,M) satisfies

NAK, there exists m ∈ m-Spec(R) such that ExtzR(S,M)/mExtzR(S,M) 6= 0. Let

x = x1, . . . , xn ∈ R such that (x)R = m. The proof of Lemma 2.4 applies mutatis

mutandis to show ExtzR(S,M)/mExtzR(S,M) = 0, a contradiction.

Lemma 4.18. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such

that ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Then an R-module N has a compatible S-module

structure if and only if the natural map ι : N → S ⊗R N is an isomorphism.

Proof. One implication is clear. For the forward implication let (s, x) → s · x be

a compatible S-module structure on N . Notice that S ⊗R N has two compatible

S-module structures, one from the multiplication in S, and the second from the S-

module structure on N . With the first structure S ⊗R N is finitely generated over

S. Hence S ⊗R N satisfies the hypotheses of Lemma 4.12, so these two S-module

structures must be the same. Therefore, 1⊗ (sx) = s(1⊗ x) = s⊗ x.

We claim that the multiplication map µ : S ⊗R N → N given by s⊗ x 7→ sx is

the inverse of ι, which will prove the claim. In fact we have

(µ ◦ ι)(x) = µ(ι(x)) = µ(1⊗ x) = x.
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Hence we have µ ◦ ι = idN . Also we have ι ◦ µ = idS⊗RN since,

(ι ◦ µ)(s⊗ x) = ι(sx) = 1⊗ sx = s⊗ x.

Where the third equality is from the previous paragraph.

The next result is a non-local version of [10, Lemma 2.12]

Lemma 4.19. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induced map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such that

ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Let

0→M ′ →M →M ′′ → 0

be an exact sequence of finitely generated R-modules. Then M has a compatible S-

module structure if and only if M ′ and M ′′ have compatible S-module structures.

Proof. Applying S ⊗R − to the given exact sequence, and using the flatness of S, we

obtain the following commutative diagram with exact rows

0 //M ′ //

ε1
��

M //

ε2
��

M ′′ //

ε3
��

0

0 // S ⊗RM ′ // S ⊗RM // S ⊗RM ′′ // 0.

(8)

Note that each map εi is injective for i = 1, 2, 3. Thus by the Snake Lemma we see

that ε2 is an isomorphism if and only if ε1 and ε3 are isomorphisms. Thus M has

a compatible S-module structure if and only if both M ′ and M ′′ have compatible

S-module structures by Lemma 4.18.

Lemma 4.20. Let ϕ : R→ S be a flat ring homomorphism. Then pdR(S) 6 dim(R).
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Proof. This inequality follows from a result of Raynaud and Grunson [18, Seconde

Partie, Theorem (3.2.6)] and Jensen [14, Proposition 6].

Lemma 4.21. Let ϕ : R → S be a faithfully flat ring homomorphism such that the

induces map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such that

ϕ∗(m-Spec(S)) ⊆ m-Spec(R). If N is an S-module then N satisfies NAK over R if

and only if N satisfies NAK over S.

Proof. If N = 0 then N satisfies NAK over R and over S. So we assume for the rest

of the proof that N 6= 0.

(⇒) Suppose N satisfies NAK over R. Then there exists a maximal ideal m ⊂ R

such that N/mN 6= 0. Note that the extension mS is a maximal ideal in S because

R/m → S/mS for all m ∈ m-Spec(R). Set n = mS and notice that N/nM =

N/mSN = N/mN 6= 0. Therefore N satisfies NAK over S.

(⇐) Suppose N satisfies NAK over S. Hence there exists a maximal ideal n ⊂ S

such that N/nN 6= 0. Set m = ϕ∗(n) which is a maximal ideal in R by the assumptions

on ϕ. Then we have 0 6= N/nM = N/mSN = N/mN . Therefore N satisfies NAK

over R.

The next result is a non-local version of [10, Main Theorem 2.5].

Theorem 4.22. Let ϕ : R→ S be a faithfully flat ring homomorphism such that the

induces map R/m → S/mS is an isomorphism for all m ∈ m-SpecR, and such that

ϕ∗(m-Spec(S)) ⊆ m-Spec(R). Let M be a finitely generated R-module. Then the

following conditions are equivalent:

(i) M has a compatible S-module structure.

(ii) the natural map ι : M → S ⊗RM , (x 7→ 1⊗ x) is bijective.

(iii) the natural map ε : HomR(S,M)→M , (f 7→ f(1)) is bijective.
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(iv) S ⊗RM is finitely generated as an R-module.

(v) ExtiR(S,M) satisfies NAK over R for i = 1, . . . , dimR(M).

(vi) ExtiR(S,M) satisfies NAK over S for i = 1, . . . , dimR(M).

(vii) ExtiR(S,M) = 0 for all i 6= 0.

Proof. First notice that (iii) ⇒ (i), (ii) ⇒ (iv), (vii) ⇒ (v), and (vii) ⇒ (vi) follow

easily. The equivalence of (i) ⇔ (ii) is in Lemma 4.19. The equivalence of (v) ⇔ (vi)

is in Lemma 4.21.

(i)⇒ (iii). Note that since M is finitely generated as an S-module, Lemma 4.11

implies that HomR(S,M) = HomS(S,M) ∼= M . Thus the map θ : M → HomR(S,M)

given by m 7→ {fm : S →M} with fm(s) = sm, is the inverse of ε.

(iv) ⇒ (ii). Supposing (iv) we know that S ⊗R S ⊗RM is finitely generated for

the S-action in the first position. Now S ⊗R S ⊗R M has two S-module structures,

one for each of the first two positions. Let · denote the S-module structure in the

first position and let ◦ denote the S-module structure in the second position. That

is for q, s, t ∈ S, and x ∈M

q · (s⊗ t⊗ x) := (qs)⊗ t⊗ x,

and

q ◦ (s⊗ t⊗ x) := s⊗ (qt)⊗ x.

Since (iv) implies that S⊗RS⊗RM is finitely generated over S, then by Lemma 4.12

these two structures are the same:

(qs)⊗ t⊗ x = q · (s⊗ t⊗ x) = q ◦ (s⊗ t⊗ x) = s⊗ (qt)⊗ x.
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We claim that the map β : S ⊗R S ⊗RM → S ⊗RM given by s⊗ t⊗m 7→ st⊗m is

the inverse of 1⊗ ι : S ⊗RM → S ⊗R S ⊗RM . In fact we have

((1⊗ ι) ◦ β)(s⊗ t⊗ x) = (1⊗ ι)(st⊗ x)

= (st)⊗ 1⊗ x

= s⊗ t⊗ x.

Hence (1⊗ ι) ◦ β = idS⊗RS⊗RM . We also have β ◦ (1⊗ ι) = idS⊗RM since,

(β ◦ (1⊗ ι))(s⊗ x) = β(s⊗ 1⊗ x) = s⊗ x.

Since ϕ is faithfully flat, we have ι is an isomorphism.

(v) ⇒ (vii). First recall that ExtiR(S,M) = 0 for every i > dimR(M) by

Lemma 4.20 and the proof of [10, Main Theorem 2.5]. We proceed by contradiction.

Suppose that there exists a j > 1 such that ExtjR(S,M) 6= 0, and set m = max{i |

ExtiR(S,M) 6= 0}. Notice that 1 6 m 6 dimR(M). Therefore, by Proposition 4.17

we have ExtmR (S,M) = 0, a contradiction. Hence ExtiR(S,M) = 0 for all i 6= 0.

(vii) ⇒ (iii). Let J be an injective resolution of M and let α be the morphism

α : HomR(S, J) → J given by f 7→ f(1). The long exact sequence in homology

associated to Cone(α) gives the following exact sequence

0→ H1(Cone(α))→ HomR(S,M)
ε−→M → H0(Cone(α))→ Ext1

R(S,M)→ 0.

Now H1(Cone(α)) = 0 because we know that ε is injective by Corollary 4.15. So

we need to show that H0(Cone(α)) = 0. We proceed by contradiction. Assume

that 0 6= H0(Cone(α)). Notice that by assumption (vii) we have Ext1
R(S,M) = 0.

Hence from the sequence above that we obtain H0(Cone(α)) ∼= M/ Im(ε). Set N =
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M/ Im(ε). Also notice that since N is finitely generated over R, it satisfies NAK over

R by Lemma 4.21. Thus there exists an ideal m ∈ m-Spec(R) such that N/mN 6= 0.

Let x = (x1, . . . , xk)R = m. Following the proof of Lemma 2.4 we have a quasi-

isomorphism HomR(KR(x), α) : HomR(KR(x),HomR(S, J)) → HomR(KR(x), J), so

we have Cone(HomR(KR(x), α)) is exact. The fact that KR(x) is a self-dual and

bounded complex of finitely generated free R-modules implies that we have an iso-

morphism of complexes Σ−nKR(x)⊗RCone(α) ∼= Cone(HomR(KR(x), α)). It follows

that KR(x) ⊗R Cone(α) is exact. We claim that Hi(Cone(α)) = 0 for all i < 0.

Consider the following portion of the long exact sequence in homology associated to

Cone(α)

· · · → Hi(HomR(S,M))→ Hi(J)→ Hi(Cone(α))→ Hi−1(HomR(S, J))→ · · · .

Notice that we have Hi(J) = 0 for all i 6= 0 and by our Ext vanishing assumption

Hi(HomR(S, J)) ∼= Ext−iR (S,M) = 0 for all i 6= 0. Thus we have Hi(Cone(α)) = 0 for

all i < 0. Applying Lemma 2.1 we have the following isomorphism:

0 = H0(KR(x)⊗R Cone(α)) ∼= H0(Cone(α))/(x) H0(Cone(α)) 6= 0,

which is a contradiction. Thus, we have H0(Cone(α)) = 0 and ε is an isomorphism.

(i)⇒ (vii). (As we noted above, assumption (i) guarantees condition (ii).) Since

M is finitely generated over R, it admits a filtration by R-submodules

0 = M0 ⊂M1 ⊂ · · · ⊂Mt = M

such that Mi/Mi−1
∼= R/pi for each i = 1, . . . , t. We proceed by induction on t. For

the base case t = 1, we have M ∼= R/p1, for some p1 ∈ Spec(R). Now (ii) implies that
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M ∼= S ⊗RM , so in this case we have R/p1
∼= S ⊗R R/p1. Let Q be an R-projective

resolution of S. Since S is flat, the complex Q⊗RR/p1 is an R/p1-projective resolution

of S ⊗R R/p1
∼= R/p1. Now

HomR(Q,R/p1) ∼= HomR(Q,HomR/p1(R/p1, R/p1)) (9)

∼= HomR/p1(Q⊗R R/p1, R/p1).

Therefore, ExtiR(S,M) ∼= ExtiR(S,R/p1) ∼= ExtiR/p1(R/p1, R/p1) = 0 for i 6= 0.

Now for t > 1 assume the implication holds for each R-module M ′ admitting

a prime filtration with fewer than t links. Consider the following exact sequence of

R-modules:

0→Mt−1 →M →M/Mt−1 → 0. (10)

By Lemma 4.19 bothMt−1 andM/Mt−1 have S-module structures that are compatible

with their R-module structures via ϕ. Also, both have filtrations that have less than

t links, hence both Mt−1 and M/Mt−1 satisfy the induction hypothesis. Therefore,

we have ExtiR(S,Mt−1) = 0 = ExtiR(S,M/Mt−1) for all i > 0. Now when we take the

long exact sequence in ExtR(S,−) associated to (10), we obtain ExtiR(S,M) = 0 for

all i > 0 as desired.
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CHAPTER 5. FUTURE RESEARCH GOALS

One can continue the investigation into Question 1.16 by relaxing the hypothesis

on ϕ in Theorem 1.17. For instance, what conditions do we need on an R-module M

for the conclusions of Theorem 1.17 to hold when R/m → S/mS is assumed to be a

finite field extension? One condition that is required is for the number of generators

for M to be a multiple of the degree of the extension. An example of this is the field

extension of R to C, with M = R2n, for some integer n.

Another line of inquiry into Question 1.16 is to relax the finitely generated

condition on the R-module M . That is, if we assume that M is not finitely generated

what other conditions are required to attain the results of Theorem 1.17? For instance,

if we assume that M is mini-max over R and that R/AnnR(M) ∼= S/AnnR(M)S

then we have M ∼= S ⊗R M . Although it is not known if the other conditions of

Theorem 1.17 hold.

Also one can continue the investigation into Question 1.21 in the non-local

setting. That is, given a ring homomorphism ϕ : R → S faithfully flat such that

the induced map R/m → S/mS is an isomorphism, and for all m ∈ m-SpecR the

induced map ϕ∗ : SpecS → SpecR satisfies ϕ∗(m-SpecS) ⊆ m-SpecR and given

an R-module M that has a compatible S-module structure via ϕ, what invariants

computed over R are equal when computed over S?

One can also inquire about other non-local results from [10]. For instance given

a ring homomorphism ϕ : R → S faithfully flat such that the induced map R/m →

S/mS is an isomorphism, and for all m ∈ m-SpecR the induced map ϕ∗ : SpecS →

SpecR satisfies ϕ∗(m-SpecS) ⊆ m-SpecR and given a finitely generated R-module

M , then does M have a compatible S-module structure if and only if S = R+ pS for

every p ∈ MinR(M) and/or for every p ∈ SuppR(M)?
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