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ABSTRACT 

Spatial information refers to the location of an object in a physical or digital world. Besides, 

it also includes the relative position of an object related to other objects around it. In this 

dissertation, three systems are designed and developed. All of them apply spatial information in 

different fields. The ultimate goal is to increase the user friendliness and efficiency in those 

applications by utilizing spatial information. The first system is a novel Web page data extraction 

application, which takes advantage of 2D spatial information to discover structured records from 

a Web page. The extracted information is useful to re-organize the layout of a Web page to fit 

mobile browsing. The second application utilizes the 3D spatial information of a mobile device 

within a large paper-based workspace to implement interactive paper that combines the merits of 

paper documents and mobile devices. This application can overlay digital information on top of a 

paper document based on the location of a mobile device within a workspace. The third application 

further integrates 3D space information with sound detection to realize an automatic camera 

management system. This application automatically controls multiple cameras in a conference 

room, and creates an engaging video by intelligently switching camera shots among meeting 

participants based on their activities. Evaluations have been made on all three applications, and 

the results are promising. In summary, this dissertation comprehensively explores the usage of 

spatial information in various applications to improve the usability.   
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1. INTRODUCTION 

Humans use spatial information to understand relations among various objects. For 

example, when a person looks at a painting, the placement of different objects in the picture 

conveys a meaningful concept to him/her. Similarly, spatial information has been commonly used 

in a digital world. For example, the placement of various information blocks in a web page implies 

their semantic relations, e.g., semantically related blocks are in general placed in proximity. This 

observation leads us to explore the usage of spatial information in the human computer interaction 

to improve usability. 

The two main communication channels between humans are speech and vision. However, 

most computer-based applications use Graphical User Interfaces (GUIs) to communicate with 

human users. A GUI presents the information mostly in 2D graphic, and a user can interact with 

the interface through keyboard and mouse. This interaction paradigm may reduce the usability of 

the communications between a human and a computer since it is not consistent with the natural 

communication methods that users are used to. With the fast development in hardware, natural 

user interfaces have been proposed, such as gestures based on multi-touch screens.  

This dissertation focuses on using the spatial information to implement natural user 

interfaces, which allow users to access digital information without changing the normal 

communication methods in a physical world. Our main objective is to provide natural user 

interfaces so that users can focus on tasks instead of interface. Besides, we want to augment the 

physical world with the digital information and automate tedious tasks.  

We have chosen three applications with different levels of spatial awareness. As shown on 

Figure 1-1, the first application extracts and analyzes spatial information from a Web page, i.e., a 



 

2 

 

2D workspace. In the second application, we implement an interface for augmented reality by 

detecting 3D spatial information in a paper-based workspace and accordingly overlaying digital 

information to a paper document. In third project, we combine both the 3D spatial information 

(i.e., the position of a person) and the audio information (i.e., the sound of a person) to implement 

a smart camera management system. In all of these projects, we explore the usage of spatial 

information to implement intelligent and natural user interfaces. 

 

The remaining of the document is organized as follows. We have provided one chapter for 

each of three discussed systems. In each chapter first gave an introduction and then illustrated the 

system design. Afterward, included the related work and evaluation for each of the systems. 

Chapter 2 is on usage of a Spatial Graph Grammar to extract information from a Web page. Chapter 

3 is on the PhoneLens system, which bring digital information using a mobile device on a 

traditional paper workspace. Chapter 4 presents the SmartCamera project, which enables full 

automation of video recording a meeting with multiple participants.  

  

Extracting 3D spatial 

information from a 

conference room and 

combining it with spatial 

audio Information 

Detecting 3D spatial 

information from a 

Workplace 

Extracting 2D spatial 

information from a 

Webpage 

Figure 1-1. Levels of spatial awareness for each project 
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2. DISCOVERY OF WEB PATTERNS: A GRAPH GRAMMAR APPROACH 

With the fast growth of World Wide Web, Web sites contain a large amount of information 

that makes it challenging to retrieve useful information. In order to facilitate information search 

with a high usability, the same type of information is in general displayed with a consistent layout 

(referred to as Web pattern) among different Web pages. The discovery of Web patterns can benefit 

many applications, such as enhancing Web browsing efficiency and extracting structured data. 

This paper presents a framework for specifying and discovering Web patterns based on graph 

grammars. In the framework, a common Web pattern is visually yet formally specified as a graph 

grammar. More specifically, a grammar induction engine complemented with an example-based 

grammar editor provides an interactive mechanism to semi-automatically define Web patterns. By 

abstracting a concrete Web page as a spatial graph that highlights the essential spatial relations 

between information objects, the discovery of instances of a Web pattern is implemented as a graph 

parsing process, according to a predefined graph grammar. We evaluated the framework on 

twenty-one e-commerce Web sites. The evaluation results are promising with a F1-score (i.e., a 

measure of a test’s accuracy) of 97.49%. 

2.1. Introduction 

The Web provides a convenient and promising approach to accessing digital information. 

Meanwhile, wireless network and mobile devices make it possible to access information from 

anywhere at any time. However, exploring useful information on the Web becomes increasingly 

difficult as the volume of available information rapidly grow. In order to facilitate Web browsing, 

the same type of information is in general displayed with a consist layout among different Web 

pages [Zha04, Shn09, Kon12]. Those commonly accepted practices record successful designs, and 
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are referred to as Web patterns. The discovery and verification of Web patterns can benefit many 

applications, such as enhancing Web browsing efficiency and extracting structured Web data.   

HTML, being the language to organize and present information on the Web, provides 

valuable clues on information structures within a Web page. For example, researchers have used 

HTML DOM structures to extract useful information from Web pages [Hog05, Pas09, Rei04]. 

However, HTML has been flexibly used to produce diverse DOM structures among different Web 

pages.  For example, some Web designers may use tables to present tabular data while others use 

tables to divide the space into grids for page layouts. The diversity makes it challenging to discover 

Web patterns. The complexity of DOM structure further complicates the process of pattern 

discovery and verification. For example, even the DOM structure of Google homepage includes 

approximately 110 HTML tags.  

Recently, layout-based analysis receives more and more attention [Che08, Sim05, Zhe07, 

Kon12] to reveal information organization. According to the usability principle in the Human-

Computer Interaction, consistent layouts achieve a high usability [Shn09]. Accordingly, Web 

pages that include similar information in general are presented with a consistent layout even 

though their HTML source codes may be different. Therefore, layout based analysis addresses the 

diversity issue to a certain degree. However, existing layout-based approaches have limited 

applicability. For example, some approaches [Zhe07] require training while others are optimized 

for specific domains [Che08].  

This paper presents a graph grammar based framework for specifying, discovering and 

verifying Web patterns. Due to the existence of common designs on the information representation 

[Zha04, Shn09, Kon12], Web patterns are defined according to the spatial properties among 
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information objects. Such a layout based Web pattern works with human’s cognition of visual 

perception since human beings generally recognize and group information based on the spatial 

properties (such as size and location) among information objects [Che08]. Spatial relations in Web 

interfaces are essentially considered as a 2D property. Therefore, Web patterns can be precisely 

specified through graph grammar, which visually yet formally model structures and concepts in a 

2-dimensional fashion [Roz97]. Graph grammar is also powerful in capturing structural variances 

among instances of a Web pattern through recursive computing. More specifically, a graph 

grammar is made of a set of grammatical rules (called productions). Each production defines local 

spatial relations among information objects while the complete graph grammar hierarchically glues 

those local spatial relations together. By formalizing a Web pattern as a graph grammar, the 

validation of instants of a Web pattern is implemented as a graph parsing process in a bottom-up 

fashion.  

Since it is time consuming to manually summarize a Web pattern as a graph grammar, our 

framework supports a semi-automatic mechanism to increase the scalability and applicability. The 

discovery of Web patterns is realized through grammar induction. Briefly, a grammar induction 

algorithm automatically extracts the most common structure from sample Web pages and then 

represents the recognized structure hierarchically as a graph grammar. However, the grammar 

induction cannot always correctly recognize a Web pattern. Furthermore, the lack of domain 

knowledge in grammar induction may make an induced grammar hard to understand, due to 

program-generated names. In our framework, the grammar induction is complemented with a 

sample-based grammar editor. The grammar editor provides a graphic user interface, which allows 

users to edit or revise a graph grammar by directly manipulating information objects in the 
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screenshot of a Web page as a concrete example. Such a direct manipulation capability allows 

users to intuitively specify Web patterns by examples.       

A Web pattern defines essential spatial relations among information objects. Therefore, 

given a Web page, it is necessary to extract atomic information objects from a Web page before 

pattern specification and validation. An important task in the framework is to abstract a concrete 

Web page as a spatial graph, where a node indicates an atomic information and an edge indicates 

a semantic relation between two information objects. Instead of using image processing techniques 

[Kon12], our approach recognizes information objects according to the dynamic DOM structure 

by rendering a Web page. The DOM-structure based recognition avoids the training required by  

technique, and is efficient to recognize basic information objects, such as texts, links or images.  

In summary, this paper discusses a complete framework that supports the specification, 

discovery and validation of Web pattern. Our framework abstracts a Web page as a spatial graph 

that highlights the most essential spatial relations among atomic information objects. Based on the 

spatial graph, a Web pattern is visually specified as a graph grammar. The validation of instances 

of a Web pattern is then implemented through a graph parsing process along the line of the defined 

graph grammar. Instead of manually designing a graph grammar from scratch, we also propose an 

interactive procedure to specify Web patterns through a grammar-induction engine. We have 

evaluated the aforementioned framework on 21 Web sites to validate the instances of a Web 
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pattern. The results are promising, and the performance of our approach measured in terms of F1-

Score1 is better than the benchmark approach of MDR [Liu03]. 

2.2. Web Patterns 

With the advent of Internet, successful designs on the Web have been summarized and 

recorded in various Web development guidelines, which promote standardization and encourage 

consistent layouts [Shn09]. By observing those guidelines, Web pages across Web sites of the 

same genre appear similar layouts. For example, closed related information is displayed in 

proximity and a title is placed above detailed contents. A consistent layout on a specific type of 

information is referred to as a Web pattern in our approach. The layout based specification on Web 

patterns addresses the issue of the irregular usage of DOM structures.  

2.2.1. Patterns in e-commerce web sites 

This paper selects E-commerce Web sites as a case study to go through our framework. 

The main contents in E-commerce Web sites are displaying various products. The well-structured 

nature of product information [Hui06, Wu06] makes it appropriate to investigate Web patterns. 

We have investigated 42 E-commerce Web sites, and summarized two patterns from those Web 

sites (refer to Table 2-1). In the following description, those two patterns are used as a case study 

to illustrate our framework throughout the paper.  

                                                 

 

 

1 “In statistics, the F1 score (also F-score or F-measure) is a measure of a test's accuracy. It considers 

both the precision p and the recall r of the test to compute the score: p is the number of correct results divided by 

the number of all returned results and r is the number of correct results divided by the number of results that should 

have been returned. The F1 score can be interpreted as a weighted average of the precision and recall, where an F1 

score reaches its best value at 1 and worst score at 0.” [Wik10] 
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2.2.1.1. Pattern 1 

As shown in Figure 2-1, Pattern 1 presents product information from left to right. A 

product picture is displayed at the left side, and other descriptive textual information is presented 

at the right side. The descriptive information includes several lines of texts, whose layout is 

organized from left to right and from top to bottom. Among those lines of texts, a title is 

represented as a hyperlink which allows users to access more detailed information.  

 
(a) An instance 

 
(b) Pattern 1 

Figure 2-1. Pattern 1 

2.2.1.2. Pattern 2 

As shown in Figure 2-2, Pattern 2 presents information vertically. Either a title or a 

product image is presented at the top, followed by a list of textual lines. The price is always 

listed at the bottom.  

 
(a) Instance 1 

 
 

(b) Variation 1 of 

Pattern 2 

 
(c) Instance 2 

 
 

(d) Variation 2 of 

Pattern 2 

Figure 2-2. Pattern 2 

Link 

Text 

Text Image 

Link 

Text 

Text 

Image 

Link 

Text 

Text 

Image 
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In summary, each pattern prescribes the layout at a high level and records the essential 

spatial properties. Table 2-1 presents the list of Web sites we have evaluated. Especially, some 

Web sites apply two patterns together. The summary of Web patterns on product information 

validates the observation that a consistent layout on the same type of information is commonly 

used across different Web sites. In our approach, each pattern is formalized as a graph grammar, 

which implements a visual computing on the discovery and validation of Web patterns.     

Table 2-1. The summary of web patterns 

 

 

 Domain Name 1 2  Domain Name 1 2 

1 http://shopping.yahoo.com/ ×  22 http://www.epicurious.com ×  

2 http://scistore.cambridgesoft.com/ ×  23 http://www.cooking.com × × 

3 http://shop.lycos.com ×  24 http://www.asiatravel.com  × 

4 http://www.barnesandnoble.com × × 25 http://www.godaddy.com  × 

5 http://www.borders.com ×  26 http://www.radioshack.com ×  

6 http://www.circuitcity.com × × 27 http://www.dell.com × × 

7 http://www.compusa.com × × 28 http://www.macys.com  × 

8 http://www.drugstore.com ×  29 http://www.buyflowersonline.com  × 

9 http://www.ebay.com × × 30 http://www.buy.com × × 

10 http://www.etoys.com  × 31 http://www.bestbuy.com ×  

11 http://www.kidsfootlocker.com  × 32 http://www.deals2buy.com ×  

12 http://www.kodak.com  × 33 http://www.6pm.com  × 

13 http://www.newegg.com × × 34 http://www.bigdeal.com  × 

14 http://www.nothingbutsoftware.com × × 35 http://www.shopzilla.com ×  

15 http://www.overstock.com  × 36 http://www.haggle.com  × 

16 http://www.powells.com ×  37 http://www.shop.com  × 

17 http://www.softwareoutlet.com  × 38 http://www.alibaba.com ×  

18 http://www.ubid.com  × 39 http://www.pricegrabber.com ×  

19 http://www.amazon.com  × 40 http://www.shopnbc.com  × 

20 http://www.shopping.hp.com ×  41 http://www.shopstyle.com  × 

21 http://www.qualityinks.com/  × 42 http://www.target.com  × 
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2.2.2. Usefulness of web patterns 

Web patterns indicate commonly accepted standards to present and organize information 

on the Web. Therefore, a Web pattern provides structural and semantic hints underlying a Web 

page, which can be useful in many different applications.   

 Extraction of Structured Data. With the dramatic increase of diversified information, it 

becomes increasingly difficult to explore useful information from the Internet. To efficiently 

discover knowledge from the big data on the Web, it is critical to extract meaningful contents 

from Web pages and organize extracted information in a structured format, i.e. Web data 

extraction [Kus00, Lae02]. One challenge is to design a generic algorithm that can efficiently 

discover how information is organized underlying a Web page. Recently, layout based 

extraction [Che08, Sim05, Zhe07] receives great attention, which is coherent with human’s 

cognition of visual perception, since human generally recognize and group information based 

on the size and location of visual objects [Che08]. One use of Web patterns is the layout-based 

data extraction. A Web pattern records a common layout on a specific topic, and implies an 

intended information structure. One can first summarize a Web pattern from sample Web pages 

through a grammar induction engine. Then, a graph parser recognizes all instances of the 

recognized Web pattern. Each instance reveals an information block, which includes a set of 

information objects that are closely related to a single topic. Within each recognized instance, 

the user can further identify the semantics of each information object (such as title or price) 

based on spatial properties (such as position and size) and accordingly extract useful 

information.    
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 Automatic Consistency Inspection. Striving for consistency is one of the eight golden rules 

to design user-friendly interfaces [Shn09]. Therefore, it is a vital task to evaluate a Web page’s 

conformance to Web design guidelines, i.e., consistency inspection. However, it is time 

consuming and error-prone to manually inspect such consistency. There are many different 

forms of consistency, and Web patterns can support automatic layout consistency inspection, 

which has various advantages, such as a reduction in cost and time [Ivo01]. Web designers can 

derive from Web design guidelines a Web pattern, which is formalized as a graph grammar 

through our framework. Then, given a Web page, a graph parser can recognize all instances of 

a Web pattern that satisfy required spatial properties according to Web design guidelines. In 

other words, the automatic consistency inspection is actually implemented through a graph 

parsing process. Any instance recognized by a graph parser indicates a consistent design. 

Otherwise, it means a violation of design guidelines.    

 Personalized Web Interfaces. When viewing a Web page, users can have varied focuses. For 

example, about the description of a product, some users may first notice the price while others 

may first look at the brand. Due to diversified personal preferences, it is desirable to 

personalize Web designs. Web patterns can facilitate the personalization of Web layouts. More 

specifically, we can first recognize a Web pattern and analyze the semantics of information 

objects within Web pages of the same pattern. Then, an eye tracker, which can record an eye’s 

moving path and the time that the eye stays on each position, is used to capture a user’s 

browsing behavior. Based on user’s browsing behavior and the semantics of information 

objects within a Web pattern, we can derive user’s focus on the contents and accordingly 

personalize the interface.  



 

12 

 

2.3. Approach Overview 

This paper discusses a toolset, i.e. Visual Engineering for Web Patterns, to specify and 

validate Web patterns. Our approach consists of three components as shown in Figure 2-3. The 

graph generation component abstracts a Web page as a spatial graph that simplifies the original 

Web page and highlights important semantic relations between recognized information objects. 

The graph generation proceeds in the following steps: (1) render a Web page on the screen, (2) 

recognize information objects and divide a Web page into different regions according to its DOM 

structure, (3) calculate semantic relations between recognized information objects based on the 

layout information, and finally (4) optimize the spatial graph. Based on spatial graphs, a Web 

pattern is visually specified in the form of a graph grammar. The interactive grammar design tool 

eases the effort of developing a graph grammar and improves the usability of our approach. Briefly 

speaking, a grammar induction engine automatically discovers a Web pattern from sample Web 

pages and summarizes it as a graph grammar, which can be further modified through a sample 

based grammar editor. The third component, i.e., the graph parser, parses the spatial graph of a 

Web page in the line of a graph grammar. The parsing process can efficiently identify information 

blocks that satisfy required spatial properties in a Web pattern. In the other words, the graph parser 

discovers and validates instances of a Web pattern according to a graph grammar.  
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2.3.1. Graph generation 

Graph generation is a critical step in our approach since it simplifies original Web pages 

and eliminates variations among different Web pages. More specifically, the graph generation 

process removes (1) style and layout elements, which do not include any real content, (2) 

advertisements and (3) menus in the border areas.  The simplification effectively reduces the 

complexity of HTML pages and removes potential noises in the pattern recognition. The graph 

generation process proceeds in the following steps: Web page rendering, node and edge generation, 

and graph optimization.  

The visual layout of a web page is determined by three variables, i.e. (1) the actual HTML 

source code that specifies the DOM structure of the page, (2) data items such as text and picture 

and (3) style sheets and client side scripts which are executed by a browser at runtime. Therefore, 

we can access all HTML elements, especially dynamic elements which are generated on the fly, 

only by actually rendering a Web page. Also, the page rendering determines the position and size 
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of each element. It is very likely that an HTML DOM Structure has some markup errors. According 

to [Che05] only about 5% of Web pages are “valid” in compliance with the HTML standard. In 

order to make the page rendering autonomously, our approach recovers a Web page from possible 

errors during the rendering process.  

 

After achieving the dynamic and static HTML elements and their spatial properties, the 

second step generates a spatial graph in which a node represents an information object for data 

extraction and an edge indicates a close semantic relation between the pair of connecting nodes. 

For example, Figure 2-4 shows the screenshot of a Web page and its corresponding spatial graph. 

Instead of applying image processing to extract information objects, our approach recognizes 

information objects based on HTML tags. Contents enclosed within several adjacent HTML tags 

may be consolidated as a single atomic information object based on the DOM structure. Then, 

semantic relations are calculated among information objects. We have extensively investigated 

different Web sites and found that a small distance strongly indicates a close semantic relation 

between two objects. This observation is consistent with the Human Computer Interaction 

principle that closely related objects should be grouped together and placed in proximity [Shn09]. 

(a) The screen shot of a Web page (b) Its corresponding spatial graph 

Figure 2-4. Graph generation and optimization 



 

15 

 

Considering different sizes of information objects, we proposed a novel approach to calculating 

distance in a 2D space. The last step in the graph generation is to optimize the generated spatial 

graph by removing noises (such as advertisements and menus). We can identify those noises based 

on their positions since they in general are placed in the border areas of a Web page. Another type 

of noise is repetitive small pictures.  

2.3.2. Grammar design and pattern validation  

A spatial graph simplifies its original Web page while keeping essential spatial properties 

among information objects. Based on spatial graphs, a Web pattern is visually specified through a 

graph grammar that defines computations in a multi-dimensional fashion through a set of 

productions. Each production consists of two parts: a left graph and a right graph, and the 

difference of which visually indicates the changes caused by a computation. In the pattern 

discovery and validation, the left graph in a production includes a composite information object, 

which is made of a set of atomic/composite information objects observing speficied spatial 

relations in the right graph. Then, a complete graph grammar hierarchically integrates local spatial 

relations together to construct a Web pattern. Based on a graph grammar, a graph parser analyzes 

spatial properties in a spatial graph in the bottom-up fashion and recognizes in the spatial graph all 

substuctures that are consistent with the graph grammar (i.e., recognizing instances of a Web 

pattern).  

Instead of designing a graph grammar from scratch, we designed an interactive process to 

design a graph grammar visually and intuitively. Grammar induction [Ate06, Ate07] is an 

automatic process of generating a grammar from given example graphs, saving the effort of 

manually designing the grammar. The graph grammar induction engine used in our framework is 
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called VEGGIE [Ate06, Ate07] that extends the SUBDUE Grammar Learner [Jon03]. The 

induction process is based primarily on the idea of graph compression. Like popular file 

compression techniques, the compression process looks for common substructures within the 

graph, and compresses the graph by recording the substructure and replacing all instances by a 

marker. As substructures are captured, this process models a simple context-free grammar 

induction process. Like string-based data compression, graph-based data compression relies on a 

substructure matching technique to find instances within the graph. In addition to automatic 

grammar induction, a sample based grammar editor allows users to directly select one or more 

information objects in the Web page to make a production. This editor supports a direct 

manipulation on the grammar design that reduces the gap between a concrete Web pattern and an 

abstract graph grammar. With the help of this tool, even users without much training in graph 

grammars may design a graph grammar. In summary, a graph grammar brings the following 

benefits to define a Web pattern:  

 A Web pattern defines essential spatial relations among objects at a high level. However, 

it is inevitable that there exist variations among instances of a Web pattern. For example, 

a pattern that displays a news story is to place a title on the top, followed by several 

paragraphs. Obviously, different news stories can have different numbers of paragraphs. 

A graph grammar is powerful to handle such variations by applying a production 

recursively. 

 It is a one-time effort to design a graph grammar. Once a graph grammar is defined, it 

can be applied to different Web pages to validate instances of a defined Web pattern. Our 

approach decouples the specification of a Web pattern from pattern recognition. 
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Consequently, our framework can efficiently recognize and validate the evolving patterns 

by accordingly updating the graph grammar without changing source codes. Decoupling 

knowledge specification from the pattern validation process makes our approach more 

robust to handle pattern evolution and variations among different Web pages.   

2.4. Graph Generation 

The graph generation process first renders a web page and identifies all information objects 

(i.e. node generation) with their spatial properties (i.e. size and location). Afterward, it calculates 

the semantic relations between two nodes based on their distance. Finally, the generated spatial 

graph is optimized by removing useless sections and noises.  

2.4.1. Node generation 

Identifying information objects requires first loading and rendering a Web page, since 

client-side scripts are commonly used to generate dynamic contents in a Web page. We can access 

those dynamic contents only by actually rendering a Web page. Furthermore, spatial properties 

(i.e., the size and position) of each HTML element are calculated during the rendering process.  

Contents are stored in three types of nodes, i.e. image, text and link. The contents enclosed 

in the <img> or <a> tags are recognized as an image node or a link one, respectively. However, 

it is challenging to identify a text node since one complete sentence may be separated by several 

HTML tags and it is necessary to consolidate those information pieces together. For example, 

formatting and styling tags, such as <b>, <br>, <font>, <span>, can divide a sentence into 

several pieces. In the graph generation, all those formatting and styling tags are removed and 

adjacent contents are consolidated as one single text node. This consolidation is consistent with 

human perception that people recognize the whole sentence as an atomic information object to 
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interpret a Web page. Furthermore, the consolidation reduces the number of nodes in the spatial 

graph and thus speeds up the parsing process. In addition to the above three nodes, we also 

introduce a container node, which implies a region within a Web page. A container node does not 

store real content. Instead, it is used to calculate semantic relations in the next step. Container 

nodes are derived from structural HTML elements, such as <Table> or <Div>.  

2.4.2. Edge generation  

After identifying atomic information objects as nodes, it is a critical to calculate semantic 

relations between information objects and use an edge to connect two nodes that are semantically 

related. In a two dimensional space, an information object can have an arbitrary spatial relation 

with adjacent nodes. A complete spatial parsing that analyzes different spatial properties in a graph 

could be time consuming. Our approach first derives the semantic relations only between adjacent 

nodes, and each semantic relation is represented as an edge in the spatial graph. Based on the 

derived semantic relations, we can limit the spatial parsing to objects that have semantic relations 

and thus reduce the search space to speed up the parsing process. 

According to the HCI principle that related contents are placed in proximity [Shn09], we 

use the distance to derive the semantic relation between two objects. However, the shape of each 

information object is considered as a rectangle, the distance cannot be calculated between the two 

central points due to various sizes. We design a novel way to calculate the distance between objects 

a and b. We extend the size of object a to a certain degree. If at least two corners of object b fall 

in the extended rectangle of object a, objects a and b have a short distance that indicates a and b 

are semantically related. Accordingly, an edge is created in a spatial graph to connect objects a 

and b.  
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It is challenging to determine the threshold of extending an object. We have tried different 

means to determine the best value. First, we use an absolute value that produces a poor result since 

the size of an object does affect the calculation of distance. Then, we have designed a linear 

formula based on the size, which has an improved performance, but is still not optimal. Finally, 

we have designed a hash function between the size of an object and the extension value, as 

presented in Figure 2-5. Figure 2-6 presents the evaluation result on comparing those three 

approaches. The hash function based approach produces the best result in terms of both precision 

and recall2.  

 

Figure 2-5. Hash function determining relationships between an object size & threshold 

value 

  

                                                 

 

 

2 Definitions of Recall and Precision are provided at section 2.8.1. 
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Figure 2-6. Recalls and precisions of distance calculation approaches 

In addition to distance, the hierarchical DOM structure also provides hints to derive 

semantic relations. The HTML tags <table> and <div> are recognized as containers, and each 

container indicates a separate region. Since closely related objects are in general placed in the same 

region, semantic relations are limited to information objects which are in the same container or 

adjacent containers. According to the HTML DOM structure, we define a containment tree that 

specifies hierarchical relations among containers and information objects. For example, if an 

HTML element <p> (corresponding to a text object t) is enclosed in an HTML element <table> 

(corresponding to a container c), then the container c has a parent-child relation with the text object 

t in the containment tree. However, CCS style sheets or script languages could change the position 

of an information object and present it at a position which is completely different from the one 

defined by the DOM structure. Therefore, after rendering a Web page, we adjust the containment 

tree based on the real rendering. We traverse every object in the containment tree: if an object is 

completely contained in its parent container, we keep the current containment relation. Otherwise, 

the parent of this object becomes the smallest container that completely contains it. 
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Based on the containment tree, if an information object a has a semantic relation with an 

information object b, a must have one of the following containment relations with b, as presented 

in Figure 2-7, where a solid bold rectangle represents a container:  

 As presented in Figure 2-7 (a), a and b are in the same container; or  

 As presented in Figure 2-7 (b), the container of object a is the direct parent of the 

container of object b; or 

 As presented in Figure 2-7 (c), the container of object a is the sibling of the container of 

object b.  

 

2.4.3. Optimization 

A Web page includes some information objects that are useless for data extraction, such as 

small icons. Those useless objects could add deviation to instances of Web patterns. For example, 

some Web designers place a small icon (such as the icon of a truck to indicate shipping) between 

a product image and product description. This small icon could establish two semantic relations, 

one between the product image and the icon, and the other one between the icon and the production 

description. Such connections make it slightly different from other instances of the same pattern 

that the product image is directly connected to the product description. We can eliminate the 

deviation by removing the small icon that does not really contribute to the real contents. We have 

manually evaluated 50 Web sites, and observed that small elements (such as icons) are in general 

 (a) The same container (b) The nested containers (c) The sibling containers 

b a 

Figure 2-7. Different combinations of containers 

 

b b a a 
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not important to real contents and commonly used for formatting purpose or for displaying extra 

information. Based on the observation, we have summarized two heuristic rules to remove small 

objects:  

 Remove a text or link node whose size is smaller than 200 pixels;  

 Remove an image node whose size is smaller than 1400 pixels. 

A Web page is generally divided into 5 regions: top, bottom, left, right and center [Kov02]. 

Menus and advertisements are in general placed in the border areas. Removing menus and 

advertisements can reduce the size of a spatial graph without losing useful information, since they 

are irrelevant to data extraction. Instead of searching and removing individual information objects, 

our approach searches for a container that is at least 200 pixels in width and overlapping with at 

least 60 percent of a border area. If such a container is found, all the information objects contained 

by this container are removed. We are using containers to establish semantic relations among 

information objects, but containers themselves are not real data objects. Therefore, all containers 

are removed in the final spatial graph. Finally, any image that occurs more than twice is removed 

from the final spatial graph. These repetitive images are buttons, icons or styling images which are 

used for formatting and layout purpose without holding real contents. In summary, removing the 

above nodes can reduce the complexity of a generated spatial graph and eliminate noise in the data 

extraction process.  

2.5. Pattern Specification and Validation 

A concrete Web page is abstracted as a spatial graph, which not only simplifies the original 

page but also eliminates some variations. Based on spatial graphs, Web patterns are formally 

defined through graph grammars.   
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2.5.1. Spatial graph grammar 

Graph grammars with their well-established theoretical background can be used as a 

natural and powerful syntax-definition formalism [Roz97] for visual languages, which model 

structures and concepts in a 2-dimensional fashion [Cox00]. The parsing algorithm based on a 

graph grammar can be used to check the syntactical correctness and to interpret the language’s 

semantics. 

Different from other graph grammar formalisms, the Spatial Graph Grammar (SGG) 

[Kon06] introduces spatial notions to the abstract syntax. In SGG, nodes and edges together with 

spatial relations construct the pre-condition of a production application. The direct representation 

of spatial information in the abstract syntax makes productions easy to understand since grammar 

designers often design rules with similar appearances as the represented graphs. In other words, 

using spatial information to directly model relationships in the abstract syntax is coherent with the 

concrete representation. Allowing designers to specify design knowledge in both structural and 

spatial properties simultaneously, the spatial graph grammar is ideal for specifying the extraction 

of structured records underlying a Web page. For example, the SGG production in Figure 2-8.a 

models the composition of an information object from both structural relations and spatial 

properties among relevant objects. In the above example, one structural relation (i.e. an edge 

between two nodes) indicates two objects are semantically closely related. According to the 

production in Figure 2.8a, a product information object is made of three information objects, i.e. 

link, image and text. The link has a close semantic relation with the image, and the image has one 

with the text. Furthermore, the link is placed above the image, and the image above the text. Such 

a display is defined through the spatial specification in Figure 2.8a. SGG also supports the syntax-
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directed computation through action code. An action code is associated with a production, and is 

executed when the production is applied. Writing an action code is like writing a standard event 

handler in Java. 

 

Applying a production to a graph, usually called a host graph, is referred to as a graph 

transformation, which can be classified as an L-application (in a forward direction) or R-

application (in a reverse direction). A redex is a sub-graph in the host graph which is isomorphic 

to the right graph in an R-application or to the left graph in an L-application. A production's L-

application to a host graph is to find in the host graph a redex of the left graph of the production 

and replace the redex with the right graph. The language, defined as all possible graphs that have 

only terminal objects, can be derived through L-applications (i.e. a generating process) from an 

initial graph. On the other hand, an R-application is the reverse replacement (i.e. from the right 

graph to the left graph) used to parse a graph. In this paper, R-applications (i.e. a parsing process) 

are used to extract structured records from a Web page. For example, Figure 2.8.b shows a host 

graph, i.e. an abstraction of a Web page. The redex that matches the right graph in Figure 2.8.a is 

Figure 2-8. The spatial graph grammar formalism 
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highlighted in the dotted rectangle. After one R-application, we can extract a product record and 

the new host graph is updated as shown in Figure 2.8.c.   

2.5.2. Validating web patterns 

Based on the spatial graph, we formalize a Web pattern as a graph grammar. The left graph 

in a production includes one composite information object (other nodes in the left graph are context 

objects), and the right graph contains several atomic/composite information objects, which hold 

required spatial relations. In a spatial graph, the spatial relation of “short distance” is abstracted as 

an edge while other spatial relations are dynamically calculated during the parsing process. Based 

on the defined graph grammar, the SGG parser takes a spatial graph as input and recognizes in the 

spatial graph all substructures that are consistent with the defined the grammar. Figure 2-9 shows 

the graph grammar for Pattern 1 while Figure 2-10 presents the graph grammar for Pattern 2. In 

Figure 2-10, more specifically, Productions P1 to P3 specify the variations among instances of 

Pattern 2. P1 specifies that a product is made up of a title (i.e. a link object), a brief description 

(i.e. a text object), a production picture (i.e. an image object) and other descriptions (i.e. a text 

object). P2/P3 specifies that a product include a title, a product picture and other descriptions. All 

those objects are displayed vertically from top to bottom. In P2, a title is placed above an image 

and vice versa in P3. P4 is a recursive production that is used to recognize an arbitrary number of 

lines of product description.  
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Each graph transformation reveals a local composition. For example, the application of 

Production P1 in Figure 2-10 indicates that a composite object product consists of four information 

objects, i.e. image, link and two text objects. A sequence of graph transformations, i.e., the parsing 

process, assembles local compositions into a global hierarchical structure. For example, Figure 2-

11.a presents a spatial graph. Three types of information objects, i.e. image, link and text, are 

recognized. An image object displays the picture of product; a link object represents a hyperlink 

that directs users to a separate page for more detailed information; and all other information objects 

are recognized as text objects, which provide textual description on a product. This spatial graph 

follows Pattern 2. Accordingly, the SGG parser applies the graph grammar in Figure 2-10 to the 
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spatial graph in Figure 2.11.a and the recognized instances of Pattern 2 are presented in Figure 2-

11.b. 

 

 

2.6. Grammar Induction 

Though a graph grammar and its associated parser provide a solid foundation for deriving 

the information organization underlying a Web page, it is time-consuming and challenging to 

design a graph grammar. Instead of writing a graph grammar from scratch, our framework includes 

a novel grammar induction engine for automating the grammar design and construction. Our 

grammar induction engine is featured by considering spatial properties in the induction process. In 

addition to a grammar induction engine, our toolset provides a sample-based grammar editor, 
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which allows grammar designers to intuitively design a graph grammar by directly manipulating 

information objects in a concrete Web page. In summary, the grammar induction engine, 

supplemented with a graphical grammar editor, improves the efficiency of grammar design.   

2.6.1. A grammar induction engine 

With the popularity of tree and graph structures in various applications, it is useful to 

automatically discover and formalize repetitive structures as a graph grammar, i.e., grammar 

induction. Most work focused on tree structures, such as [Liu03, Cre01, Ara03, Chu04, Rei04, 

Zha05], while only few approaches work on graphs. Node replacement is the basic operation in a 

grammar induction process, such as [Jon04, Ate06, Kuk07, Blo08]. Single node graphs are built 

up into more complex sub-graphs by adding edges and other nodes as they are present in the 

original graph. Each sub-graph, from simple to complex, is tested against the original graph for its 

compressive power—how well the sub-graph compresses the original graph. The best sub-graph 

is used to reduce the original graph by replacing all instances of the sub-graph with a single node. 

The compression consequently creates a graph grammar production for the sub-graph and 

replacement node [Ate06]. Instead of applying node replacements, Kukluk [kuk08] introduced an 

efficient algorithm to derive edge replacement graph grammars. 

Our grammar induction algorithm has two distinct features from the previous approaches. 

First, to the best of our knowledge, none of existing grammar induction engines considers spatial 

properties of a graph in the induction process. However, spatial information may play an important 

role in real applications. The layout in which a line of texts is displayed above an image can have 

a different meaning from the layout which places an image above a line of texts. Therefore, our 

approach considers the spatial information in the induction process. In other words, our approach 
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considers two graphs identical only if they have the same structure (i.e., connections among nodes) 

and layout. Second, traditional node replacements in the induction process cannot keep the spatial 

relations among terminal nodes. For example, Figure 2-12 shows a spatial graph, in which each 

label near an edge indicates the spatial relation between the corresponding pair of nodes. If the 

image and text nodes are induced to a non-terminal node P1, the spatial relation between P1 and 

the remaining node Link becomes undefined due to the irregular shape of P1. More specifically, 

previous approaches induce a graph grammar in a bottom to top fashion through node/edge 

replacements. Instead, our approach starts the induction from a single node and gradually extends 

this single node to more complex graphs. During the extension, we search for repetitive structures 

and induce them as productions. The extension based approach preserves spatial relations among 

terminal objects during the induction process.   

 

Searching repetitive structures in a graph is an NP-Complete problem due to cycles. Our 

approach orders terminal objects based on left-right and top-bottom relations. Such an order allows 

us to search for structures in one direction to avoid cycles. More specifically, our induction 

approach proceeds in the following steps. First, each node in a graph is coded as a unique string, 

which specifies both the structural relations (i.e., the connection with its neighbors) and the spatial 

relations (i.e., right, bottom and containment) with those neighbors. Second, the string of each 

node is summarized as a java regular expression, which specifies a search pattern for strings. 

Image 

Text Link 

Bottom Bottom 

Right 

Figure 2-12. A spatial graph 
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Especially, nodes that have the same structural and spatial properties produce the same regular 

expression. In order to improve the search efficiency, the third step divides a large graph into 

multiple subgraphs. More specifically, given a node a, we gradually extend this node to the right 

and to bottom by following a directed path from node a. The extension continues until the longest 

path between any node in this subgraph and the original node (i.e., the node located in the top-left 

corner in the subgraph) reaches 10 or the extension reaches the node in the right-bottom corner. 

The extension is applied to every single node in the original graph. Consequently, given a graph 

with n nodes, the third step produces n subgraphs. Later, the search of repetitive structures is 

performed within each subgraph. Finally, the grammar induction (refer to lines 5-10 in Figure 2-

13) is converted as a problem that searches for common java regular expressions (produced from 

the second step) in strings of subgraphs (produced from the third step). Figure 2-13 gives an 

overview of our approach.  In forth Step, using the regular expressions which are created on second 

step, we count the number of subgraphs, which each regular expression can match. We select the 

top 20 most common regular expressions. These represent the most common search patterns in the 

graph. Afterward, in line 5-8 there is an iterative process, which basically start expanding those 

initial top 20 patterns by replacing the neighbors with other regular expressions. Then, recounting 

the number of subgraphs matches for each new pattern, and again selecting the top 20. This will 

expand the size of the patterns at each iteration, while always keeping the most common ones. 

Finally on Line 9 we use the last 20 regular expressions and calculate the area, which could be 

covered by each pattern on the actual Web Page. In this step we will select the pattern, which 

covers the most area on the Web page. Final step, creates a graph grammar based on selected 

regular expression on line 10. 
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2.6.1.1. Step 1. Create a graph string for each node 

Our approach is distinct by converting a graph to a string, which consequently translates a 

graph search problem to a string search problem. Therefore, the first step is to convert each node 

in a graph to a unique string. In the conversion, we consider three types of spatial relations, i.e., 

Bottom, Right and Containment. In other words, given a node a, the corresponding string defines 

its adjacent nodes located to the right and to the bottom of node a. More specifically, each string 

includes two parts, separated by the symbol ~. The first part presents the type and ID of node a, 

and the second part has three sections, separated by a semicolon. The first section presents the 

node types and IDs, which locate to the right node a, the second section contains nodes which are 

below, and the last section defines nodes that are contained by node a. The exclusion of relations 

left and top support an ordered search and extension in the following steps to avoid cycles. For 

example, Figure 2-14 shows a spatial graph. Figure 2-15 presents the generated strings for node 

Image1 and text2, respectively. In the above example, abbreviations of I, T, L represent Image, Text 

1.    A unique string is generated for each node in the graph G.  

2.    Summarize each string as a java regular expression 

3.   Extend each node in G to the right and to the bottom. Each produced subgraph is 

specified through a string.  

4.   Find the top 20 common java regular expressions. 

5.   for (i=1; i<MaxLevel;i++)  

6.   { extend the top 20 java regular expressions; 

7.  find the top 20 java regular expressions; 

8.   } 

9.   Among top 20 java regular expressions, search for the regular expression that 

covers the most area.  

10. Convert the regular expression to a graph grammar   

Figure 2-13. The grammar induction 
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and Link, prospectively; letter N means that there is no node in that section; and symbol # indicates 

the end of a string. 

2.6.1.2. Step 2. Summarize java regular expressions 

In this step, we abstract the string of every node as a java regular expression and summarize 

a list of unique regular expressions. For example, the string of node Image1 in Figure 2-15.a is 

abstracted as the following regular expression. 

{\{I\d{4}~(T\d{4}\,){1}?(T\d{4}\,){1}?[^;]*;(L\d{4}\,){1}?[^;]*;[^;]*#\} 

A regular expression keeps the node type, but it removes the detailed ID. Instead, each 

detailed ID is represented with a general format that includes 4 digit numbers. For example, node 

Image1 is abstracted as I\d{4} that indicates an image node with four digits as its ID. The above 

regular expression also defines required structural properties among Image1 and it adjacent nodes 

that have right, bottom or containment relations with Image1. For example, T\d{4}\,){1} in the 

above regular expression indicates that there is one text node locating right to Image1. [^;]* is used 

as a wide card that allows variations when searching for an instance of this regular expression. In 

summary, a regular expression defines required structural and spatial relations among the node in 

the top-left corner in a sub-graph and its adjacent nodes. Graph strings that have the same spatial 

and structural properties are abstracted to the same regular expression. For example, any subgraph, 

Image
1
 

Text2 

Link
4
 

Text2 

Text2 

Figure 2-14. A sample spatial graph 

(a)  {I0001 ~ T0002, T0003, ; L0004, ; N #} 

Image1 
Text 

Right 
Bottom 

Containment 

Figure 2-15. The text equivalent of Image1 

(b)  {T0002 ~ N ; T0003, ; N #} 
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which has an Image node in the top-left corner with at least two adjacent Text nodes at the right 

side and at least one adjacent Link on the bottom, is considered as an instance of the above regular 

expression. Given the example in Figure 2-14, we can summarize the following regular 

expressions:  

{\{I\d{4}~(T\d{4}\,){1}?(T\d{4}\,){1}?[^;]*;(L\d{4}\,){1}?[^;]*;[^;]*#\} 

{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;]*#\} 

{\{L\d{4}~((T\d{4}\,){1}?[^;]*;[^;]*;[^;]*#\} 

In the following description, set Set_RegularExpression is used to describe all regular 

expressions generated in Step 2. 

2.6.1.3. Step 3. Expand graph strings 

In order to have an efficient search, we divide a graph into a group of subgraphs. The 

division is implemented by extending the graph string generated in the first step. More specifically, 

a graph string in step 1 indicates a minimal subgraph, where the distance between the node in the 

top-left corner (i.e., Image1 in the example in Figure 2-15.a) and any other node in the subgraph 

is one. In the following description, the node in the left-top corner is referred to as the origin of 

the subgraph. Then, we can extend this subgraph to the right and to the bottom by replacing each 

adjacent node of the origin in the graph string with the graph string of this adjacent node. For 

example, the graph string of node Image1 in Figure 2-15.a can be extended to the following string:   

{I0001~{T0002~N;T0003,;N#},{T0003~N;T0005,;N#},;{L0004~T0005,;N;N#};N#} 

In the above extension, except the origin, each single node in the graph string is extended with a 

subgraph that takes this node as the origin. For example, node T0002 has been replaced by the 

subgraph of {T0002~N;T0003,;N#}. The first round of extension increases the maximum distance 

between the origin (i.e., Image1 in the above example) and any other node in the extended string 
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to 2. The extension continues until the node in the bottom-right corner is reached or the maximum 

distance between the origin and any other node in the extended string reaches 10. This extension 

is applied to every graph string generated in Step 1. Therefore, given a graph with n nodes, the 

third step will generate n subgraphs. In other words, the original graph is divided into n subgraph 

and the search of a structured record is performed within each subgraph.  

2.6.1.4. Step 4. Graph grammar induction 

Based on the regular expressions produced in Step 2 and n subgraphs generated in Step 3, 

we search for the instances of each regular expression in those subgraphs, and select the top 20 

regular expressions that have most instances among n subgraphs. Any of the top 20 regular 

expressions, which are recorded in set Candidates_GG, indicates a repetitive structure that occurs 

in a graph multiple times. However, each selected regular expression only specifies a minimal 

structure, in which the distance between the node in the top-left corner of the structure and any 

other node in the structure is only 1. We need to gradually extend the selected regular expression 

to identify a complete structure. Accordingly, we take those top 20 regular expressions as the initial 

set of repetitive structures, which are gradually expanded. In the expansion, we will traverse every 

node except the origin in the regular expression (i.e., the node in the top-left corner), and expand 

node a with every possible regular expression in Set_RegularExpression, where a regular 

expression has node a in the left-top corner. Since each expansion causes a new regular expression 

and several regular expressions may have the same node type in the top-left corner, expanding one 

regular expression will produce multiple new expanded regular expressions. For example, 

considering the example in Figure 2-14, expanding following pattern can produce a total of 7 new 

regular expressions. 
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{\{I\d{4}~(T\d{4}\,){1}?(T\d{4}\,){1}?[^;]*;(L\d{4}\,){1}?[^;]*;[^;]*#\} 

Expanded regular expressions is presented as the following: 

1. {\{I\d{4}~(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;]*#\}10000\,){
1}?(T\d{4}\,){1}?[^;]*;(L\d{4}\,){1}?[^;]*;[^;]*#\} 

2. {\{I\d{4}~(T\d{4}\,){1}?(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;
]*#\}10000\,){1}?[^;]*;(L\d{4}\,){1}?[^;]*;[^;]*#\} 

3. {\{I\d{4}~(T\d{4}\,){1}?(T\d{4}\,){1}?[^;]*;(10000{\{L\d{4}~((T\d{4}\,)
{1}?[^;]*;[^;]*;[^;]*#\}10000\,){1}?[^;]*;[^;]*#\} 

4. {\{I\d{4}~(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;]*#\}10000\,){
1}?(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;]*#\}10000\,){1}?[^;]

*;(L\d{4}\,){1}?[^;]*;[^;]*#\} 

5. {\{I\d{4}~(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;]*#\}10000\,){
1}?(T\d{4}\,){1}?[^;]*;(10000{\{L\d{4}~((T\d{4}\,){1}?[^;]*;[^;]*;[^;]*

#\}10000\,){1}?[^;]*;[^;]*#\} 

6. {\{I\d{4}~(T\d{4}\,){1}?(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;
]*#\}10000\,){1}?[^;]*;(10000{\{L\d{4}~((T\d{4}\,){1}?[^;]*;[^;]*;[^;]*

#\}10000\,){1}?[^;]*;[^;]*#\} 

7. {\{I\d{4}~(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;]*#\}10000\,){
1}?(10000\{\{T\d{4}~([^;]*;(T\d{4}\,){1}?[^;]*;[^;]*#\}10000\,){1}?[^;]

*;(10000{\{L\d{4}~((T\d{4}\,){1}?[^;]*;[^;]*;[^;]*#\}10000\,){1}?[^;]*;

[^;]*#\} 

As shown on first expanded regular expression, node T\d{4} is expanded with the regular 

expression {T\d{3}~[^;]*;(T\d{3}\,){1}?[^;]*;[^;]*#\}, which has a text node as the origin. Each 

expanded regular expression is added to Candidates_GG. Number 10000 indicates the first level 

of expansion. On first 3 expanded regular expression we have just replaced one node, while on 4, 

5, 6 we have replace two nodes, and on on 7 we have replaced all three nodes. In the provided 

example we only have one pattern which start with Text Node, but if we have more than one, then 

we need to also iterate over those and create more combinations based on those. After expansion, 

each regular expression in Candidates_GG is calculated with its instances in all subgraphs. We 

again select top 20 regular expressions based on number of instances, and each selected regular 

expression must have at least 4 instances in subgraphs. Only those selected regular expressions are 

kept in Candidates_GG. Then, we start the second round of expansion and verification. In order 

to match the maximum subgraph generated in Step 3, the expansion and verification are performed 

for 10 rounds. After all rounds of expansion and verification, we finally select the top 20 regular 
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expressions, and each indicates one graph grammar. Based on the observation that important 

information takes the main area in a Web page, we calculate the area that is covered by the 

instances of each regular expression, and choose the regular expression that covers the largest area 

as the final induced graph grammar.  

A regular expression can consist of multiple levels. Starting for the deepest level (i.e., level 

10), we extract productions in a bottom-up fashion. For example, given the following regular 

expression, we can summarize a graph grammar as shown in Figure 2-16. 

{\{I\d{4}~(10000\{T\d{3}~[^;]*;(L\d{3}\,){1}?[^;]*;[^;]*#\}10000\,){1}?(T\d{4

}\,){1}?[^;]*;(L\d{4}\,){1}?[^;]*;[^;]*#\} 

 

The first production P1 is extracted from the regular expression with the deepest level, 

i.e., 10000\{T\d{3} ~[^;]*; (L\d{3}\,) {1}?[^;]*;[^;]*#\}10000. The second 

production (P2) is summarized based on P1. Since P1 is extended from a single text node, we 

also summarize P3 that includes a terminal node instead of substructure of P1. 

2.6.2. Interactive grammar design  

Due to the lack of domain knowledge, a grammar induction algorithm in general assigns 

recognized substructures with program-generated names, which make it hard for Web designers 

P2 
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P1 
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P2 

P1 
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P1 

Image3 above Link4 

Image3 left P3 
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Spatial Relations: 

Figure 2-16. The graph grammar for text pattern 
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to refine the induced grammar. In order to facilitate the automatic grammar induction, we develop 

a sample-based grammar editor, in which grammar designers directly manipulate the screenshot 

of a Web page to design a graph grammar.  

A spatial graph that is abstracted from a concrete Web page simplifies the original DOM 

structure, and thus facilitates the spatial parsing to recognize instances of a Web pattern. However, 

such an abstraction introduces a gap between a spatial graph and its concrete representation in a 

Web page. A sample-based grammar editor bridges the gap by supporting grammar designers to 

design a graph grammar directly on a concrete Web page. We developed sample-based grammar 

editor that functions like a regular browser to display a Web page. In addition, the editor highlights 

each recognized information object in a rectangle, as shown in Figure 2-17. When a user clicks an 

information object, semantic relations related to this information object are displayed accordingly. 

In other words, the editor visualizes a spatial graph in a concrete Web page. Such a visualization 

instantiates the abstract organization of a Web pattern in a concrete context. A Web designer can 

construct a production by intuitively selecting several information objects in the visualization. 

According to user’s selections, the selected information objects with semantic relations among 

them make up the right graph of a production.   
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2.7. Experiment 

This section compares our approach with the state-of-the-art information extraction 

system, Mining Data Records (i.e. MDR) [Liu03]. MDR has been commonly used as a benchmark 

to compare with other approaches, such as ViNTs [Zha05b] and ViPER [Sim05], and is available 

to the public (http://www.cs.uic.edu/ ~liub/WebDataExtraction/MDR-download.html). We first 

discuss the design of the experiment, then present the results, and finally discuss the results. 

2.7.1. Setup 

The experiment is explained in the following sections. 

2.7.1.1. Experiment web pages 

Liu et. al. [Liu03] evaluated MDR on 46 Web sites. From those 46 Web sites, we eliminate 

the Web sites that are not accessible and not in the category of ecommerce, and finally select 21 

Web sites as the test set.  

Figure 2-17. A sample-based grammar editor 
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2.7.1.2. Measurement 

We measured the performance with the standard metrics: 

𝒓𝒆𝒄𝒂𝒍𝒍 =
𝑬𝒄𝒐𝒓𝒓𝒆𝒄𝒕

𝑵𝒕𝒐𝒕𝒂𝒍
;            (Equation 2-1) 

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑬𝒄𝒐𝒓𝒓𝒆𝒄𝒕

𝑬𝒕𝒐𝒕𝒂𝒍
;            (Equation 2-2) 

Where Ntotal is the number of data records contained in a Web page; Ecorrect indicates 

the total number of correctly extracted data records; and Etotal denotes the total number of data 

records extracted from a Web page. We also calculated the F1-Score, which is the harmonic mean 

of precision and recall and is defined as 
2×𝑟𝑒𝑐𝑎𝑙𝑙×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
. The F1-Score has been commonly used 

as a metric to evaluate the overall performance in many approaches [Che08, Lab09]. MDR is a 

general process that can recognize any repetitive structures within a Web page. Those recognized 

records may belong to different categories. Since those product-unrelated records may affect the 

recall and precision of MDR, we only calculate the number of product records recognized by MDR 

in order to compare two approaches fairly. In other words, structured records that are extracted by 

MDR but not related to products are not counted toward Ecorrect and Etotal. In addition, we 

evaluate the processing time and the complexity of the spatial graph in our approach. For our 

approach we had two options. First, we manually design a grammar similar to what discussed on 

section 2.5. Second using our automated grammar induction algorithm described at section 2.6.1. 

We have evaluated our approach using both methods and then compare all together. 

2.7.1.3. Execution platform 

We have evaluated the MDR and our approach on a desktop with a Core 2 Duo CPU 2.26 

GHz and 4 GB RAM, running Windows 7 Professional. 
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2.7.2. Evaluation 

2.7.2.1. Precision/Recall/F1-Score 

The results are presented in Table 2-2. The recall of our approach is 99.5% for both manual 

and automated grammar, compared to 53.5% of MDR. The high recall rate in our approach 

indicates that visual analysis based on graph grammars is powerful to recognize structured records. 

The precision of our approach is 95.5% for manually designed grammar and 95.0% for automated 

grammar induction, which both are close to 97.9% of MDR. Our approach may falsely recognize 

some records, which are mainly caused by noise. For example, if an advertisement is placed in the 

central area and its overall layout is similar to pattern 2 (i.e. including a link, a picture and several 

lines of textual description that are displayed vertically); this advertisement may be recognized as 

a product record. Similar issue exists for automated grammar induction, besides since the grammar 

is more customized based on frequency of existing patterns in a webpage, it slightly increase the 

chance of falsely recognizing a product. In order to improve the precision, it is critical to improve 

the graph generation process by removing potential noise. F1-Score shows the overall 

performance. As shown in Table 2-2, our approach has a high F1-Score of 97.49% for manual 

grammar design and 97.16% for automated grammar induction, compared to 69.19% of MDR. In 

summary, the results indicate our approach has a good performance in terms of both precision and 

recall, and very high F1-Score.  
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Table 2-2. Experimental results 

 Domain Name 

# of 

Structured 

Records 

MDR VGE (Manual) VGE (Auto) 

Correct Found Correct Found Correct Found 

1 shopping.yahoo.com 15 0 0 14 14 14 14 

2 scistore.cambridgesoft.com 13 13 13 13 14 13 15 

3 shop.lycos.com 18 0 0 18 18 18 18 

4 barnesandnoble.com 48 0 0 48 48 48 48 

5 borders.com 27 27 32 28 29 28 30 

6 circuitcity.com 5 5 5 5 7 5 7 

7 compusa.com 18 0 0 18 21 18 21 

8 drugstore.com 15 15 15 13 14 13 14 

9 ebay.com 20 20 20 20 20 20 20 

10 etoys.com 32 0 0 32 32 32 32 

11 kidsfootlocker.com 29 29 29 29 29 29 29 

12 kodak.com 20 0 0 20 20 20 20 

13 newegg.com 20 0 0 20 26 20 26 

14 nothingbutsoftware.com 24 24 24 24 24 24 24 

15 overstock.com 18 18 18 18 18 18 18 

16 powells.com 50 50 50 50 51 50 51 

17 softwareoutlet.com 14 0 0 14 15 14 16 

18 ubid.com 8 0 0 8 9 8 9 

19 amazon.com 7 0 0 7 8 7 8 

20 shopping.hp.com 5 5 5 5 5 5 5 

21 qualityinks.com 24 24 24 24 26 24 26 

 Total 430 230 235 423 443 423 451 

 Recall/Precision  53.5%/97.9% 99.5%/95.5% 99.5%/95.0% 

 F1-Score  69.19% 97.49% 97.16% 

2.7.2.2. The complexity of spatial graphs 

The graph generation process simplifies the original Web page by consolidating 

information pieces and removing noises. Figure 2-18 compares the size of a Web page to that of 

its corresponding spatial graph. The y axis indicates the size of a Web page/spatial graph that is 

measured in terms of the number of HTML elements or spatial graph nodes, and the x axis means 

the index of 21 Web pages. On average, the graph generation process produces the information 

that is of only 40% of the DOM’s complexity.  The detailed information about the sizes of each 

Web page and its corresponding spatial graph is presented in Figure 2-18.  
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2.7.2.3. Processing time 

Table 2-3 presents the processing time that is measured as the time of graph generation, 

data extraction time. The average graph generation time for an average Web page with 1160 

HTML tags is less than 1 seconds. While data extraction will be less than 1.5 seconds on average. 

The processing time does not include the time used for downloading and rendering the page since 

it depends on the network speed. We were not able to record the MDR processing time since we 

can only access to the executable version of MDR. Due to the user interaction in MDR, we cannot 

precisely measure the processing time. 

 

  

Figure 2-18. Comparison between HTML elements and spatial graph nodes 
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Table 2-3. The complexity of spatial graphs and processing time 

 
 Size 

Processing Time  

(Milliseconds) 

 
URL 

HTML 

Tags 
Nodes 

Reduction 

Percent 

Graph 

Generation 
Extraction 

1 shopping.yahoo.com 1065 504 47.3% 1063 373 

2 scistore.cambridgesoft.com 1213 488 40.2% 1301 368 

3 shop.lycos.com 522 233 44.6% 210 139 

4 barnesandnoble.com 2328 851 36.6% 2702 1899 

5 borders.com 812 342 42.1% 384 297 

6 circuitcity.com 1664 557 33.5% 1094 198 

7 compusa.com 1509 473 31.3% 752 228 

8 drugstore.com 690 279 40.4% 248 507 

9 ebay.com 1647 875 53.1% 2714 2112 

10 etoys.com 677 234 34.6% 176 140 

11 kidsfootlocker.com 608 276 45.4% 174 68 

12 kodak.com 679 301 44.3% 238 85 

13 newegg.com 1724 861 49.9% 1200 6703 

14 nothingbutsoftware.com 1048 148 14.1% 305 33 

15 overstock.com 1416 889 62.8% 1841 2038 

16 powells.com 2531 951 37.6% 1488 14860 

17 softwareoutlet.com 1117 247 22.1% 260 137 

18 ubid.com 360 111 30.8% 100 22 

19 amazon.com 1208 552 45.7% 530 511 

20 shopping.hp.com 1046 392 37.5% 257 239 

21 qualityinks.com 513 237 46.2% 129 144 

 Average 1160.8 466.7 40% 817.4 1481 

2.7.3. Discussion 

Graph Generation is one of the most important components in our approach. The 

performance of our approach is significantly affected by the quality of the spatial graph. As shown 

in Table 2-3, the generated spatial graphs reduce the complexity of the original Web page by 60%. 

The precision can be further improved by introducing machine vision techniques to the graph 

generation process, such as analyzing the background and foreground colors or styles. In the 

evaluation, some product records are not recognized by our approach. For example, in Figure 2-

19, text objects 1 and 2 are very far and the distance exceeds the defined threshold. Therefore, text 
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objects 1 and 2 are not connected, and they are not recognized correctly by our approach. This 

problem could be solved by analyzing the background color of information objects. The same 

group of information objects often uses the same background color. It is highly possible that two 

objects that have the same background color, no other object between them and belong to the same 

container are semantically related. The complex usage of div/table may also reduce the recall. 

Some Web page designers use tables or divisions for the layout purpose. Therefore, information 

object of the same product may be organized at different containers that cause those objects are 

not semantically related in the graph generation process. If we also define some containment 

relations based on the background color of information objects, then they may be connected in the 

spatial graph. We also notice it is not sufficient to solely depend on the background color. For 

example, though text objects 1 and 3 have the same background color, but they should not be 

connected since there is a separation line between them. Therefore, it is necessary to combine 

background color, other machine vision techniques (such as line detection), distance analysis and 

DOM structure analysis together to derive the semantic relations.  

 

The evaluation result shows that our approach is powerful to recognize structured records 

that are consistent with the specified graph grammar. However, it may falsely recognize some 

product-unrelated records, which is in general caused by some sorts of advertisements that are 

presented similarly to product records. Though the graph generation process has removed 

 1 

Figure 2-19. Far distance between text elements  

2 

3 
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advertisements placed in the border areas, some advertisements are placed in the central area which 

makes it hard to be removed. In the future, we will consider introducing content analysis 

techniques (such as the techniques proposed in [Kov02] or [Fer08]) to our approach. Based on the 

content analysis, we can classify main contents from other sections (e.g. advertisements or menu) 

in a Web page and limit the data extraction in the main area.  

2.8. Related Work 

The problem of extracting structured data from Web documents has been widely studied 

during the recent years [Lae02, Sar02]. Based on the theoretical foundation, we can classify data 

extraction techniques into wrapper-based approaches and statistical model based ones. The 

Wrapper-based approaches, such as [Fre00, Mus01], use a set of rules to define the knowledge of 

data extraction while the statistical model based approaches [Che08] use machine learning 

techniques or statistical models (such as Hidden Markov Models [Gen04, Sko03]) to discover 

related information. Wrappers and statistical models are used in different application domains. In 

general, wrappers extract structured records of a certain type and tag the semantic role of each 

information object. On the other hand, statistical model based approaches are useful to discover 

any repetitive structures without further analyzing semantics among information objects. Distinct 

from previous approaches, our approach applies the state-of-the-art grammar technology (i.e. the 

Spatial Graph Grammar) as the theoretical foundation. Based on the Spatial Graph Grammar, the 

knowledge of data extraction is visually defined through grammatical rules, which are decoupled 

from the data extraction process.  

With a clear structure to specify the layout of a Web page, the HTML source codes have 

been commonly analyzed to extract structured data records [Kus97, Hsu98, Mus99, Cre01, Ara03, 
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Liu03, Chu04, Rei04, Zha05a, Zha07, Lab09]. Several approaches [Kus97, Hsu98, Mus99] use 

the machine learning technique to automatically derive a wrapper based on a set of manually 

labeled training data. In a training set, information pieces of interest are manually tagged with 

different labels, such as title or price. Based on the labels, those approaches [Kus97, Hsu98, 

Mus99] consider an HTML Web page as a sequence of characters and search for common delimiter 

strings between labeled information pieces. Those common delimiter strings are formalized as 

extraction rules in a wrapper for data extraction. Though the above approaches apply different 

technologies to derive a wrapper, they all require a set of training data, which are manually labeled 

by human experts. Several approaches [Cre01, Ara03] automatically derive a template from 

sample Web pages and use the extracted template to discover structured records. In general, Web 

pages that are generated from the same template have the same DOM structure but different actual 

contents. Crescenzi et. al. [Cre01] proposed an automatic approach to extracting structured records 

from a set of Web pages that follow the same template. This approach takes a set of sample Web 

pages as input and automatically generates a wrapper by recognizing identical DOM structures 

among those sample pages. Similarly, EXALG [Ara03] takes a set of template-generated pages as 

input, and automatically derives the template underlying those Web pages. The extracted template 

is used to generate extraction rules in a wrapper. TTAG [Chu04] takes several training Web pages 

as input. It traverses those DOM structures from the root to leaf nodes in a top down fashion, and 

uses the dynamic programming to compare and extract repetitive patterns. Reis et. al. [Rei04] 

propose a tree edit distance method. This approach takes clustered pages as input, and Web pages 

in each cluster use a common template. It calculates tree distance to derive the underlying template, 

and uses the template for data extraction. The above approaches [Cre01, Ara03, Chu04, Rei04] do 
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not require manually labeled data, which greatly reduces the manual effort in the data extraction 

process. However, they require that Web pages being analyzed must follow the same template as 

the sample Web pages. MDR [Liu03] generates an HTML tag tree based on table and form related 

tags, e.g., table, form, tr, td, and etc. This HTML tag tree significantly reduces the complexity of 

the original Web page. Based on the HTML tag tree, MDR uses the string comparison technique 

to divide a Web page into different regions. In each region, it identifies data records by calculating 

similarity between tag strings. Zhao et. al. [Zha05] has proposed a new system DEPTA that 

improves MDR. Especially, DEPTA supports partial tree alignment. Therefore, this approach 

accommodates variations among different Web pages and improves the applicability. Instead of 

automatically deriving a template, some approaches provide a graphical user interface for users to 

intuitively define data patterns. Zhai et. al. [Zha07] renders a Web page and allows users to select 

information objects in the screen shot to define a data pattern. Different from our approach, this 

data pattern is defined on the DOM structure, not on the visual layout. Laber et. al. [Lab09] 

proposed a heuristic algorithm for extracting news articles based on DOM tree structure. This 

approach used some statistical analysis to analyze the DOM tree elements and identify the relevant 

information objects. All of discussed methods use HTML DOM structure as the main source for 

data extraction. Instead, our approach, i.e. Visual Grammar Based Extraction - VGE, implements 

data extraction based on the information presentation. The visual analysis can address the issues 

of complexity and diverse usages of HTML DOM structures to a certain degree. By actually 

rendering a Web page, our approach supports dynamic information objects which are generated at 

run time.   
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Recently, the visual perception technique has been applied to extract structured data since 

it is independent from the detailed implementation underlying a Web page. These approaches 

[Zhe07, Che08, Sim05] basically calculate the visual similarity among different Web pages to 

group semantically related information. Zheng et. al. [Zhe07] introduced a template independent 

system to identify news articles based on visual consistency. This approach summarizes a set of 

visual features to present news stories and accordingly automatically generates a template-

independent wrapper based on those visual features. Chen et. al. [Che08] proposed a system for 

extracting news stories based on visual perception. First, it identifies the areas that contain news 

stories based on content functionality, space continuity, and formatting continuity. After detecting 

the news areas, news stories are extracted based on the position, format and semantics. The above 

two approaches [Zhe07, Che08] are limited to extract news stories, and are not applicable to other 

domains. Distinct from those two approaches, our approach is general to different application 

domains. Furthermore, the usage of HTML structures in our approach makes it efficiently to 

recognize the boundary between different blocks. Some visual perception approach [Sim05] is 

implemented on statistical models that emphasize on extracting repetitive data records. For 

example, ViPER [Sim05] uses visual information to separate and weight different data regions.  

The Hybrid method takes benefits from both DOM Structure and Visual Perception, and 

combines them together. ViNTs [Zha05b] automatically recognizes different content shapes based 

on the visual position of information objects. Afterward, a wrapper is generated based on an HTML 

structure which represents each shape. This approach still extracts information based on HTML 

DOM structures, though the wrapper is derived from visual analysis. Instead, our approach 
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specifies extraction rules from both the layout and the DOM structure. ViNTs is limited to search 

results, while our approach is general to different domains. 

Our work is also related to the researches that divide a Web page into different regions. 

Kovacevic et. al. [Kov02] used visual information to build up an M-Tree, and defined heuristic 

rules to recognize common page areas, such as header, left and right menu, footer and etc. Some 

approaches analyze the importance of different blocks within a single web page, such as a learning 

based approach [Son04] or random walk model based approaches [Yin04, Yin05]. In these 

approaches, visual features, such as width, height, or position, are used to recognize and analyze 

information blocks. Joshi et. al. [Jos09] used natural language processing techniques and DOM 

tree structures for extracting the main content of a Web page. The TWWF approach [Zha09] used 

the DOM structure to divide a Web page. Ahmadi and Kong [Ahm08] used a hybrid approach for 

block recognition. The above technologies can be potentially integrated with our approach to 

improve the performance by recognizing information blocks to eliminate noises.  

2.9. Conclusion 

This paper presents a novel and general solution to extract data across different Web sites. 

Our method works based on graph grammars to extract the same type of information from different 

websites without the need of training and adjustment for different websites. Our approach utilizes 

both the visual content features of a rendered web page and the HTML DOM structure to extract 

structured records. First, a Web page is rendered; based on both the visual presentation and the 

HTML DOM structure, a spatial graph is be generated. Spatial graph nodes represent atomic 

information objects (such as images, texts and links) and edges show semantic relations between 

two connecting objects. Distinct from other approaches, the hybrid analysis can reduce the 
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complexity of HTML based analysis and address the issue of HTML diversity to a certain degree. 

We have chosen the electronic commerce domain as a case study to evaluate our method. We have 

summarized two common Web patterns for presenting product information on E-Commerce web 

sites and formally formalized those two patterns as graph grammars. We have implemented a 

prototype and tested the prototype on 21 Web sites. The evaluation shows promising results. Our 

approach has a high F1-Score as 97.49%, compared to 69.19% of the MDR approach. The 

evaluation results indicate our approach has a good performance in terms of both precision and 

recall. The main advantage of our approach lies in its ability to distinguish the most important 

content from less important and noisy information and to convert the complex HTML DOM 

structure to a simple spatial graph. On average, the generated spatial graphs reduce the complexity 

of the original Web page by 60%. Based on the simplified spatial graph, our approach is efficient 

to extract structured records. The average processing time on a Web page with about 1000 HTML 

elements is nearly 2 seconds. The visual analysis makes our approach a general solution which 

could be applied to different Web sites. This paper focused on the electronic commerce domain. 

By changing the graph grammar, our approach can be used in other domains. The implementation 

of an interactive grammar design tool reduces the manual efforts of designing a graph grammar.  

In the future work, we will add and identify more spatial relations between information objects, 

and optimize the graph generation algorithm. These optimizations increase the quality of 

generated spatial graphs, which can affect both the precision and recall. Especially, we plan to 

use some machine vision techniques to recognize boundary between different regions and to use 

content analysis techniques to analyze actual contents. 
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3. A LOW-COST SPATIALLY-AWARE MOBILE INTERACTION DEVICE 

Large paper sheets are still the most preferred medium used by engineers for inspection in 

remote sites. However, those paper documents are hard to modify and retrieve. This paper presents 

a novel spatially-aware mobile system (called PhoneLens), which combines the merits of paper 

documents and mobile devices. It augments paper documents with digital information. Different 

from previous approaches, PhoneLens is inexpensive. It includes two infrared LEDs, one Wiimote 

and one Android device. Based on the hardware setting, we developed an efficient spatial tracking 

algorithm to track the movement of a mobile device within a large workspace. Our approach is 

robust and is applicable in various scenarios that use multivalent maps, diagrams or floor plans. 

PhoneLens provides different functions to link a multivalent document with digital information, 

including browsing different layers, annotation, zooming and so forth. We conducted a controlled 

study that compares the participant’s performance of the PhoneLens against the traditional paper-

based method on a multivalent paper document. The results supported the hypothesis that 

participants using the PhoneLens method were more efficient.  

3.1. Introduction 

Though the concept of “paperless office” was proposed long time ago, physical paper 

documents are still resilient even in a digital age since they have many advantages, such as easy 

to use, superior readability and availability. However, the information printed on paper is static, 

which is hard to modify and index. On the other hand, mobile devices provide great flexibility and 

convenience to access and modify digital information anywhere and anytime. However, the small 

screen makes it frustrating to browse a large amount of information.  By augmenting paper 

documents with digital information, spatially-aware mobile interaction can overcome the 
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shortcomings of paper documents and mobile devices. A user can move on top of a paper document 

a spatially-aware mobile device, which dynamically visualizes user-focused information within a 

large workspace that provides sufficient context. 

Various approaches have been proposed to support spatially-aware mobile interaction, 

such as marker-based methods [Rei06, Roh04, Sch07] or content-recognition based solutions 

[Ero08, Har08, Lia10a, Liu08]. Instead of using markers or complex image processing techniques, 

this paper proposes a Wiimote based system to provide a digital overlay on paper documents (see 

Figure 3-1 for a system setup). Two infrared LEDs are mounted to a mobile device. A Wiimote 

tracks those LEDs and transmits their coordinates to a mobile device through Bluetooth. The 

mobile device calculates its relative position within a large workspace and displays relevant digital 

information. The advantages of our system (called PhoneLens) are summarized as follows:  

1. Low cost. Wiimote and smartphone have been commonly used in daily life with a low 

cost. Furthermore, our approach works on traditional paper documents without altering the 

original contents. 

2. Low computing complexity. Our approach avoids complex image processing. The 

smartphone serves as an input device (i.e., movement-based interaction), an output device 

(i.e., overlaying digital information), and a computing device (i.e., tracking hand 

movements).  

3. Robust. A smartphone connects with a Wiimote through Bluetooth without requiring a 

wireless or 3G network. By using an infrared camera, the infrared tracking provides a 

reliable sensing in different indoor environments. The simple hardware implementation 

also makes our approach applicable in a public environment.  
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4. Portable. Our approach only needs a smart phone with a Wiimote, which makes it very 

portable. Besides, PhoneLens works with traditional unmodified paper documents, which 

users can easily roll and carry.  

 

In summary, our key contribution is to propose an efficient low-cost spatial tracking 

algorithm in a 3D environment based on a cheap infrared camera. According to the spatial tracking 

algorithm, we developed a framework that supports a bimanual interaction to augment paper 

documents with digital information. A user uses his/her non-dominant hand to move a mobile 

device while using the dominant hand to make a more precise operation. Movement based 

interaction allows users to view and edit virtual objects in a physical environment [Yee03] that is 

much larger than the size of a mobile screen.  

To evaluate the Phone-Lens method, we conducted a controlled empirical study that 

required the participants to use the Phone-Lens for browsing the digital information contained in 

a multivalent document. A multivalent document [Phe97], such as an architectural plan, consists 

of multiple layers of distinct, but closely coupled contents. The results from this study show 

significant improvements in the efficiency and usefulness of the proposed system over the 

traditional paper-based approach. 

A large paper-based workplace 

Wiimote 

Figure 3-1. PhoneLens interacting with a paper document 

Mobile Phone 

Infrared 

LEDs 
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The remaining of the paper is organized as follows. Section 3.2 discusses related work. 

Section 3.3 describes our design goals. Section 3.4 overviews the system architecture. Section 3.5 

illustrates the spatial tracking algorithm. Section 3.6 presents the accuracy evaluation on the spatial 

tracking algorithm. Section 3.7 shows a case study. Section 3.8 describes a user evaluation. Section 

3.9 presents the evaluation results. Section 3.10 discusses those results, followed by conclusion 

and future work in Section 3.11. 

3.2. Related Work 

Markers have been used in augmented reality to identify virtual and real objects [Sch07]. 

Rohs [Roh04] proposed to print visual codes on a paper document. Digital information is then 

retrieved by recognizing a code tag through a camera phone. Marked-up maps [Rei06] use RFID 

to link paper maps with digital information. An RFID reader is attached to a mobile device, and 

RFID tags are placed beneath items of interest on a paper map. Chao and Chen [Cha09] used line 

numbers as tags to specify locations of sentences in a textbook. Those line numbers serve as 

anchors that link to related digital information, and thus bridge the communication between a 

mobile device and a paper document. These marker-based approaches are reliable, but they require 

altering original paper documents by inserting markers [Lia10a]. Chan et al. [Cha10] proposed 

invisible infrared markers that do not interfere with original contents. However, the proposed 

device is not portable since it includes an infrared projector and one standard projector. SideBySide 

[Wil11] is a novel approach that supports multi-user interaction with handheld projectors. This 

approach uses invisible fiduciary markers to track projected images from multiple devices.   

Camera-based document recognition and detection have been used in interactive paper that 

overlays digital information to paper documents. One seminal prototype is DigitalDesk that used 
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a camera and a projector to provide a computer augmented environment for paper documents 

[Wel93]. PaperLink [Ara97] used a highlighter pen and a camera to link dynamic digital 

information with paper documents. In content-based analysis, some approaches focus on text-

based documents, such as Mobile Retriever [Liu08], a clickable printed URL [Hul07], and 

Hotpaper to augment paper with multimedia annotations (such as video or audio) [Ero08], while 

several approaches have been proposed to augment picture-based documents, such as augmented 

maps [Mor09, Roh07a]. The MapSnapper project proposed a robust algorithm that maps a low-

quality image to a high-quality digital image of the same content [Har08]. PACER [Lia10a] used 

a camera phone to capture the image of a patch in a paper document. Based on the image 

recognition, PACER supported gesture-based commands on paper documents. FACT [Lia10b] is 

also aligned with the research of content-based interaction that is built on precise image 

recognition. This approach used a camera-projector unit, in which the camera captures video 

frames and the mobile projector provides direct visual feedbacks on a paper document. The above 

approaches depend on markerless optical tracking techniques. Recently, the natural feature 

tracking method [Mor09, Wag10] is proposed and optimized for real-time tracking on mobile 

devices with limited processing power.  

Different from these above content-based methods, our work uses an infrared camera (i.e., 

Wiimote), instead of a regular camera, to track the position of a mobile device within a large 

workspace, with the following considerations. First, our approach tracks movements in a 3D space 

rather than a 2D space. Second, in some applications (such as an architectural floor plan), it is hard 

to use image processing to detect locations, because several sections may look very similar or 

exactly the same. Third, image recognition is computationally expensive. Fourth, normal cameras 
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may be affected by environmental light (too dark or too bright). Finally, the camera base approach 

needs a certain distance between the camera and the paper document while our approach is 

working under situations with or without a distance.  

Our approach is related to spatially-aware displays [Fit93a, Fit93b], in which a positioned 

screen is moving around to see different parts of a large virtual workspace. Chameleon [Tsa02] 

was a novel input/output device that mounts a touch screen on a tracked mechanical boom. The 

movement of the touch screen in a physical environment is mapped to a 3D virtual environment, 

and virtual objects presented from the corresponding viewpoint are displayed on the touch screen. 

The peephole display [Yee03], which combines pen inputs with spatially aware displays, was built 

based on Chameleon [Fit93a] and Toolglass [Bed94]. The tracker in the peephole is either 

associated with a table or is tethered to a power cord, which limits its portability. A-book used a 

WACOM 4d mouse to track the position and orientation of a handheld PDA [Mac02]. The PDA 

acts as a transparent window that provides a digital overlay on the patch of the paper document 

beneath the PDA. Distinct from A-book, our approach does not need a remote server, and provides 

gesture based interaction, in addition to point and click interaction.  

Built-in cameras on cell phones or accelerometers have been used to implement motion 

based interaction, which responds to user’s motion. Camera based optical tracking [Har05, Wan06, 

Han07] analyzes image sequences captured by a built-in camera to estimate the device motion, 

which is translated to interaction commands. Cho et al. [Cho07] used an accelerometer to control 

a photo browser based on a tilt dynamics model, which provides a proportional mapping from the 

sensor data to the cursor movements in the image space. Motion sensing interfaces provide natural 

and intuitive interaction through an enlarged workspace. The motion based interaction has been 
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applied into different applications, such as image browsing [Cho07] or mobile gesture [Wan06]. 

Recently, different studies have been conducted to evaluate the usability of motion based 

interaction in different applications, such as image browsing [Yim11] and map navigation 

[Roh07a, Roh07b, Mor09], under different settings, such as field trials [Mor09], physical 

movement with and without visual context [Roh07a]. Furthermore, different motion sensing 

techniques have been compared and evaluated, such as accelerometer [Roh07b], optical tracking 

[Roh07a, Mor09], and combined accelerometer and camera [Yim11]. Those studies provide 

valuable clues about design guidelines for motion sensing interfaces.  

The Anoto technology [Ano02] enables tracing handwriting on physical paper. Based on 

Anoto digital pens, researchers have implemented pen-based interaction to augment paper 

documents with digital information, such as integrating paper notes with digital photos in biology 

[Yeh06] and a paper-based proof reading application [Wei08]. The PADD system (i.e., Paper 

Augmented Digital Documents) seamlessly integrated paper and digital documents together, and 

supported editing annotations in both digital and paper forms [Gui03]. PapierCraft [Lia08] 

extended the PADD system by providing gesture based commands on a paper document. Users 

can draw gesture commands through an Anoto digital pen on paper printouts. Then, those 

commands are executed, and results are displayed in a digital document viewer. Recently, 

projectors are combined with digital pens to provide a digital overlay on top of a paper document 

[Cao06, Son09, Son10, Lia10b]. Cao and Balakrishnan provided a systematic exploration of the 

design space of handheld projector interaction [Cao06]. PenLight [Son09] provided mobile, 

spatially-aware projector-based interaction. This approach integrated pen input with projector 

output to visualize and modify virtual information on a paper document. Due to the limited 
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technology of miniature projectors, the prototype of PenLight simulates a mobile projection 

mounted on a digital pen through a standard video projector. Our approach is fully implemented 

through existing techniques (i.e., smartphone and Wiimote). The MouseLight system [Son10] 

decoupled pen input with projector output, so that users can interact with the projector and digital 

pens bimanually. In MouseLight, a spatially aware projector was made of a mobile laser projector, 

two mirrors and two digital pens. The NiCE discussion room [Hal10] facilitates content creation 

and sharing during group discussion meetings by integrating Anoto digital pens, wall displays and 

personal computers. The Anoto digital pen based tracking avoids calibration. However, it can only 

be implemented on digital paper, on which a digital pattern of dots is printing. In contrast, our 

approach is applicable to traditional paper. Furthermore, the simple hardware implementation 

makes our approach robust in public environments with a high portability and a low cost.   

LightSense [Olw06] used a camera to capture the LED light of a mobile phone to track the 

position. This approach needs to place the camera behind a diffused surface (such as a mirror) in 

order to eliminate indirect or ambient light, which may limit its portability. On the other hand, our 

system is implemented based on the infrared LED, which does not interfere with ambient light. 

Therefore, our approach is more robust. The Visual Interaction Platform [Ali06], which combines 

an electronic sketching board with optical tracking of tangible bits, uses a digital pen with a 

drawing tablet for precise positioning (such as sketching), and supports tracking tangible objects 

based on infrared tags for selecting and positioning virtual objects in a workspace. This approach 

is not portable and only tracks objects in a 2D space. Johnny Lee has applied the Wiimote-based 

infrared camera to track object movements in various applications [Lee08, Lee11]. Our approach 

is different in the following ways. First, the head tracking algorithm from Johnny Lee tracks a 



 

66 

 

person’s head in a 3D space, where the distance is calculated between a Wiimote and a pair of 

LEDs. In order to support a distance based zooming and the location locking functionality, our 

approach calculates the distance between the workspace and a pair of LEDs of a mobile device 

(not between the Wiimote and the mobile device). This is more challenging, since it calculates the 

location of the workspace in a 3D space.  Second, our approach eliminates the hand shaking. In 

Johnny Lee’s applications, it is not necessary to consider hand shaking. But in our case, a user 

needs to hold and move a phone above a paper document. Therefore, it is inevitable to have small 

hand movements or hand shaking, which is considered as noise. 

Recently, depth cameras have been applied to provide spatial tracking in a 3D space, such 

as multitouch interaction on everyday surfaces [Har11] or Microsoft Kinect. Compared with 

Wiimote, the depth information from a depth camera is especially useful to detect the movements 

of an object in a 3D space. However, a depth camera needs a server for image processing, which 

can reduce the portability. In the application of interactive paper, we do not need to detect the 

precise depth information. Therefore, our approach adopts Wiimote with the emphasis on 

portability, and proposes an efficient approximation algorithm (Refer to Section 3.5) to estimate 

the depth information. 

3.3. Approach Overview 

This section gives an overview of PhoneLens that has three important features, i.e., 

movement-based interaction, portable and low cost. 

3.3.1. Movement-based interaction 

A natural user interface makes the interface itself invisible so that users can focus on the 

task. PhoneLens provides a natural interaction to manipulate digital information on a paper 
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document. More specially, PhoneLens combines the easiness of using a paper document with the 

dynamics of digital information. For example, a user can type in a digital annotation in PhoneLens, 

similar to writing a note on a paper document.  

It is challenging to browse a large amount of information on small screen devices [Bur08]. 

PhoneLens provides a spatially aware display to facilitate navigation of a large information space. 

A user can move a mobile device on top of a large paper document. PhoneLens can identify the 

position of the mobile device within the workspace and display the corresponding information in 

the area beneath the mobile device. Hand movement replaces the traditional panning interaction 

on a mobile device, and supports browsing information in a “context+focus” fashion.  

Humans do many tasks using both hands. As stated in [Bux86], two handed interaction 

increases performance. In PhoneLens, a user uses the non-dominant hand to move a mobile device 

to change his/her focus, while the dominant hand issues a precise operation based on a natural 

interaction, such as a pinch gesture for zooming. Furthermore, the two handed interaction provides 

the option of using the index finger to operate PhoneLens while the index finger in general 

performs better than the thumb on the front of mobile devices [Wob08]. 

3.3.2. Portability 

Portability is an important goal of our system. PhoneLens is applicable in different indoor 

environments, such as dark or bright environments, with or without a network connection. On the 

other hand, the portability should not compromise the usability and performance. We must address 

two challenging issues (i.e., a small screen size and a limited computing capacity) which exist for 

any small portable device. We addressed the screen size issue by providing a spatially-aware 

display. A user uses a large paper-based workspace as a reference to access detailed information 



 

68 

 

on a small mobile screen. In order to support smooth interaction with a limited computing capacity, 

the spatial tracking is implemented through an infrared camera to avoid complex computation. 

Furthermore, the Scalable Vector Graphics (SVG) format is used to provide high-quality graphical 

outputs on mobile devices. Different from traditional bitmap graphics, the SVG format does not 

have the zooming limitation, since it can be drawn with different scales. Besides, it uses processor 

and memory efficiently, because the system only needs to draw the portion of a picture, which is 

currently in the viewport, instead of the whole picture. In contrast with bitmap pictures, SVG files 

are very small in size, so they are more applicable in limited resources devices and we do not need 

to render the picture pixel by pixel. Instead, the picture is drawn by commands such as line, circle, 

arc, paint and etc. 

3.3.3. Low cost 

We intend to implement our system based on existing techniques with a low cost to increase 

the applicability in reality. Our system includes two infrared LEDs (less than $1), a Wiimote 

Controller (around $20), and a smart phone. PhoneLens can be implemented on any Android 2.2 

device with at least 500 Mhz processor and 256M memory, which is currently the minimum 

configuration for smart phones. 

3.4. System Architecture 

Figure 3-2 shows the software architecture of PhoneLens. The PhoneLens mobile 

application mainly includes four layers, i.e., the spatial data layer, the data layer, the logical layer 

and the presentation layer. In addition, the PhoneLens system includes a stand-alone desktop 

application that allows developers to edit SVG files and the annotation database.  
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3.4.1. Hardware design 

We have chosen Wiimote as the tracking device, since it is portable with a low cost. As 

shown in Figure 3-3, we stick a paper board to the back of a smart phone, and attach two infrared 

LEDs to the paper board at one side. Two button batteries, which are stuck to the paper board, 

provide power to the LEDs. The button batteries and LEDs are light, and do not interfere 

interacting with a mobile device. 

 

Figure 3-2. The system architecture of PhoneLens 
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Figure 3-3. The mobile phone holder with infrared LEDs 
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The infrared LEDs in conjunction with a Wiimote efficiently track the location of a mobile 

device. As shown in Figure 3-1, a large paper document is placed on a wall. A user holds the 

mobile phone in front of the paper. The Wiimote is located at the right side of the workspace in a 

way that it covers the whole workspace. The phone connects to the Wiimote through a Bluetooth 

connection. Then, the camera continuously sends the raw position data of two visible infrared 

LEDs to the phone, and the phone uses an approximation algorithm (See section 3.5) to transform 

the raw position data to the position coordinates, relative to the workspace.  

3.4.2. Software design 

The PhoneLens mobile application is running on an Android 2.2 mobile device, and 

includes four major layers, as shown in Figure 3-2. The Spatial Data layer includes a Wiimote 

controller that receives the raw spatial data from the Wiimote. The data layer is responsible to 

parse SVG files and retrieve customizable digital information (such as annotations) from a 

database. The logical layer calculates the relative position of a mobile device within a workspace 

and visualizes corresponding digital information. An efficient position calculation algorithm is 

described in details in the next section. In order to calculate the position, a user needs to calibrate 

the mobile device with five points in a workspace (i.e., four corners and the central point). The 

presentation layer provides a GUI for users to manipulate digital information on top of a paper 

document.  

3.4.2.1. Spatial data layer 

This component directly communicates with the Wiimote through a Bluetooth connection, 

and contiguously receives the raw spatial data of two infrared LEDs from the view point of the 

Wiimote. 
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3.4.2.2. Data layer 

There are two major components in this layer, i.e., SVG Parser and database manager. The 

SVG parser reads SVG files. We have chosen the SVG format due to the following reasons. First, 

most construction and design plans are recorded in a vector format, and almost all vector-based 

files (e.g., AutoCAD) can be easily converted to SVG. Second, SVG provides a scalable zooming 

without losing quality. Third, SVG is especially useful on mobile devices that have a smaller 

screen and a smaller storage capacity [Sch04], since it is light-weight and easy to parse. We have 

developed an SVG Parser component in Java for Android. The SVG parser is able to read XML 

documents and accordingly create graphical objects. The database manager communicates with a 

database that records customizable digital information. 

3.4.2.3. Logical layer 

This layer, which includes the Position Calculator and SVG Drawer, essentially calculates 

the relative position of a mobile device within the workspace and draws the corresponding portion 

of an SVG file on the screen. The Position Calculator is the kernel in PhoneLens that converts raw 

spatial data to coordinates in a 3D space. Based on the relative position of a mobile device, the 

SVG Drawer component renders the relevant digital information on the screen.  

3.4.2.4. Presentation layer 

The Presentation Layer provides a user interface for PhoneLens. This layer provides the 

following commands:  

1. Different types of zooming approaches; 

2. Select and show different layers of a multivalent document; 

3. Add, search and view annotations; and 
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4. Measure distance and area.  

Since different multivalent documents have different layers, the interface in PhoneLens is 

customizable to different applications. More specifically, the PhoneLens mobile application first 

reads the layer information from SVG files (i.e., the number of layers and the name of each layer) 

and customizes the interface based on the number and names of different layers. In the search 

interface, a user can search for annotations by selecting a specific annotation type from a list. The 

annotation types are specified in a database, and the list of annotation types in the search interface 

is customized according to the database.   

In addition to the PhoneLens mobile application, our prototype also includes a stand-alone 

desktop editor, as shown in Figure 3-2. This editor provides a graphical user interface to design 

the structure of annotations (i.e., annotation types) in a database in PhoneLens. Different 

multivalent documents need to organize annotations in different ways. For example, in a floor plan 

design, we may classify annotations into several categories (such as ceiling, wall and floor) while 

another application can have a completely different classification. This editor allows designers to 

efficiently specify the annotation types in a database. Furthermore, designers can use this editor to 

add annotations to some default objects. Those default annotations with their corresponding 

positions are recorded in a database. Through the PhoneLens mobile application, users can edit 

those default annotations and add/edit new ones. 

3.5. Position Calculator 

Since Wiimote only captures objects in a 2D space, we propose a novel approximation 

algorithm to detect the vertical gap (i.e., the z-distance) between a mobile device and the 

workspace, and the moving direction in the z-axis (i.e., moving toward or away from the 
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workspace), which is used to support distance based zooming. The Position Calculator calculates 

logic positions within a workspace with the following steps: 

1. Transform the location of a mobile device from the point of view of a camera (i.e., a 

trapezium) to that of the workspace (i.e., a rectangle).   

2. Retrieve the distance between the Wiimote and the mobile device. 

3. Calculate the z-distance between the mobile device and workspace.  

4. Lock the position when a gap between the mobile device and the workspace is detected. 

5. Eliminate hand shaking or small hand movements. 

3.5.1. Step 1. Point-of-view conversion 

The Wiimote views the workspace from the side. Consequently, a Wiimote camera views 

the workspace as a trapezium, similar to the illustration in the left in Figure 3-4, while the actual 

workspace is of a rectangular shape. We need to map a trapezium to a rectangular shape. We have 

used the method proposed by [Lie98] to transform each point from a trapezium to its corresponding 

point in a rectangular shape based on four calibration points at corners. 

 

3.5.2. Step 2. Approximating the distance between a Wiimote and a mobile device 

Two infrared LEDs are mounted to a mobile device. According to perspective rules, when 

a mobile phone is moving away from a Wiimote, the length between two LEDs decreases from 

the point of view of an infrared camera, and vice versa. In other words, the perceived length 
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Figure 3-4. View conversion 
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between two LEDs implies the distance between a mobile device and a Wiimote. Accordingly, we 

use Equation 3-1 [Wii11] to calculate the distance. In Equation 3-1, z is the vertical distance 

between the center of two LEDs and the Wiimote; (x1, y1) is the position of the first infrared LED, 

and (x2, y2) is the second one; Rd indicates the actual length between two LED points; the infrared 

camera in a Wiimote can capture 1024 pixels in the horizontal direction (HFOV=41°) and 768 

pixels in the vertical direction (VFOV = 31°). 

𝐳 =
𝑹𝒅

𝟐 𝐭𝐚𝐧(
(

𝑯𝑭𝑶𝑽
𝟏𝟎𝟐𝟒

+
𝑽𝑭𝑶𝑽
𝟕𝟔𝟖

)√(𝒙𝟏−𝒙𝟐)
𝟐

+(𝒚𝟏−𝒚𝟐)
𝟐

𝟒
)

       (Equation 3-1) 

Equation 3-1 requires that LEDs are positioned vertically in front of the Wiimote (i.e., 90 

degrees). However, our application places the Wiimote at a side position, which makes it infeasible 

to directly apply Equation 3-1. In our approach, the distance between a mobile device and Wiimote 

is used to derive the z-distance between the mobile device and the paper workspace (refer to Step 

3). More specifically, we need to detect the direction of hand movements in the z-axis, rather than 

the actual gap between a mobile device and a workspace. Therefore, we approximate the distance 

calculation according to Figure 3-5, in which the two solid circles indicate the physical positions 

of two LEDs, dp represents the perceived length between two LEDs, and d1 is the actual distance 

between the mobile device and the Wiimote. Our approach uses Equation 3-1 to calculate the 

distance d2 (See figure 3-5) and uses it as an approximation for d1. This approximation reduces the 

accuracy, but it still satisfies our goal to detect the direction of hand movements in the z-axis, as 

validated by the performance evaluation in Section 3.6. 
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3.5.3. Step 3. Calculating the z-distance between the mobile device and the paper 

workspace  

A movement toward or away from a paper document can significantly change the 

coordinates detected by a Wiimote. In order to address this issue, we need to derive the z-distance 

between the mobile device and the workspace. The z-distance calculation also supports the 

distance based zooming. 

First, we calculate the angle (i.e., ac in Figure 3-6) of the viewing area relative to the 

Wiimote. The center calibration point is indicated by a solid circle. Equation 3-2 calculates the 

angle of 𝑎0 (dc is the approximation distance based on Equation 3-1). dw , a predefined parameter, 

indicates the  vertical distance between the Wiimote and the Workspace (See Figure 3-6). Equation 

3-3 calculates the angle of 𝑎1 based on the angle-per-pixel factor (xc is x coordinate of the center 

point). Then, Equation 3-4 calculates the angle of 𝑎𝑐. The relations of those angles are illustrated 

in Figure 3-6.  
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𝒂𝟎 = 𝐜𝐨𝐬−𝟏 𝒅𝒘

𝒅𝒄
        (Equation 3-2) 

𝒂𝟏 =  𝒙𝒄 ×
𝑯𝑭𝑶𝑽

𝟏𝟎𝟐𝟒
     (Equation 3-3) 

𝒂𝒄 = 𝒂𝟎 − 𝒂𝟏         (Equation 3-4) 

At real time, we use the angle 𝑎𝑐 to calculate the z-distance between the mobile phone and 

the workspace. Given a mobile phone that has the coordinates (xm, ym), as shown in Figure 3-7, 

we can calculate the angle 𝑎𝑚 based on Equation 3-3. According to 𝑎𝑚 and 𝑎𝑐, we can calculate 

the vertical distance Vm based on Equation 3-5, in which dm is the approximation distance, 

calculated through Equation 3-1.  

 

𝑽𝒎 = 𝐜𝐨𝐬(𝒂𝒎 + 𝒂𝒄)  ×  𝒅𝒎      (Equation 3-5) 

Ideally, we can compare Vm (See Figure 3-7) with dw (See Figure 3-6) to derive the z-

distance between a mobile device and the workspace. However, due to the approximation in the 

calculation, when a mobile device touches the workspace and moves around, we will get different 

values of Vm though they should be equal to dw in an ideal situation. In order to handle the 

deviation, we introduce the concept of a reference vertical distance for each point. Given a point 

p in workspace, its reference vertical distance indicates an approximation of the vertical distance 

between the Wiimote and the mobile phone when the mobile phone is placed on top of the 

Figure 3-7. The calculation of the gap 
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workspace (i.e., the z-distance between the phone and the workspace is 0). For each point, its 

corresponding reference vertical distance is calculated as the following: 

a) A calibration point p. Its reference vertical distance is calculated based on Equation 3-5 

in the calibration process. 

b) Other points. We divide the whole workspace into four regions, as shown in Figure 3-8. 

Each region includes two calibration points, i.e., the center point and the corresponding 

corner point. Consider the two calibration points p0 (with the coordinate (xp0, yp0) and the 

reference vertical distance Ve-p0) and p1 (with the coordinate (xp1, yp1) and the reference 

vertical distance Ve-p1) in the region 1 in Figure 3-8, the difference of the two reference 

vertical references is |Ve-p0-Ve-p1|. We evenly distribute the difference to each point in this 

region. For example, given a point pi (with the coordinate ((xpi, ypi)) in region 1, its 

reference vertical distance is calculated based on Equation 3-6.  

Ve-pi= min(Ve-p0, Ve-p1)+|Ve-p0-Ve-p1|/(ypi-yp0)       (Equation 3-6) 

 

At run time, given a point p, we compare the value of 𝑉𝑚 calculated through Equation 3-5 

with its reference vertical distance (i.e., 𝑉𝑒−𝑝) to calculate the z-distance between the phone and 

the workspace, i.e. Equation 3-7  

𝒛 − 𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 = 𝑽𝒆−𝒑 − 𝑽𝒎     (Equation 3-7) 
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3.5.4. Step 4. Lock the location when a mobile device does not touch the workspace 

When there is a gap between a mobile device and the workspace (i.e., z-distance>0), the 

coordinates detected by Wiimote cannot correctly reflect the relative position within a workspace. 

Therefore, we lock the information displayed in a viewport when a gap is detected. However, 

except the calibration points, the reference vertical distance may not be equal to the calculated 

distance (i.e., Vm in Figure 3-7) when a mobile device touches the workspace, due to the 

approximation in Equation 3-6. We have chosen eight points that have the longest distance to 

calibration points, as shown in Figure 3-8. Then, we calculate the deviation between the reference 

vertical distance and the calculated distance, when the mobile device touches the workspace on 

those points. The deviation is ranging from 0.84 to 3.5 among those eight points. Therefore, we 

set a threshold as 5. At run time, when the difference between the reference vertical distance and 

the calculated distance is less than 5, we consider no gap between the phone and the workspace. 

Otherwise, a gap is detected.  

3.5.5. Step 5. Noise elimination  

It is normal that user’s hands are shaking, while he/she holds the mobile phone. These 

pulses cause unstable position information. Besides, phone rotations can change the detected 

distance between two infra LEDs, which consequently results in an unstable viewport. Therefore, 

PhoneLens must eliminate those noises. 

In order to prevent a jittering picture caused by the hand shaking, PhoneLens is equipped 

with a noise filter. We record the coordinates of hands movements during the last 1 second, and 

calculate the medians on both x and y axes as the target location. This will stabilize the output and 

prevent drawing a shaking picture on the screen.  
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In the case of a device rotation, the length between two LEDs detected by a Wiimote will 

change, which causes our algorithm to detect a gap between the mobile device and the board. 

Consequently, the information in the viewport is locked, but the zooming factor can be changed 

continuously due to the rotation, which may cause an unstable zooming. If the rotation is larger 

than a threshold (i.e., 10 degrees) detected by using an accelerometer, we lock the viewport and 

show an icon on the screen that alerts the user that he/she should hold the device in parallel to the 

workspace.  

3.6. Accuracy Evaluation 

Accuracy is an important factor, which affects user experience. We measured the accuracy 

of the spatial tracking algorithm by evaluating (a) the direction of hand movements in z-axis and 

(b) the sensitivity to hand movements. 

The evaluation is performed on a paper document with the size of 18x25 inch. In order to 

evaluate the worst cases, we have selected 8 points, which have the largest distance with the 

calibration points, as shown in Figure 3-8 (white circles indicate the calibration points and solid 

black circles indicate evaluation points). 

3.6.1. Moving direction in z-axis 

We first evaluate the correctness of predicting the moving direction in z-axis. For each 

evaluation point (See Figure 3-8), we first recorded its reference vertical distance, and then 

calculated the vertical distance (i.e., Vm in Figure 3-7) in the cases of 1-inch, 2-inch and 4-inch 

distances between the mobile device and the workspace. As shown in Figure 3-9, when the phone 

is moving away from the workspace, the calculated vertical distance is decreasing. Therefore, 
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according to Equation 3-7, it implies a moving-away action that validates the correctness of our 

algorithm. The X-axis in Figure 3-9 indicates the index of each evaluation point. 

 

3.6.2. Sensitivity to the phone movements 

We then evaluate the sensitivity of the movements. In the evaluation, we place the phone 

on one of the evaluation points (See Figure 3-8), and move the phone slowly to the right until the 

information being viewed is changed. The movement distance that triggers a coordinate change is 

recorded in Table 3-1. In summary, the average movement sensitivity is 2.6 mm. 

Table 3-1. The movement sensitivity result 

Point 1 2 3 4 5 6 7 8 

Sensitivity 4mm 3mm 3mm 2mm 3mm 2mm 2mm 2mm 

 

3.7. An Application – An Architectural Plan 

The PhoneLens system provides a systematic way to overlay digital information on 

multivalent paper documents. A stand-alone desktop editor provides a GUI to customize the 

structure of digital information. The PhoneLens mobile application eliminates the need of carrying 

various multivalent paper documents to the field. This gives the convenience of both a paper 

document and having access to all other layers and related digital information efficiently. 

Figure 3-9. Evaluating the moving direction in z-axis 
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PhoneLens is applicable in different contexts, such as construction building plan, electronic circuit 

plan, oil refinery plan and etc. This paper chooses an architectural plan as an example domain to 

evaluate the usability of PhoneLens. The architecture plan contains information that is classified 

into five different layers, i.e., the floor plan, sockets plan, lighting plan, fire & water plan, and 

waste plan. The PhoneLens allows users to view information at different layers simultaneously 

and provides them with functions (e.g., Layers, Annotation, Measurement, zooming) to help 

improve their browsing experience as discussed follows. 

3.7.1. Layers 

One of the most important features in the PhoneLens mobile application is to read 

information in various layers on top of a paper document. In a construction plan, the reference 

design is the floor plan, which mainly shows the placement of walls, stairs, and doors. The floor 

plan is a reference to related information in other layers. PhoneLens allows users to only carry the 

floor plan and to use their mobile phone on top of the floor plan to view other layers. This function 

is not limited to construction plans, and it is also useful in various fields, such as electronic circuits 

or oil refinery plans. Users can easily switch between different layers based on the layer 

specification in SVG files. A user can select one layer or even multiple layers simultaneously. For 

example, Figure 3-10.a shows a paper floor plan, and Figure 3-10.b presents a portion of the floor 

plan with corresponding lighting information. 
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3.7.2. Annotation 

This feature allows users to annotate an object in a construction plan with digital 

multimedia information. For example, if an engineer inspects a building and finds that an 

electricity socket is not installed correctly according to the wiring plan, he can take a picture and 

use the picture as an annotation.  

PhoneLens also allows users to search for an annotation. A user can either input a keyword 

or select an annotation type to trigger a search. After a user determines an annotation, an arrow 

pointing to the annotated object is displayed on the screen, as shown in Figure 3-11. When the user 

moves the mobile device toward or away from the annotated object, a number that indicates the 

distance between the current spot and annotated spot, is displayed besides the arrow. This feature 

helps users to locate the annotated spot quickly and easily.  

 

Figure 3-10. The lighting layer 

(a) A floor plan    
(b) Lighting information 

visualized on the phone 

Figure 3-11. An arrow points to the annotation 
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3.7.3. Measurement 

One of the most common tasks during the inspection of a design plan is to measure the 

distance and the area. In order to measure the distance, a user first moves the phone to the location 

where he/she wants to start the measurement, and touches the start point. A cross marker highlights 

the start point, as shown in Figure 3-12.a. The user then moves the phone to the target location and 

clicks on it. PhoneLens calculates the distance between two points and shows the distance in a 

message box (See 3-Figure 3-12.b). The same technique has been used to measure the area in terms 

of square inches. This feature allows users to perform a measurement without going to the physical 

location. 

 

3.7.4. Zooming 

Users can issue a zooming command through three types of interaction. 

 Touch based zooming. A user can trigger the zoom in/out menu items.  

 Gesture based zooming. A pinch gesture allows users to zoom in by moving both fingers 

toward each other and zoom out by moving away from each other. 

 Distance based zooming. When this type of zooming is activated, the mobile device acts 

like a camera viewfinder. When it gets closer to the paper document, it will zoom in. 

(a) Start Point                                 (b) Showing a measurement result 

Figure 3-12. Measuring distance 
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Otherwise, it will zoom out. When the user reaches the desirable level of zooming, he/she 

just touches the screen to fix the zooming factor. 

3.8. Empirical Study 

The major goal of this study is to evaluate the usability of the PhoneLens for browsing the 

digital information contained in a multivalent document (an architectural plan). Paper documents 

are still one of the most popular and preferred media to carry information even in a digital age. For 

example, paper based maps are still very popular [Nor05], and traditional paper and pen in early 

architectural design are preferred by many professionals over computer-based tools [Ali06]. Our 

approach intends to improve the usability and accessibility of paper documents with newest 

technologies while still keeping the advantages of traditional paper documents. Therefore, this 

study compares the performance of the PhoneLens against the traditional paper-based browsing 

method, i.e., the state-of-the-art method used by engineers to inspect architectural plans.  

This study is a pre-posttest repeated measures experiment (with the complete 

counterbalancing of the treatments) in which the participants browsed the multivalent document 

(an example architectural plan) using both the PhoneLens and the traditional paper-based method. 

The subjects were briefed on the multivalent document and trained on how to use each method to 

browse through the document. Next, the subjects were asked to complete different types of tasks 

and answer the questions based on the information contained in the document using each method. 

These answers were then evaluated by researchers. The researchers recorded the time it took the 

subjects to answer each question. The browsing efficiency of the browsing methods was then 

evaluated by comparing the total time spent on browsing the information. The details of the study 

are provided in the following subsections: 
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3.8.1. Research question and hypotheses 

Using the Goal Question Metric (GQM) approach [Bas94] to define the goals for this study, 

we obtained the following goals and related hypotheses. 

Goal 1: Analyze PhoneLens and Paper-based browsing methods for the purpose of their 

evaluation with respect to the browsing efficiency of multivalent documents. 

Hypothesis 1: Participants using the PhoneLens spent significantly less time than the 

participants using the Paper-based browsing method. 

Goal 2: Analyze PhoneLens and Paper-based browsing methods for the purpose of their 

evaluation with respect to their usability to browse the multivalent documents. 

Hypothesis 2: Participants rated the PhoneLens significantly better than the paper-based 

method on its ease of use, comfort level and the practical usefulness for browsing through the 

multivalent documents. 

Goal 3: Analyze the effect of independent variables for the purpose of improving the 

performance of PhoneLens method with respect to the browsing usability of the multivalent 

documents. 

Hypothesis 3: Other independent variables (e.g., comprehension skills, prior domain 

knowledge, and usefulness of training) can affect the individual performance when using the 

PhoneLens method. 

3.8.2. Independent and dependent variables 

As a part of GQM approach, a set of metrics devised for the study served as independent 

and dependent variables for the study. The experiment manipulated the independent variables as 

listed and defined in Table 3-2. Table 3-2 also defines the dependent variables that were measured. 
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Hypothesis 3 investigates the effect that the independent variables defined in Table 3-2 have on 

the dependent variables.  

Table 3-2. Study variables 

 

The browsing method (i.e., PhoneLens or Paper-based) is the treatment method of this 

study. Details of the assignment of the subjects to different treatment methods are described in 

Section 3.8.3. As mentioned earlier, each subject was asked to complete different types of tasks 

using each treatment method. Detailed description of these tasks is also provided in Section 3.8.3. 

3.8.3. Study details 

Because the researchers wanted to test every subject for each treatment method, this study 

utilized a complete counterbalanced repeated measures design. That is, each subject was tested 

with both the PhoneLens and the Paper-based browsing method and was asked to perform two 

different types of tasks using each treatment method. The details of the study are provided in the 

following subsections. 

Independent Variable Definition 

Browsing Method 
The treatment method (i.e., PhoneLens or Paper-based) used to browse 

the document. 

Training Usefulness 
Measures the perceived usefulness of training procedure for each subject 

and each treatment method combination 

Reading 

Comprehension 

Measures the reading comprehension skills of each subject prior to the 

study 

Domain Knowledge 
Measures the prior knowledge of the domain of the document used in the 

study 

Comfort Level 
Measures the degree of comfort level for browsing information using the 

hand-held devices for each subject prior to the study  

Dependent Variable Definition 

Browsing Efficiency 

The time spent by each subject while browsing through the information 

contained in the document for each task and browsing method 

combination 

Correctness 
Measures the correctness of the information provided by subjects for 

each task and browsing method combination 
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3.8.3.1. Participating subjects 

Twenty eight undergraduate/graduate students enrolled in the Computer Science and 

Information Science programs at a middle-west university participated in this study. The subjects 

were randomly selected from different courses and are not specifically targeted to benefit the study 

results. The subjects were trained by one of the researchers and worked individually to browse the 

information contained in the multivalent document (described in the next subsection) using both 

the treatment methods. 

3.8.3.2. Artifact / document 

The multivalent document used in this study was an architectural plan of an apartment 

building that had five different layers namely the: a) Floor Plan, b) Waste Plan, c) Sockets Plan, 

d) Fire & Water Plan, and the (e) Lighting Plan. The floor plan is a scaled diagram which shows 

a top view of walls, doors, spaces (rooms) and other physical features and relationships between 

them at one level of a structure. With the reference to a floor plan, the waste plan shows the 

locations and directions of waste pipes and waste outlets; the sockets plan shows locations 

of electric sockets and cabling between them; the fire & water plan shows locations of water and 

fire outlets and water piping; and the lighting plan shows locations of light switches and cabling 

between them. Each of these layers was drawn on a separate paper-document. The participating 

subjects using the paper-based method used all the five different paper-documents (corresponding 

to each layer) to complete the tasks that required them to browse the information contained in 

different layers. The participating subjects using the PhoneLens used the PhoneLens mobile 

application on top of the floor plan document to access all the other layers digitally to complete 

the tasks.  
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While the PhoneLens can be used on any multivalent document, the architectural plan used 

in this study was motivated by that fact that it is a standard apartment building plan with different 

layers that everyone is familiar with. Furthermore, the plan was kept simple in order to avoid any 

“noise” due to the subject’s lack of understanding of the architectural plan. The impact of having 

a more complex architectural document is discussed in the threats to validity section later in the 

paper. 

3.8.3.3. Study tasks 

As mentioned earlier, each subject was asked to browse through the architectural plan to 

complete two different sets of tasks using the PhoneLens and the paper-based method. A brief 

description of these tasks follows. Based on the IEE Wiring Regulation 17th Edition (BS7671) - 

Section 528, when a wiring system is installed in proximity to any other services, it shall be 

arranged so that any foreseeable operation carried out on either service will not cause damages to 

another service. Consequently, an inspector must be able to check different layers (i.e. piping & 

wiring layers) simultaneously based on the above regulation. Therefore, we design a navigation 

task that requires participants to browse several layers.   

a) Navigate an architectural plan and search for specific information at different layers (e.g., 

looking for an electricity plug behind a dishwasher in the sockets plan or a sewage outlet 

behind a dish washer in the waste plan). For each method, the subjects were provided three 

different statements that pertain to the information contained in the different layers of the 

document. The subjects were then asked to browse the document and answer if the 

statements were true or false.   
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a. Browse the sockets plan and check if there is at least one electricity plug on the 

wall behind the dish washer 1/1’;  

b. Browse the waste plan and check if there is at least one sewage outlet on the wall 

behind the dish washer 1/1’; and  

c. Browse the fire & water plan, and check if there is at least one hot and one cold 

water outlets on the wall behind the dish washer 1/1’.  

b) Search for an annotation and Measure the area of the corresponding room that includes 

that annotation. As opposed to the navigation tasks that had true or false answers, the 

search and measurement tasks required the subjects to provide the actual numbers as 

output. This task required the subjects to search for all broken ceilings (or broken tiles), 

count them, and measure the area of the room which contains one of them. The exact 

questions provided to them are listed below: 

a. Count the total number of “Broken Ceilings”/“Broken Tiles”; and  

b. Measure the area of a room (in square inch) which includes a “Broken Ceiling” / 

“Broken Tile” annotation.          

The “Search and Measurement” subtasks were designed to simulate the actual working 

conditions of an engineer that would need to search for a piece of information, and then perform 

computation using that information. Even if a participant could not correctly count the number of 

broken ceilings or tiles, he/she still could measure the area of a room independent of the success 

on the pervious task.           

Since each subject performed these tasks using both treatment methods, in order to avoid 

the learning effect, the exact questions were altered slightly in order to ensure that they were not 
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looking for the same information using both the treatment methods. More details of the order of 

tasks and treatment method in discussed in the following subsection. 

3.8.3.4. Study procedure 

The experiment operation included three different steps and one training session. Figure 3-

13 provides an overview of the experiment steps. The details of each step are provided in this 

section. 

 

3.8.3.4.1. Step 1. Pre-study survey 

The first step was to collect the background information from the participating subjects 

regarding their reading comprehension skills, their prior knowledge of the architectural plans, and 

their experience and comfort level with browsing on hand-held devices. The information during 

the pre-study was used to gain additional insights into the individual performance of subjects 

during the experiment. 

 

Figure 3-13. Study design 
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3.8.3.4.2. Training session 

Following the pre-study survey, the subjects were trained by the same researcher on each 

treatment method (i.e., PhoneLens and Paper-based) prior to the start of study. During the ten to 

fifteen minutes training session, the subjects were briefed on the architectural plan and the different 

layers of the architectural plan. Next, subjects were taught how to use the paper-based method and 

the PhoneLens to browse through the architectural plan. The subjects were then asked to try both 

the methods to get familiar with the architectural plan and how to use the PhoneLens to browse 

the architectural plan. 

3.8.3.4.3. Step 2. Browsing architectural plan 

The 28 participating subjects were randomly divided into two groups of 14 subjects each 

as shown in Figure 3-13. One group of subjects browsed the architectural plan using the PhoneLens 

followed by the paper-based architectural plan, whereas the other group of subjects was tested with 

paper-based architecture plan followed by the PhoneLens method. Therefore, we tested each 

subject for both treatment methods.  

During this step, each subject was asked to complete two types of tasks (i.e., Navigation 

task and the Search and Measurement task) using each treatment method. The details of these tasks 

are provided in Section 3.8.3.3. Since subjects used one method followed by the other method (i.e., 

either PhoneLens followed by the paper-based or vice-versa) to complete these tasks, the questions 

were altered that required the subjects to look at different portions of the architectural plan layers 

to answer the questions related to each task. For example, if a subject used the PhoneLens to check 

if there is at least one electricity plug on the wall behind the dish washer 1, then he/she used the 
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Paper-based method to check if there is at least one electricity plug on the wall behind the dish 

washer 1’.     

Therefore, each subject in group 1 completed four different tasks, two using the PhoneLens 

(i.e., task 1 related to dish washer 1 and task 2 related to broken ceilings), and then completed two 

additional tasks using the paper-based (i.e., task 1’ related to dish washer 1’ and task 2’ related to 

broken tiles) as shown in Figure 3-13 and listed in Section 3.8.3.3. Conversely, each subject in 

group 2 uses the treatment methods in a reverse order as compared to subjects in group 1 to 

complete four different tasks. That is, each subject in group 2 used the paper-based method to 

complete task 1 (related to dish washer 1) and task 2 (related to broken ceilings) followed by the 

PhoneLens method to complete task 1’ (related to dish washer 1’) and task 2’ (related to broken 

tiles). This allowed the researchers to minimize potential learning effects, and to compare the 

performance of subjects using the PhoneLens and paper-documents across four different tasks (i.e., 

tasks 1, 2, 1’ and 2’).  

The researcher who had trained the subjects also kept a log of the time it took them to 

complete each task using both the treatment methods as well as the total time spent to complete all 

the tasks. The same researcher also recorded the answers to the questions related to each task and 

then evaluated the students responses at the end of the study. 

3.8.3.4.4. Step 3: Post-study questionnaire 

In the end, participants were asked to provide feedbacks on their use of PhoneLens and 

paper-based browsing methods using a 5-point Likert-type scale (ranging from “1- very low” to 

“5- very high”). 
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3.8.4. Data collection 

This section provides a brief description of qualitative and quantitative data collected 

during the study. The quantitative data include the time (in seconds) spent by subjects to complete 

each of the fours tasks (two tasks per each treatment method). The researcher recorded the timing 

information including the start and end times for each task, the time they found the desired 

information in the architectural plan, and any breaks they took. The researchers also evaluated the 

correctness of the responses provided by the subjects for each task. For the Navigation task, the 

correctness was evaluated by comparing the subject’s responses of “True/False” statements against 

the correct responses. For the Search and Measurement task, the count of the broken tiles/ceilings 

and the area recorded by the students were evaluated against the actual values.     

For qualitative data, we gathered the subjective self-reported data during the pre-study and 

at the end of the study run. Using a five point scale (ranging from “1-very low” to “5-very high”), 

the participating subjects rated their overall experience in terms of their comfort level in browsing 

through the architectural plan using both treatment methods. Furthermore, each subject was asked 

to rate both the treatments methods on four different characteristics using the 5-point scale: 1) 

accessing the desired information, 2) during the searching for the annotations, 3) performing the 

measurement tasks, and 4) practical usefulness of the browsing method. Also, we asked subjects 

to rate the usefulness of training provided to them for each treatment method prior to the beginning 

of the study. 
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3.9. Data Analysis and Results 

This section provides an analysis of the data collected during the study. The results are 

organized around the three research goals (and related hypotheses) presented in Section 3.8.1. An 

alpha value of 0.05 was selected for judging the significance of the results. 

3.9.1. H1: Comparison of browsing efficiency of Phone-Lens and paper-based methods 

We analyzed the browsing efficiency by comparing the average time spent (in seconds) by 

subjects in each group using the PhoneLens and paper-based method. The comparison of both 

methods was performed separately for the “navigation” tasks and for the “search and 

measurement” tasks. Therefore, we compared the average time spent by subjects for all the four 

tasks (i.e., tasks 1, 1’, 2, and 2’) as shown in Figure 3-14. Due to the nature of repeated measures 

tasks, a Wilcoxon test (instead of a t-test) was used to judge the significance of the results and is 

discussed below. 

 
Figure 3-14. Comparison of average time spent on tasks 1, 1’, 2 and 2’ 
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During the navigation tasks (Tasks 1 and 1’), the PhoneLens is not always more efficient 

than paper documents. During task 1, the PhoneLens performed marginally better over paper-

based approach (though non-significant); whereas during the Task 1’, the paper-based approach 

showed improvement over the PhoneLens (again non-significant). Since the trends are in opposite 

directions, there is an order effect in place. Furthermore, since the navigation tasks were relatively 

simple and required subjects to confirm or refute the statements, this result is not surprising. 

During the Search and Measurement tasks, the PhoneLens was more efficient than the 

paper-based method. During the task 2, the Phone-Lens method was significantly more efficient 

than the paper-based method spending an average of 93 seconds compared to the 192 seconds for 

the paper-based method (p = 0.00096). Similarly, during the task 2’, the Phone-Lens method was 

again significantly more efficient than the paper-based method spending an average of 86 seconds 

compared to the 132 seconds for the paper-based method (p = 0.001). These results are shown in 

Figure 3-14. Analysis of these results shows that irrespective of the order of the treatment methods, 

the PhoneLens is a significant improvement over the traditional method during the search and 

measurement tasks. However, no significant difference was observed for the navigation tasks 

between the treatment methods. Analysis of the time spent by individual subjects showed that, the 

timing values in data sets for paper-based method are far apart from the average value as compared 

to the PhoneLens method for both the tasks. Combining the results for all the tasks for PhoneLens 

and paper-based method, the time spent by subjects also showed a much higher upper-bound (i.e., 

75th percentile) when using the Paper-based method (a value of 3 minutes) as compared to the 

PhoneLens (1.5 minutes). Based on these results, the timing values for PhoneLens were closer to 

the average values and showed a more consistent distribution.            
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Furthermore, we analyzed the correctness of the responses provided by subjects using the 

PhoneLens and the paper-based method. The results showed that the subject’s responses on the 

navigation tasks (i.e., true or false statements) were correct on using both the methods. However, 

the subject’s responses on the measurement tasks (i.e., area size) using the paper-based method 

were incorrect for majority of the subjects (i.e., 23 out of 28 subjects) as compared to the 6 out of 

28 subjects using the Phone-Lens that reported the incorrect output. In the paper-based method, 

the measurement errors are mainly caused by forgetting the scale in the calculation. On the other 

hand, PhoneLens has a much higher accuracy rate in the measurement task. In the evaluation, we 

found that the “fat finger” error that is common in touch-based screens can affect the accuracy in 

the measurement. A user may not precisely touch the point he/she needs to touch on a touch screen. 

This issue can be addressed by providing an option that snaps a user’s touch point to the nearest 

intersection or corner. 

Therefore, based on these results, PhoneLens is significantly more efficient and can help 

users achieve more accurate information as compared to the paper-documents on the annotation 

and measurement tasks. The overall evaluation results justify the usefulness of the PhoneLens. 

Since this was an initial investigation, some advanced features were not explored. For example, 

subjects were not asked to take the advantage of assessing the digital information at different layers 

simultaneously or using the zooming features using the PhoneLens.  We will investigate the 

usefulness of these features in future experiments.  In future evaluation on more complex tasks 

with PhoneLens, we expect the efficiency results to show a similar significant improvement. 
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3.9.2. H2: Comparison of subjective feedbacks on PhoneLens and paper-based methods 

Using a five-point scale (ranging from “1- very low” to “5- very high”), the participants 

evaluated their overall experience using PhoneLens and the Paper-based treatment on six relevant 

characteristics (C1 through C6)_listed in Figure 15. We categorized the rating results in to two 

main categories, “Disagree” and “Agree”3. “Disagree” category included all rating values lower 

or equal to 3 and “Agree” category included rating values 4 and 5. 

Figure 3-15 compares the percentage of “Disagree” vs. “Agree” ratings on each 

characteristic for both methods. For each characteristic in PhonLens method, we conducted a non-

parametric one-sample Wilcoxon Signed Rank test to determine whether the mean response was 

significantly greater than the midpoint of the scale. In the PhoneLens approach, the results indicate 

a significantly positive feedback (i.e., p < 0.05) on all characteristics except the “Comfort level in 

browsing through the plan” (C1). Overall, the results show a larger percentage of agreements for 

the PhoneLens method as compared to the paper-based method except C6, which means that the 

subjects rated the training on both methods equally well prior to performing the browsing tasks 

but rated PhoneLens more favorably during the browsing of architectural plan.  

                                                 

 

 

3 Based on the analysis method suggested in www.likert.org 
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Characteristics 

C1: Comfort level in browsing 

through the plan 

C2: Ease of accessing the 

information 

C3: Ease of searching the 

information 

C4: Ease of calculating the 

area 

C5: Practical usefulness of 

technique 

C6: Usefulness of training 

provided prior to the study 

Figure 3-15. Percentage of the rating on each characteristic for each method (Categorized) 

In addition, the feedback from the subject’s comments identified some issues that will help 

improve the design of the PhoneLens. Some participants commented that control icons are 

displayed too close, which accidently triggered the function of an adjacent control. In the function 

of searching an annotation, it was also suggested to provide a search history in future 

implementations. 

3.9.3. H3: Effect of independent variables on individual performance of subjects 

We analyzed the effects of other independent variables on the dependent variables (Table 

3-2) using multiple regression [Fie07]. The goal was to find any significant correlations between 

those variables and participants browsing efficiency during the experiment run. The training 

usefulness, comfort level with hand-held devices, the reading comprehension skills, and the prior 

experience with the architectural plans were measured on a 5-point scale. The results show that 

only the Usefulness of training on the PhoneLens was significantly correlated with the browsing 

efficiency of subjects when considering the total spent by subjects on all the tasks using the 

PhoneLens. That is, the participants who found the PhoneLens training useful were more effective 
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when using the PhoneLens during the study run. The multiple regression analysis did not show 

any significant positive correlations among the independent variables. 

3.9.4. Threats to validity 

We faced the following threats to validity during the study that could not be completely 

addressed: 

3.9.4.1. Conclusion validity 

The threat due to the heterogeneity of participants was not controlled since all participants 

were not drawn from the same course and were a mix of bachelor and master students (i.e., had 

different levels of education). While we used a 5-point likert scale, there remains a threat that we 

treated these scales as an interval scale rather than ordinal scale, following the standard practice in 

social sciences. This practice means that the p-value needs to be treated with care when interpreting 

the results. 

3.9.4.2. External validity 

There remains a threat because the participants were all undergraduate and graduate 

students in an educational setting and likely not represent typical users of the PhoneLens when 

used in reality. Furthermore, the students are less experienced in working with architectural plans 

as compared to the intended users.  

3.9.4.3. Internal validity 

To increase internal validity, we did not inform the participants of the study goals. 

Therefore, they should not have been biased in the data provided. Participants volunteered to take 
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part in this study and were not graded on their performance. The most important internal validity 

threat in the study was the lack of a classic control group. We plan to address this threat in future. 

3.10. Discussion of Results 

The result in Section 3.9.1 showed that the PhoneLens was significantly more efficient than 

the paper-based architectural plan on more complex “search and measurement” tasks as compared 

to the “navigation” tasks. The architectural plan used in the evaluation was kept simple to isolate 

the effect of the treatment method. While the study subjects (i.e., students recruited from CS and 

MIS programs) are more inclined to try a new technology as compared to the intended users (i.e., 

engineers), they may not well-versed with the architecture models as compared to the engineers. 

Therefore, our future studies will investigate the generalizability of our study results by testing the 

Phone-Lens with actual intended users in their work-setting.     

Furthermore, we expect the efficiency of the PhoneLens to show further improvement over 

the paper-based method on more complex examples. A complex multivalent document has several 

layers with a large size. PhoneLens overlaps information of different layers on the same reference 

design simultaneously, which avoids frequent flipping between different layers. With a natural 

interaction, PhoneLens facilitates searching, editing and annotating information efficiently. 

Therefore, we expect that the search and navigation efficiency using the PhoneLens can be 

significantly improved on complex cases over paper documents.  

Also, the result in Section 3.9.1 showed that the responses provided by the subjects were 

more accurate and precise when using the PhoneLens method. Because the subjects were 

Computer and Information science students, and are not the actual users of architectural plans, we 

do not claim the accuracy of the results (e.g., area size) to be generalizable. However, the results 
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in Section 3.9.3 show that the subject’s computer science background (e.g., user interface 

development) and their browsing experience on hand-held devices are not correlated with their 

performance during the study. Therefore, we anticipate the efficiency and other results to be valid 

with more generic non-computer/information science participants in our future studies. As 

additional evidence, the result in Section 3.9.3 showed that the subjects, who rated the training on 

PhoneLens highly, were significantly more efficient using the PhoneLens than the subjects who 

did not rated the PhoneLens training as favorably. This result provides evidence that the usefulness 

of the training is more relevant than the background experience of the participating subjects.           

Additionally, the results in Section 3.9.2 showed that subjects rated the PhoneLens method 

more favorably than the traditional paper-based method on the tasks the subjects were asked to 

perform during the study run. According to the feedback from users at the end of the study, we 

were able to identify some areas to help improve the usability of the PhoneLens, such as increasing 

the space between two adjacent icons.  

The intended use of the PhoneLens is believed to be in domains that include coupled 

information in different layers. PhoneLens provides a “context+focus” interaction, which is useful 

to browse a large amount of information, such as maps or graphs, on mobile devices. In this study 

an apartment architectural plan (a common type of multivalent documents) was used to avoid 

losing generality. The positive results have motivated us to investigate the use of PhoneLens in 

other domains as well. Last, while only a subset of PhoneLens features were investigated during 

the study, we anticipate that some of the more advanced features (e.g., zooming or browsing 

multiple layers simultaneously) would further improve the browsing efficiency of the PhoneLens 
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method when used on multivalent documents. We plan to investigate the use of PhoneLens method 

on other types of documents and with more complex study tasks. 

3.11. Conclusion 

In this paper, we have presented a spatially aware mobile system, called PhoneLens. This 

system augments paper documents with digital information. The main strengths of this system are 

being low cost and robust in different indoor environments, and portable with low complexity and 

ease of set-up. This system is developed to support various multi-layer vector graphical files, such 

as construction plans, electronic circuits or oil refinery plans. The PhoneLens system enables a 

spatially-aware display. When a user places a mobile device on any part of a printed paper 

document, it will show the corresponding digital information related to that area. PhoneLens is 

developed with different functions, including zooming, exploring various layers, measurement and 

annotation. A preliminary user study justifies the usefulness and high usability of the proposed 

prototype. More comprehensive studies will be conducted in the future, such as comparing 

PhoneLens with mobile based applications or evaluating PhoneLens in a real setting. 
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4. A LOW-COST AND INTELLIGENT CAMERA MANAGEMENT SYSTEM 

Automatic camera management systems have been developed to automatically record 

videoconferencing. These systems provide many benefits, such as reducing production costs and 

conveniently documenting events for future viewing. However, automatically recorded videos 

generally lack visual interest. This paper presents a novel approach that intelligently manages 

camera shots and angles to improve the visual interest. We use 3D infrared images captured by a 

Kinect sensor to recognize active speakers and their positions in a meeting. A movable camera, 

which is constructed by placing a wireless PTZ camera on top of a motorized rail, can 

automatically move its position to frame the active speaker in the center of the screen. Without 

interfering with a meeting, a speaker can seamlessly switch video sources (such as a PPT or 

images) through gesture commands. We have summarized and implemented a set of heuristic rules 

to simulate a virtual director. Those rules can be visually customized through a graphical user 

interface. The customization of a virtual director makes our system applicable in various scenarios. 

We have conducted a user study, and the evaluation results are promising.  

4.1. Introduction 

Videoconferencing systems automatically record a meeting and transmit the video to 

remote participants. However, an automatically captured video is often not engaging, and lacks 

visual variety such as switching from an overview shot of the whole group to a close-up shot of 

the active speaker. On the other hand, a professional director produces engaging videos by 

switching between multiple cameras to provide a variety of interesting views [Ran10], however, 

human-operated video recording is labor intensive and costly.  
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Various automatic camera management systems [Yu10] have been developed to produce 

an engaging video without human involvement. In an automatic video production, it is critical to 

recognize a dominant speaker and accordingly adjust the camera’s shot and angle. Various 

approaches have been proposed to control a camera for framing active speaker, such as an omni-

directional camera [Rui01, Foo00, Cut12] with a 360-degree view or an array of microphones and 

PTZ cameras [Ran10].     

Previous approaches generally place a camera at a fixed position. Since each camera can 

only cover a portion of the whole scene, it is necessary to calibrate multiple cameras. This paper 

presents a novel system, i.e., SmartCamera, which only uses one movable camera to frame an 

active speaker based on his/her position and pose. More specifically, SmartCamera is built on a 

Kinect sensor that provides an overview shot and captures 3D images to track speakers and their 

gestures. After detecting an active speaker, a movable camera, which is constructed by mounting 

a PTZ camera on a motorized rail, moves to an appropriate position with a suitable angle based on 

the location of the dominant speaker and his/her pose. In order to provide an engaging video with 

various camera shots, we implement a virtual director to control cameras through a set of heuristic 

rules, which can be visually edited and customized by a video production professional.  

Our work focuses on recording a discussion or meeting in which all speakers’ activities are 

covered within the range of an overview camera, i.e., a Kinect sensor. The meetings where a 

speaker has his/her back towards the overview camera are out of scope of this paper.    

The major contributions of this paper are summarized as follows: 
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 A movable camera. We designed a movable camera which is able to capture every speaker, 

while avoiding the calibration of multiple cameras. Furthermore, a movable camera assures 

that the camera can always directly face an active speaker. 

 Seamlessly switching video sources. It is useful for speakers to access multimedia content 

(such as PPTs) without interrupting the meeting. Our approach supports gesture-based and 

voice-based commands to naturally interact with multimedia contents and seamlessly switch 

the video source between multimedia contents and speaker.  

 A customizable virtual director. A virtual director is essential to produce an engaging video. 

It includes a set of director rules that intelligently control a movable camera according to 

different events, such as the change of a speaker. Each director rule is defined through a 

workflow that specifies a series of camera activities to respond to an event. A workflow can 

be modified visually through a graphical user interface. This customization makes our 

approach applicable in various scenarios.  

 Efficiently detecting speakers. To the best of our knowledge, we are the first to utilize the 

Kinect sensor to automatically record videos. 3D infrared images captured through Kinect are 

applicable in different lighting conditions to detect the skeleton of each speaker, and the depth 

information makes the body recognition more efficient and accurate. Furthermore, the 

integration of sound and vision tracking in the Kinect sensor simplifies the hardware setup.  

4.2. Related Work 

An automatic meeting capturing system should meet three main criteria: 

1. Track speakers, their movements, voices and gestures. It is challenging to track and 

capture speakers in a meeting because speakers have different behaviors over time (such 



 

112 

 

as changing his/her body pose, start or stop speaking) [Pol97, Ran08]. Furthermore, 

speakers may have varying requests. 

2. Provide an engaging and attractive video output. An automatically produced video is 

often not engaging and attractive. Consequently, people get bored when watching the 

video [Rub02, Ran08, Ran10]. This issue is mainly caused by the lack of various shots 

from different angles [Ino95], which forces people to watch the video from a fixed shot. 

In order to solve this issue, it is important to apply TV production rules in the video 

production process [Ino95, Bia98, Liu01, Ran08]. 

3. No human effort. In a meeting, speakers need to focus on the discussion. They should not 

be disrupted to guide an automatic system to record the meeting [Ran06, Rui03]. 

Therefore, a meeting capturing system should be intelligent with only minimal manual 

inputs from speakers. 

Researchers have proposed different solutions to meet the above three criteria. The 

following subsections review previous solutions. 

4.2.1. Tracking technologies 

Tracking speakers’ activities in a meeting provides the necessary information for a virtual 

director to decide what shots should be taken. Therefore, tracking speakers is one important 

component in an automatic video production system. Its goal is to constantly recognize the position 

of each speaker and identify the dominant speaker at any time.  

Various sensing techniques have been proposed to track speakers. Microphone array 

[Bra01, Lee02, Liu01] is developed to recognize the location of sound in a physical environment. 

Rui et al. [Rui01] combined a microphone array with an omni-directional camera, which can 
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capture a 360-degree view. This approach is suitable for recording meetings, in which people are 

seated in a circle. Lee et al. [Lee02] used an omni-directional camera together with four 

microphones. This approach uses motion analysis and skin detection to recognize speakers. In 

order to reduce the cost, Cutler et al. [Cut12] used multiple inexpensive cameras to replace an 

omni-directional camera. Those cameras are deployed as a ring, and have a similar function to an 

omni-directional camera. Similarly, the FLYCAM system [Foo00] used an array of inexpensive 

cameras, organized in a circular manner, to capture every direction. This approach also supported 

the motion detection technique (such as the movement of a body or hands) to identify active 

speakers. Nickel [Nik05] used two microphones to recognize the sound source, which is combined 

with complex image processing techniques to track speakers in a meeting. Ranjan et al. [Ran08] 

used infrared cameras, combined with passive reflective markers, to identify all speakers in a 

meeting. Though this approach can efficiently recognize speakers, it requires sticking markers on 

speakers in advance. Later, Ranjan et al. [Ran10] used a high resolution camera to recognize 

speakers’ faces and their positions. In addition, they have placed a microphone in the front of each 

speaker to identify the sound source. Rinzhin et al. [And10] used multiple omni-directional and 

PTZ cameras on the wall and ceiling to detect all speakers using the face detection technique. 

Based on Radial Basis Function Networks, Howell and Buxton [How02] recognized speakers’ 

gestures, and accordingly adjusted the attention of a camera. 

Identifying speakers based on image processing and face detection techniques can be 

erroneous, as mentioned by [Ran10]. Rinzhin et al. [And10] also reported that the level of 

illumination can affect the face detection accuracy. In addition, Yu et al. [Yu10] reviewed various 

smart meeting recording systems, and identified an inefficient face recognition algorithm as one 
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major limitation. Diverging from previous work, we have used a Kinect sensor to track speakers. 

The Kinect sensor provides a 3D infrared image. Compared with 2D color images, the depth 

information in 3D images makes it easy and robust to track speakers and their gestures. Our 

approach detects the body and produces a skeleton for each speaker. The skeleton includes two 

points of a person’s shoulder, which imply the body pose. In addition, the Kinect sensor includes 

a microphone array, which is able to track multiple sound sources simultaneously. The 

combination of audio and vision tracking enables us to identify a dominant speaker in a meeting.  

4.2.2. Camera management techniques 

Recording a meeting involving several speakers requires multiple camera shots from 

various angles. Some systems [Rui01, Cut12, Foo00, Lee02] used an omni-directional camera to 

capture a 360-degree view. A variation of an omni-directional camera is to organize an array of 

inexpensive cameras as a ring. Those approaches can provide a close-up shot of any speaker sitting 

around the camera. Other approaches [Ran10, Liu02] used pan-tilt-zoom (PTZ) cameras to provide 

multiple shots.  

Previous approaches are limited by the variety of shots they can provide. Specifically, they 

cannot adjust the angle of a camera based on the body pose of a speaker in a way that the camera 

can directly face the eye of a person. Jones et al. [Jon09] discussed the importance of eye contact 

when capturing videos. However, it is challenging to recognize the pose based on the image 

processing techniques [Ran10]. In order to improve the eye contact in the video recording, our 

approach combines a 3D infrared camera, which is embedded in a Kinect sensor, with a movable 

camera. The 3D camera is used to derive the body pose of a person. According to the body pose, 

the movable camera moves to an appropriate position so that the camera directly faces the front 
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part of a speaker’s body. Compared with omni-directional cameras or PTZ cameras which have a 

fixed location, a movable camera is flexible enough to adjust a camera’s location and angle to fit 

the position and the pose of a speaker.  

4.2.3. Video directing techniques 

Some approaches [Kun90, Nag05] use post-processing techniques to improve the quality 

of an automatically recorded video. However, some scenarios need real-time recording. An 

experienced director, who carefully selects an appropriate shot at any moment and changes the 

shot based on the discussion among meeting attendees, is critical to produce an engaging and 

attractive video in real-time. Researchers have summarized a list of heuristic rules [Liu01, Ran0, 

Ran10] to simulate an experienced director. Based on previous experiences and consulting with 

professional directors, we have developed a set of heuristic rules that specifically fit our hardware 

design. Those rules synchronize various hardware components (e.g., the movable camera and the 

Kinect sensor) and choose appropriate shots based on the discussion among meeting attendees.  

One of the important information sources in a meeting is media files (i.e., PPT, movies or 

pictures). Gestures have been used to support the camera management in previous approaches 

(such as grabbing a camera’s attention [How02] or changing a camera’s shot [Ran10]). Our 

approach supports speakers to fully control media files through voice commands and gestures.   

4.3. Approach Overview 

There are two major challenges in SmartCamera. First, it is challenging to sense and track 

the behavior of speakers under different situations, with the occurrence of various noises. Second, 

it is critical to intelligently guide a video production process, which involves various actions, such 

as selecting an appropriate video source and controlling a movable camera.  
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SmartCamera takes the advanced 3D sensing technology through Kinect for efficient 

meeting participant recognition and tracking. A movable camera, controlled by a customizable 

virtual director, provides the flexibility to shoot speakers at various angles and positions. In 

summary, SmartCamera has the following five design goals.  

4.3.1. A natural user interface 

The SmartCamera system not only automatically controls a movable camera to take the 

best shot in a meeting, but also supports meeting attendees to naturally interact with multimedia 

content (such as PowerPoint). In SmartCamera, a speaker controls multimedia content through 

predefined gesture commands without interrupting the meeting. Such a natural user interface 

makes an interface invisible and allows users to focus on their tasks.  

4.3.2. Robustness 

One important feature in SmartCamera is being robust. Tracking a speaker can be affected 

by many environmental factors, e.g., noises, echoes, light conditions, part of a body being behind 

an object, and body movements. SmartCamera can mitigate different types of noises. Especially, 

the system can still correctly recognize the dominant speaker even with the occurrence of ambient 

noises and sound echoes. Our approach uses the Kinect microphone array to calculate the sound 

source. When there are multiple sound sources (e.g., one is coming from the dominant speaker and 

the other is the ambient sound, such as air conditioning), SmartCamera first uses the Kinect SDK 

to eliminate the noises and sound echoes, and then uses some heuristics (refer to Section 4.5.1) to 

identify the dominant speaker.  

It is important to recognize all meeting attendees and track their movements and gestures 

in a video production scene. The speaker detection and tracking should not be affected by ambient 
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lights (e.g., too dark or too light). The 3D infrared camera in Kinect is applicable in various 

conditions, and the depth information in 3D images reduces the computational complexity, 

compared with face recognition based on 2D images. 

4.3.3. Low cost 

Though different smart camera systems have been proposed [Foo00, Liu02, Ran10, 

And10], they include an expensive panoramic camera or multiple cameras to cover various angles. 

The hardware components in SmartCamera essentially include one Kinect Sensor (i.e., sensing 

various events and providing an overview shot), one PTZ camera (i.e., providing a close-up shot 

of the dominant speaker), a motorized rail (i.e., moves a camera to an appropriate position), and a 

laptop (i.e., running a virtual director that controls a movable camera and multimedia content).  

4.3.4. Easy to setup and operate 

One objective of the SmartCamera system is to simplify the video production procedure. 

We can easily set up and operate SmartCamera in various environments, such as a conference 

room. All hardware components (e.g., Kinect sensor, camera, laptop, and rail) are portable and can 

be flexibly connected through WiFi. The movable camera replaces an automated movable arm, 

which is expensive and has been commonly used in a TV production studio, and assures the best 

angle of framing a speaker based on his/her pose.  

SmartCamera does not need any calibration. We simply place the Kinect sensor in the front 

to cover all speakers. After the set-up, a virtual director automatically controls the movable camera 

without the need of any human operators. The easy setup and operation improves the applicability.   
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4.3.5. Customizable virtual director 

Automatically directing a video requires intelligent decision-making. In practice, a human 

director provides various shots based on different events that happen in the scene. In order to 

simulate a human director in SmartCamera, we investigated previous experiences [Liu01, Ran10] 

and consulted with several professional directors to summarize a set of heuristic rules. In 

responding to a specific event, a heuristic rule is triggered to control the movable camera. Each 

heuristic rule is specified through a workflow, which can be visually modified and customized 

through a graphical user interface. The customization of the virtual director makes SmartCamera 

applicable in different scenarios.   

4.4. System Architecture 

In practice, a professional TV director first places cameras in appropriate locations to cover 

the whole scene. Then, the director chooses one camera as the output video feed, and cuts between 

different cameras upon certain events, such as the change of dominant speakers, gestures of a 

speaker, verbal requests, etc. During the video production process, common video production rules 

must be observed to make an engaging video, such as the maximum time to show a person, the 

maximum time of an overview shot, etc. In summary, a professional director observes various 

events, and uses his/her video production knowledge to control cameras based on observed events. 

SmartCamera simulates a professional director through four essential hardware 

components: a Kinect sensor, a PTZ camera, a motorized rail, and a laptop. The Kinect sensor has 

three important functions: tracking speakers through an infrared camera, identifying the dominant 

speaker through a microphone array, and providing an overview shot. A PTZ camera that mounts 

on top of a motorized rail realizes a movable camera, which takes a close-up shot for an active 
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speaker. The motorized rail is implemented through an EasyDriver Stepper Motor Driver and a 

stepper motor. The motor driver receives commands from a virtual director and accordingly 

controls the stepper motor to move a camera on the rail. Finally, SmartCamera requires a laptop 

that connects the above hardware component together. The laptop collects environment sensing 

information from the Kinect sensor and then uses a virtual director to control the movable camera.  

Base on the hardware platform, the SmartCamera software consists of four main 

components as shown in Figure 4-1, which are: Environment Sensing, Camera Manager, Media 

Manager, and Virtual Director. 

 

The Environment Sensing component is responsible to analyze and convert environmental 

sensory data (such as 3D images or sound) to video production events (such as gestures or a switch 

of active speakers). The Camera Manager component controls the movable camera to a designated 

location. The Media Manager component accesses to multimedia content, such as pictures and 

slides. The Virtual Director component directly interacts with the above three components. In 

response to events received from the Environment Sensing component, the virtual director either 
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Figure 4-1. The SmartCamera system components 
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commands the camera manager to take a shot at an appropriate position and angel or switches the 

video source to a multimedia document through the media manager.  

4.5. Environment Sensing 

The Microsoft Kinect sensor captures a wide range of sensory information, which includes 

RGB videos, 3D infrared images and sounds. The sensory data are collected by the environment 

sensing component, which converts those data to important video production events. We classify 

those events into three categories: 1) user recognition events that are implemented by the user 

tracking module; 2) speech commands that are recognized by the speech analyzer; and 3) gesture 

commands that are identified by the gesture analyzer.  

4.5.1. User tracking  

In practice, a professional director continuously tracks the person who is speaking in a 

meeting, and then determines how to control the camera(s). The user tracking module implements 

the function of user tracking. This module first identifies all meeting attendees and then recognizes 

a dominant sound source. Finally, we identify the dominant speaker by mapping the dominant 

sound source to a person.  

Distinct from previous approaches [Nik05, Ran10] that use the face recognition to identify 

meeting attendees through 2D images, this paper uses 3D infrared images for a robust body and 

face recognition, which is supported by the Microsoft Kinect SDK. Our approach works even when 

some parts of the body aren’t visible, such as legs under a table. In addition, the depth information 

is useful to efficiently detect the pose of a speaker, which enables the virtual director to move the 

camera in a way that matches the speaker’s pose. 
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In the user tracking module, the sound analyzer is an essential function that identifies the 

dominant sound and its position. More specifically, the sound analyzer continuously tracks sound 

beams and their angles. Each detected sound beam has a dynamic power value, which implies the 

strength of the detected sound. A higher power value means a more reliable and continuous sound. 

The power value of a newly detected sound is set as zero in the beginning. As the sound continues 

being detected, its power value increments gradually every 100 milliseconds, until it reaches a 

predefined maximum value. Similarly, when an existing sound is not detected any more, its power 

value gradually decrements every 100 milliseconds and finally reaches zero. Among all detected 

sound beams, their values are compared every 100 milliseconds and the sound with the largest 

power value is considered as the dominant sound while other sound beams are treated as noises. 

After detecting the dominant sound, the analyzer will match its angle to a specific speaker, as 

shown in Figure 4-2. 

 

The introduction of a power value avoids falsely recognizing a sound burst as a new 

speaker. Since the duration of a sound burst is very short, its power value remains at a low level. 

Furthermore, the power value is useful to contiguously track a speaker. During a meeting, a speaker 

Sound Power 

Value 

Angle 

Figure 4-2. Matching a sound source with a participant 
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may pause for a while. During the pause, though the power value of the dominant speaker gradually 

decrements, it still remains at a relatively high level that avoids losing the dominant speaker by 

recognizing a noise (e.g., a sound burst) as the new dominant sound.  

Since the power value of each sound beam is updated and compared every 100 

milliseconds, the odd that two sources have the same value is very small. In the case that two 

sources have the same power, we randomly choose one as the dominant speaker.  

We have evaluated the time taken to recognize a new speaker. In the test, we switch 

speakers for 20 times and measure the time spent on identifying the new speaker. The result shows 

that SmartCamera takes on average 1.06 seconds (standard deviation = 0.19) to report a new 

speaker. 

In summary, the integration of 3D infrared images and a Microphone Array provides 

several benefits. First, it avoids the placement of multiple microphones around the scene, which 

simplifies the set up process. Second, the 3D infrared images provide a robust user tracking. 

Finally, the depth information in 3D images can efficiently detect the pose of a speaker so that a 

camera can be controlled to directly face the speaker all the time.   

4.5.2. Speech analyzer 

Speech is a natural communication means in our daily life, and has an important role in the 

video production. It is especially useful when a speaker asks the director to switch the video source 

to a media file, such as a slide or a video. Besides, a speaker may require a specific shot in some 

scenarios. The Speech Analyzer component allows a speaker to control a camera or a media file 

through voice commands.  
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SmartCamera supports seven voice commands. In order to issue a voice command, a 

speaker must first speak the keyword “CAMERA” to activate the command recognition process, 

and then speak one of the seven commands. The two-stage command recognition process reduces 

the probability of recognizing a false command from a conversation in a meeting. The seven 

commands are as the following: 1. Overview shot 2. Close-up shot 3. Show this 4. Show movie 5. 

Show picture 6. Show next 7. Show previous 

The first three commands are used to control a camera shot. The “show this” command is 

used to shoot the object in the dominant speaker’s hand. These commands allow a speaker to select 

a specific shot when needed. The fourth and fifth commands switch the video output to a media 

file. A speaker uses the last two commands to navigate multiple pages in a media file, such as a 

PowerPoint. 

4.5.3. Gesture analyzer 

Gestures enable people to exchange information without relying on sound. It is especially 

useful in a video production process since it eliminates the sound distraction in a meeting. In order 

to differentiate gesture commands from normal hand movements in a meeting, the gesture analyzer 

is triggered only after a multimedia document is opened through a voice command. We have 

defined four gestures to control presentation media: 

1. Slide a hand to the left. Navigate to the next page in a multimedia document. 

2. Slide a hand to right. Navigate to the previous page. 

3. Slide a hand top-down. Stop playing the media. 

4. Slide a hand bottom-up. Start playing media.  

A recognized gesture is sent to the virtual director to trigger the corresponding command.  
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4.6. Video Sources 

The output of a video production can be either images captured from a camera or a 

multimedia file. This section discusses the camera manager and the media manager.  

4.6.1. Camera manager 

In SmartCamera, it is critical to intelligently manage various cameras to take the best shot 

at any time. SmartCamera includes one fixed camera and /one movable camera. The fixed camera, 

which is integrated within a Kinect sensor, provides an overview shot, while the movable camera 

captures close-up shots of speakers from different angles.  

4.6.1.1. Fixed camera 

A fixed camera provides an overview shot of the whole scene. Instead of having a separate 

fixed camera, the RGB camera embedded in the Kinect sensor is used as an overview camera. 

Therefore, the Kinect sensor should be placed in the front of all meeting attendees to cover the 

whole scene.  

4.6.1.2. Movable camera 

PTZ cameras have been commonly used in smart camera management systems [Liu02, 

Ran10]. In the previous approaches, a PTZ camera in general has a fixed position. Therefore, it is 

necessary to include multiple PTZ cameras, and each camera covers a portion of the whole scene. 

In addition to an increasing cost, the calibration of multiple cameras complicates the hardware 

setup. Furthermore, a camera with a fixed position cannot adjust its angle based on the position 

and pose of a speaker. Instead, a movable camera, as presented in Figure 4-3, provides the 

flexibility to exercise a wide range of possible views. Especially, the capability of changing the 
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position of the camera assures that a speaker directly looks at the camera, which makes the video 

more engaging. In summary, the advantage of using a track-based camera versus a series of PTZ 

cameras is the ability to place the camera on any position along the track. This gives the system 

greater potential to create a well-composed shot, especially if the subject moves at all during the 

video shoot. There is also the potential to capture video while the camera moving on track, which 

could add significant aesthetic interest. 

 

In an initial design, we constructed a movable camera by mounting a regular camera on 

top of an iRobot. However, we found several issues with the original design. First, an iRobot makes 

loud noises when it is moving; second, the iRobot is often moving off a straight-line track, which 

requires an additional camera to monitor and adjust the movement of the iRobot; third, the 

movement of the iRobot is slow. Therefore, we designed a motorized rail system, which provides 

a rapid and accurate movement. We have tested the camera moving from one end to the other end 

for 20 times, and the average time is 4.61 seconds with the stand deviation 0.34. The rail system 

does not require any special calibrations. 

The movable camera system is powered by a stepper motor through a belt and two pulleys 

attached to the rail. The camera itself is fixed to a small cart fit to the rail with a low friction 

material. To control the motor, the camera manager communicates with an Arduino 

Figure 4-3. The PTZ camera on a rail 
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microcontroller through a USB port, and through WiFi to exchange information with the PTZ 

camera. The movable camera has two states, i.e., Ready and On-Move. By default, the movable 

camera is in the state of Ready. When the movable camera receives a moving command, its state 

is changed to On-Move. When the camera arrives at the designated position, the state is changed 

back to Ready.  

Based on the position and the pose of a speaker, it is critical to calculate the position of the 

PTZ camera on the rail and the panning/tilting angle so that the camera straightly points at the 

speaker. The position of the PTZ is specified as the distance relative to the center of the rail, i.e., 

dm in Figure 4-4. In order to calculate dm, we need to first determine the panning angle a1 (refer to 

Figure 4-4). Ideally, the Kinect sensor can calculate the panning angle based on the positions of 

face. In the case that a person’s face is partially visible to the Kinect, we use the shoulder angle to 

indicate the pose of the speaker. Equation 4-1 shows the calculation of the panning angle a1 based 

on the positions of the right shoulder (SRx, SRy, SRz) and the left shoulder (SLx, SLy, SLz). Using 

the panning angle a1, dm is calculated according to Equation 4-2, in which (dpx, dpy, dpz) is the center 

of the head of the dominant speaker detected by the Kinect sensor (refer to Section 4.5.1). In the 

case that a speaker turns his head/body extremely to one side, the calculated dm may be larger than 

the half size of the rail, i.e., dmax, then we move the camera to the end of the rail (i.e., dmax) and 

calculate camera panning angle a1’ based on Equation 4-3. The tilting angle a2 is calculated 

according to Equation 4-4, where dpy is the height of the speaker’s head center relative to the Kinect 

sensor. The calculation must consider the height of the PTZ camera relative to the Kinect sensor, 

i.e., CameraHeight in Equation 4-4, which is 15 cm in our implementation. Tilting the camera 

according to the head position of the speaker assures to frame the head in the center.  
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𝒂𝟏 =  
𝝅

𝟐
− 𝐭𝐚𝐧−𝟏 (

𝑺𝑳𝒛−𝑺𝑹𝒛

𝑺𝑳𝒙−𝑺𝑹𝒙
)                       (Equation 4-1) 

𝒅𝒎 =
𝒅𝒑𝒛

𝐭𝐚𝐧(𝒂𝟏)
− 𝒅𝒑𝒙                                    (Equation 4-2) 

𝒂𝟏′ = 𝐭𝐚𝐧−𝟏 (
𝒅𝒑𝒛

𝒅𝒑𝒙+𝒅𝒎𝒂𝒙
)                            (Equation 4-3) 

𝒂𝟐 = 𝐭𝐚𝐧−𝟏 (
𝒅𝒑𝒚−𝑪𝒂𝒎𝒆𝒓𝒂𝑯𝒊𝒆𝒈𝒉𝒕

𝒅𝒑𝒛
)            (Equation 4-4) 

 

4.6.2. Media manager 

During a meeting, it is useful to show some pictures or videos related to the talk at certain 

points. The presentation media can increase the engagement of audiences and make the topic more 

understandable and interesting. The Media Manager Component controls and produces video 

outputs based on media files in a predefined media folder. Meeting attendees can activate the media 

output by using speech commands, and then control the media file by speeches or gestures (e.g., 

sliding a hand). Gesture commands enable a speaker to control the presentation media without 

stopping talking. 

4.7. Virtual Director 

It is complicated to direct a scene and produce a video. The director should carefully follow 

the subjects, and identify the dominant speaker at any time. Besides, he/she should continuously 

Figure 4-4. Adjusting a camera based on the speaker 
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listen to the requests (e.g., voice or gesture commands) from speakers. Based on all signals and 

information received from various sources in a meeting, the director decides a specific action (e.g., 

moving cameras to an appropriate location, selecting the output feed, and changing the shot) to 

make the video engaging.  

The virtual director component simulates a professional human director. It receives 

environmental events (such as speaker change) and decides corresponding actions based on a set 

of heuristic rules. Action commands are sent to various components (e.g., the movable camera or 

the media manager) to actually perform those actions. Some actions may be performed 

immediately (such as voice commands) while some may have a delayed effect (e.g., it takes a 

while to move a movable camera to a designated position). According to previous successful work 

[Bas94, Ino95, Liu01, Ran08] and by consulting with professionals, we have summarized a set of 

heuristic rules, which are implemented through a workflow engine.  

The virtual director workflow visually represents heuristic rules through a graphical user 

interface, which makes it easy to modify those rules. The workflow is embedded in the system 

through an open interface. In other words, we can update a heuristic rule through the workflow 

without changing the source code. This versatile design allows the user to adapt the virtual director 

to their specific needs. For example, a user may want to switch cameras between speakers rapidly 

in a fast-paced debate, or a user may want to remain on a single camera angle longer in a slow-

paced documentary style presentation. The mapping between an action and a gesture/speech 

command can also be customized to fit a specific scenario. In addition, the separation of the virtual 

director and other components supports reusing those heuristic rules. For example, if our system 
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is extended with multiple Kinect sensors or cameras, a portion of the virtual director can re-used 

in the new system.  

The virtual director workflow, as presented in Figure 4-5, reacts to events that come from 

various hardware/software comments (such as the Kinect sensor or a timer) and accordingly 

controls the video output. The heuristic rules in the virtual director workflow are grouped into 

three categories, which are discussed in detail in the following. 

4.7.1. Speaker shot  

When the user tracking component (Refer to Section 4.5.1) recognizes a new dominant 

sound source and accordingly identifies the pose of the body of the new dominant speaker, a 

Speaker Detected event is triggered. At this point, if the following conditions are all satisfied, the 

workflow first changes the video output to an overview shot, and then repositions the camera based 

on the detected speaker for a close-up shot. 

1. The Output is not set to Media Shot (Slide show). 

2. At least 7 seconds have passed since the last switch between cameras. This condition 

prevents an unexpectedly timed switch between different shots, which could be 

disorienting to the viewer and offset the visual pace of the video. If the user desires, he/she 

may shorten or lengthen this delay to match their specific scenario. 

3. If the current speaker is the same as the newly detected speaker, the pose of this speaker 

must have been changed by more than 15 cm or 20 degrees.  

4. Camera is not moving. The dominant speaker may change, while the camera is moving to 

a designated position p1. In this case, we do not move the camera to a new position until it 

reaches p1first. 
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5. The total number of speaker transitions within the last minute is less than 5 times. This 

condition prevents a camera from changing speakers with a close-up shot very frequently 

during a heated discussion. Once the limitation is reached, SmartCamera will provide an 

overview shot.  

4.7.2. Command  

Speech and gesture commands are triggered through Speech Detected and Gesture 

Detected events. For example, a speaker may say Show Picture. In this case, the virtual director 

will set the output as a slide show. Then, the speaker can go through the slides by gestures or 

speech commands. All commands, except the close-up shot command, are performed immediately 

once they are recognized by the speech analyzer or the gesture analyzer. The close-up shot 

command switches a camera from a presentation media file to a speaker. The virtual director first 

displays an overview shot, until the camera moves to a designated location, and then changes to a 

close-up shot.  

4.7.3. Timing  

In order to make the video more engaging, the director needs to change the shots over time. 

Those timing heuristic rules, defined as the following, specify the cutting between different shots.  

4.7.3.1. Close-up shot timer 

When the virtual director starts a close-up shot, this close-up timer is activated (i.e., 30 

Seconds No Event in Figure 4-5). This timer will be expired after 30 seconds, and the expiration 

switches a close-up shot to an overview shot, which makes the video more engaging by avoiding 

a continuous fixed view. 
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4.7.3.1.1. Change shot timer 

A change of shots is disallowed, if the last change happened in less than 7 seconds. This 

timer prevents a fast switch of different shots, which may cause unpleasant distraction.  

4.7.3.1.2. Frequent speaker transition timer 

By allowing at most five switches of close-up shots, this timer prevents a frequent switch 

among speakers.  

4.8. An Empirical Study  

The major goal of this study is to evaluate the video production quality and engagement of 

the SmartCamera system. In this study, we have invited three people from an Improv Comedy Club 

at a midwest university to discuss their club. The SmartCamera system automatically films the 

Figure 4-5. The virtual director activity diagram 
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discussion. At the same time, a professional camera-man is recruited to record the discussion. The 

SmartCamera system produces an output video in real-time, while the professional needs a post-

processing step to mix and select shots to produce the final output.  

We apply a between-group evaluation to compare the quality of the video produced by 

SmartCamera with that produced by the professional. More specifically, participants are randomly 

divided into two groups. The first group (referred as G1 in the following) watches the video 

produced by SmartCamera, and the second group (referred as G2 in the following) watches the 

other video. Each group has 27 subjects. In order to avoid biased opinions, participants are not 

informed on how a video is produced. After watching the video, each participant was asked to 

complete a questionnaire that uses a 5-point Likert-type scale (i.e., ranging from “1- Strongly 

disagree” to “5- Strongly agree”). The details of the study are provided in the following.  

4.8.1. Research question and hypotheses 

Based on the Goal Question Metric (GQM) approach [Bas94], we define the following 

goals and hypotheses. 

Goal 1: Compare the engagement and the overall quality of the video produced by 

SmartCamera with the video by a human professional. 

Hypothesis 1: Participants rated the SmartCamera video close to the human directed video 

in terms of engagement and overall production quality.  

Goal 2: Compare SmartCamera and human directed videos in terms of overview and close-

up shots. 

Hypothesis 2: Participants rated the SmartCamera video close to the human directed video 

in terms of overview and close-up shots.  
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4.8.2. Participating subjects 

Fifty four undergraduate students enrolled in the Computer Science and Information 

Science programs at a middle-west university participated in this study. The subjects were 

randomly selected and are not specifically targeted to benefit the study results.  

4.8.3. Artifact/videos 

Two videos was produced; i.e., one by SmartCamera and the other by a professional human 

director. Both videos have the same resolution, frame rate, length and contents. The video mainly 

consists of two sections. In the first section, speakers introduce their club through PowerPoint 

slides, which are controlled by speech and gesture commands. SmartCamera automatically 

provides the PowerPoint slides as the designated output video. In the human-directed video, the 

professional needs to manually choose the slides as the output in the post-processing step. In the 

second section, speakers give some detailed examples about the work they had performed and their 

experiences. This section involves speaker recognition and shot transitions among speakers. In 

summary, this video covers all important features in SmartCamera, such as speech and gesture 

commands, speaker recognition, transition between overview and close-up shots and etc.  

4.9. Data Analysis  

This section provides an analysis of the data collected during the study. The results are 

organized based on the two research goals and related hypotheses. An alpha value of 0.05 was 

selected for judging the significance of the results. 
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4.9.1. H1: Comparison of subjective feedbacks on engagement and video production 

quality 

Participants are asked to evaluate the engagement and overall video production quality 

based on the five questions listed in Table 4-1, in which G1 represents the first group that watched 

the SmartCamera video while G2 indicates the second group that watched the human-directed 

video. Since, we have two independent unpaired group, we have performed a two-tail Mann-

Whitney's U test. Shaded cells in Table 4-1 indicate a significant difference (i.e., p < 0.05). We 

found that the rates about the engagement are close without significant difference between two 

videos. In other words, we have achieved the major design goal of making an automatic video 

interesting and engaging, which is one of most challenging issues in the automatic video 

production [Ran08, Ran10, Rub02, Yu10]. The human-directed video has a higher mean ranks on 

the overall quality (i.e., the second question in Table 4-1) than the SmartCamera video. However, 

no significant difference has been observed (p=0.067). Similarly, both videos have close rates on 

the third question on number of times that we have switched the shot.  

Table 4-1. Overall production quality result 

 Median STD Mean Ranks 
P 

G1 G2 G1 G2 G1 G2 

1. You find the video interesting or 

engaging. 

3 3 0.92 1.06 28.02 26.98   0.82 

2. Rate the quality of the video 

production as a whole. 

3 3 0.68 0.89 23.55 31.44 0.067 

3. The camera views switched just the 

right amount of times. 

3 3 1.13 0.94 25.3 29.7 0.31 

4. Overall, the selected shots and timing 

of camera were switched appropriate. 

3 3 0.85 0.79 20.15 34.85 0.0006 

5. The director framed the speaker well. 2 4 1.05 0.9 19.26 35.74 0.0001 

The human-directed video has a higher rate on both the camera switch time (i.e., question 

4) and framing (question 5). This result meets our expectation since a human director can 
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understand the content and the context of a discussion and accordingly control cameras faster and 

more precisely. In the evaluation, we observed that SmartCamera has some delays to move a 

camera to the designated position when speakers switch frequently and fast in a discussion. The 

delay is caused by the following three reasons. First, it takes a while to move a camera to a 

designated position. Second, the power value in the sound analyzer (refer to Section 4.5.1) avoids 

falsely recognizing a sound burst while it also increases the time to detect a new sound source. 

However, the delay caused by the sound analyzer is limited within 1.06 seconds (refer to Section 

4.5.1.). Third, the 7 seconds rule in the virtual director (refer to Section 4.7) which avoids a 

disrupting and frequent switch between different shots, while it also may delay pointing the camera 

at a new speaker. More specifically, if the first speaker speaks for less than 7 seconds, the movable 

camera will not point at the second speaker until the 7 seconds timer is expired. In order to 

minimize the delay of shot switches, we can consider updating the hardware with a faster and more 

powerful motor. More important, the camera movement should be optimized. During the duration 

of an overview shot, we can move the camera from its current position to the center of the rail, 

which may potentially reduce the average moving distance. The 7 seconds rule can delay pointing 

a camera at a new speaker when the previous speaker spoke less than 7 seconds. The virtual 

director should be updated to balance the frequent switch of various shots and the delay of pointing 

the movable camera at a speaker with a close-up shot. 

The quality of framing in SmartCamera is reduced due to the following two reasons. First, 

if a speaker turns his head/body to one side, the Kinect sensor cannot capture the speaker’s 

face/body clearly, which causes inaccurate body recognition. Second, when a speaker is speaking, 

his/her head/body movement requires adjusting the position of the camera. However, 
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SmartCamera currently only considers large movements (more than 15 cm or 20 degrees). In 

summary, the close-up framing issue is caused by body recognition, especially when a speaker 

does not face the Kinect sensor well. One possible improvement is to employ multiple sensors in 

various positions to capture different angles of a speaker and accordingly construct a full 3D view 

[Wil12]. In addition, a longer rail for a PTZ camera could provide more space to move the camera 

to a position with a better angle. 

In summary, the engagement and the overall quality of the SmartCamera video are close 

that of a human directed video. However, the quality of camera switch and framing in 

SmartCamera still needs to be improved.  

4.9.2. H2: Comparison of subjective feedbacks on timing /length of overview and close-up 

shots 

In addition to engagement and overall quality, we also performed a two-tail Mann-

Whitney's U test on the quality of overview and close-up shots from the perspectives of timing and 

length, as presented in table 4-2. A significant difference is observed on questions 2 and 3 in Table 

4-2. In SmartCamera, the length of an overview shot and the timing of switching to a close-up shot 

are co-related. More specifically, in order to switch to a close-up shot, SmartCamera first needs to 

move the camera to a designated position. While the camera is moving, SmartCamera continues 

providing an overview shot as the output. Consequently, the duration of an overview shot is 

lengthened, while the duration of a close-up shot is shortened. In order to address the above issue, 

it is critical to reduce the transition time from an overview shot to a close-up shot by moving the 

camera faster to its designated position. On the other hand, SmartCamera can immediately switch 
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from a close-up shot to an overview shot. Therefore, participants are satisfactory with the timing 

of switching to an overview shot (Question 1 in Table 4-2).  

Table 4-2. Overview/close-up shots 

 Median STD Mean Ranks 
P 

G1 G2 G1 G2 G1 G2 

1. The director switched to the overview 

shot at the right time. 

3 4 0.97 0.79 23.59 31.40 0.069 

2. The length of the overview shot was 

appropriate. 

3 4 1.12 0.83 21.59 33.40 0.006 

3. The director switched to the close-up 

shot at the right time. 

2 3 1.02 0.83 19.69 35.31 0.0002 

4. The length of the close-up shot was 

appropriate. 

3 4 0.98 0.89 23.31 31.68 0.052 

 

4.10. Conclusion and Future Work 

In this paper, we have presented a low-cost and intelligent camera management system, 

called SmartCamera, which has several advantages, such as being robust and easy to setup. The 

usage of a Kinect sensor integrates different functions in one single hardware device, which 

simplifies the hardware assembly. Different from the face recognition based on 2D images, our 

approach uses 3D images captured by a Kinect sensor to efficiently recognize the skeleton of each 

meeting attendee. We have designed a movable camera so that a close-up shot is captured based 

on the pose of a speaker. Besides, SmartCamera supports voice and gesture commands to control 

media files (i.e., pictures and movies) during a meeting. This feature allows speakers to naturally 

interact with multimedia documents without interrupting the discussion. Based on the hardware 

design, we summarized a set of video production rules that intelligently synchronize different 

hardware devices. An empirical user study justifies the usefulness and the video quality of the 

proposed prototype. 
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The SmartCamera system is not limited to recording meetings. For example, by changing 

the virtual director, we can adapt SmartCamera to record a lecture in a classroom. The flexibility 

of an open workflow-based system opens the possibility to easily extend the system. The future 

work includes applying and testing SmartCamera in different scenarios.  

The number of speakers which can be covered in SmartCamera is limited by the Kinect 

sensor’s field of view. If one Kinect sensor cannot cover all speakers in a meeting, we can divide 

the whole space into several non-overlapping regions, each of which is covered by one Kinect 

sensor. Therefore, SmartCamera is flexible to cover a small scene, while it is also scalable to 

support a large number of speakers. In the future, we will extend SmartCamera with several Kinect 

sensors. 
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