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ABSTRACT

The extensive development of power networks hagased the requirements for robust,
reliable and secure monitoring and control techesgbased on the concept of Wide Area
Measurement System (WAMS). Phasor Measurement (PiJs) are key elements in WAMS
based operations of power systems. Most existiggrihms consider the problem of optimal
PMU placement where the main objective is to enslrgervability. They consider cost and
observability of buses ignoring the reliability asp of both WAMS and PMUs. Given the twin
and conflicting objectives of cost and reliabilityris dissertation aims to model and solve a
multi-objective optimization formulation that maams full system observability with minimum
cost while exceeding a pre-specified level of teliy of observability. No unique solution
exists for these conflicting objectives, hence itihedel finds the best tradeoffs. Given that the
reliability-based PMU placement model is Non-deteistic Polynomial time hard (NP-hard),
the mathematical model can only address small pnobl This research accomplishes the
following: (a) modeling and solving the multi-objpe PMU placement model for IEEE
standard test systems and its observability, aphdl€eloping heuristic algorithms to increase
the scalability of the model and solve large proide In short, early consideration of the
reliability of observability in the PMU placementgblem provides a balanced approach which
increases the reliability of the power system oVeand reduces the cost of reliability. The
findings are helpful to show and understand theotiffeness of the proposed models. However
the increased cost associated with the increasiadhifey would be negligible when considering

cost of blackouts to commerce, industry, and sp@sta whole.
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CHAPTER 1. INTRODUCTION

Recent research in electric power systems is fagush novel monitoring and control
techniques based on the concept of Wide Area Meamnt System (WAMS) (Phadke and de
Moraes, 2008 and Liu et al., 2009). The WAMS bamggalications have significant potential in
improving power system security, operation, contamid modeling. Phasor Measurement Units
(PMUs) which provide time synchronized measuremehtgltage and current phasors are key
elements of WAMS (Phadke, 1993). The synchronimaiio PMUs is achieved via signals
available from the Global Positioning System (GP)adke, 2008). This ability of a PMU to
calculate synchronized phasors will improve thefgrerance of state estimators. This feature
makes PMUs one of the most important measuremestedein power system protection and

control (Novosel et al., 2008 and Dua et al., 2008)

Phasor Data Concentrators (PDCs) gather the mehdata by PMUs and time stamps
the data before sending it to the monitoring anetrod center in WAMS. This data is arranged
chronologically using the time stamp. A bus is dectical conductor, which serves as a
conducting pathway for continuous connection of lireds and the sources of electric power
between different parts of a power network. Trassmon between buses is made through lines
in the power network. A bus is called observableemvlthe voltage phasor at that bus is
estimated, and the power system is called obsexvdbthe measurement sets and their
distributions are sufficient for solving the curtestate. By placing a PMUat a bus in a power
system, one obtains: (a) the voltage phasor (madmiand phase) at that bus; and (b) current

phasors in all branches (i.e. lines) that are ewichn that bus.

! This dissertation only considers multi-channel RMU



Power system is called observable if the measuremsets and their distribution are
sufficient for solving the current state of the movgystem. Availability of the voltage phasor of
a bus and the entire incident line currents, tHeage phasor at adjacent buses can be calculated

using the Ohm’s law:
V, =V, -Z1; (1)

whereZ; is the impedance of linie- j. Therefore, a PMU placed at a bus makes that bdisih
buses adjacent to it observable (Dongjie et aD42éhd Denegri et al., 2002). Hence providing a
precise model for the power systems, the additidhe@PMU to the strategic buses makes those
buses and all of their neighboring buses observéibtngjie et al., 2004 and Denegri et al.,
2002). This implies that a network can be made wiabde with a lesser number of PMUs than
the number of buses. As a result, the objectivhefPMU placement is to obtain system wide
observability by using the minimum number of PMUke use of PMUs at each bus will lead to
a simplified linear state estimator (Phadke anddeaes, 2008). Several algorithms have thus
been proposed for optimal placement of PMUs to ensbservability. A graph theoretic
procedure to find a minimal (not necessarily theimum) PMU placement was reported in
(Baldwin et al., 1993). An integer linear programmiILP) approach to solve this problem was
proposed by Xu and Abur (2004), and subsequentgnebed by Gou (2008) to address the cases
of redundancy, partial observability and pre-erigtconventional measurements. An exhaustive
binary search algorithm for PMU placement is présgmn Chakrabarti and Kyriakides (2008) .
The optimal PMU placement problem is shown to be&-deterministic Polynomial time hard
(NP-complete) (Brueni and Heath, 2005). A systemndtP approach for phasing of PMU

placement considering failure of a single PMU arateling zero-injection buses was developed



by Dua et al.( 2008). Kavasseri and Srinivasan @2@bnsidered reducing the number of PMUs

needed for system observability through judiciolae@ment of the power-flow measurements.

Given a placement that is optimal with respect @stcit is both of interest and
importance to compute how reliable the arrangennlt is intuitively clear that protecting
against loss of observability under failures, sasttransmission line faults, bus faults, outages,
or metering failures, will require a level of rediamcy with additional PMUs. In the foreseeable
future, the power system operations will be incregly depend on PMUs. It is thus natural to
consider and assess the reliability of a groupetivorked PMUs when it is a part of WAMS,

especially when several critical functions are @sted to PMUSs.

The reliability of WAMS can be determined throudje identification of its components
such as PMUs, communication systems, and the texgnaputation unit then by estimating
reliability of all of these components as a grolipe overall WAMS reliability can be increased
by using a backup of its subsystems and/or compsr(dfarek et al., 2010). WAMS structure
normally consists of PMUs installed in differentddions around the power grid connected to
PDC through a regional network. These groups of BMind PDC are connected to the
Monitoring Center of WAMS through a Synchronous iRy Hierarchy (SDH) wide area

communication network (Liu et al., 2009). Figur& &hows the structure of WAMS.

Li (2005) established a repairable reliability mbdthe power system based on a series
parallel structure model and the Markov state-spaathod. Liu et al. (2009) proposed

reliability modeling of WAMS using the Markov praes



The
Monitor
Center of
% WAMS

Wide Area
Network

PDC
PDC
PDC I

GPS GPS GPS

=  pMU i PMU i PMU

Figure 1.1. Structure of WAMS (Liu et al., 2009).

A reliability estimation model for a single PMU wpsoposed in a paper by Yang et al.
(2009). Themodel develops a series-parallel structure fongleiPMU viewed as a collection of

seven subcomponents and identifies the most drdaraponent within the structure of a PMU.

However, the literature on analyzing the reliapilaf a network of PMUs placed to
achieve a certain objective, say observabilityséant. The existing PMU placement models
consider cost and observability of buses ignoring teliability aspect of both WAMS and
PMUs. For example, optimal placements of PMUs #ratrobust against line (branch) or bus
(node) failures have been proposed (Aminifar et28110). However, such placement solutions
call for additional or redundant PMUs to cover dmys or line failure. The existing PMU
placement models require redundancy factor as pnotito solve the placement problem.
However, the redundancy factor is provided by thgpeets based on purely subjective
assessment and, hence, there exists no means dss ass estimate the redundancy factor

objectively. With traditional placement modelsjstdifficult to quantify the additional benefits

4



from a reliability standpoint. On the other hanéliability-based models essentially focus on
achieving a desired reliability of any given systeinile satisfying other requirements such as
cost and observability. Reliability-based modetsséh been used widely in system design
optimization to improve system functionality andiakility. However, reliability models have

not been exploited in existing optimal PMU placeiaased algorithms.

This motivates the consideration of the optimalcptaent problem from a reliability
standpoint. In the proposed multi-objective mod#is, reliability of an individual PMU and the
desired system level reliability are factored gsuis into the model. The redundancy factors
(which call for additional PMUs) are thus dictatedthese inputs subject to the system topology.
The solution thus achieves complete observabilitylevmeeting or exceeding a specified level
of reliability. In fact the reliability-based PMUlgcement model is NP-hard, therefore the
mathematical model cannot address large scalegmsbby exact solution approaches. Hence to
increase the scalability of the model, we developegnetic algorithm (GA) approach based on

binary encoding for multi-objective placement of BMin power network.
1.1. Reliability-Based PM U Placement

The placement of a PMU at any given bus allowsctlirmeasurement of the voltage
phasor at that bus and computation of the voltdges@rs at neighboring buses. Further, the
reliability of power system observability dependsthe reliability of PMUs covering each bus.
A bus is said to be observable if the voltage phasahat bus is known. Therefore, the power
system will be fully observable if all buses areve@d with one or more PMUs. On the other
hand, if none of the PMUs were redundant, the failof any one PMU would result in the

complete loss of system observability, which codsgult in system failure. This understanding



allows us to consider that from the reliability pioiof view, buses are connected in series
structure. Further, in case of redundancy, eachdasvered by more than one PMU and these
redundant PMUs will be treated as parallel conrect€hus a parallel structure model can be
used to estimate the reliability of bus observabilHence we defined the reliability of

observability of the system as (Khiabani et al120
R=]T@-a;=) (2)
i=1

whereq represents the probability of failure jBfPMU, x is the binary decision variable vector,
which will acquire value one if a PMU is installed thei™ bus and zero otherwisgy; is the
binary connection matrix of the system which candivectly obtained by transforming the bus
admittance matrix’s entries into binary form gnd\; x; is the total number of PMUs coveriifdy
bus. We formulated the optimal PMU placement pnobkes a two- stage optimization model
from a reliability standpoint where redundancy levier all buses in the system are the same
(Khiabani et al., 2012a). However, maintaining safeobjectives of minimizing the cost and
maximizing the reliability results in infeasible Istions in some cases. This is because the
formulation in (Khiabani et al., 2012a) overlooksmbinations which could result in better
solutions. Given the twin and conflicting objecsvef cost and reliability, we presented a multi-
objective optimization formulation that maintaingdl fsystem observability with minimum cost
while exceeding a pre-specified level of relialgiiit (Khiabani et al., 2012b). This is achieved in
the formulation by relaxing the assumption of ideadtredundancy levels (bus reliabilities(r)) at
all buses in the system. The resulting formulatearly dictates the placement of additional
PMUs to achieve a specified level of overall religp Later we developed a goal programming

multi-objective optimization formulation consistirgf two goals (Khiabani et al., 2013a). The

6



first goal is to maintain full system observabiliyhile aiming for a pre-specified level of
reliability. The second goal is to minimize cogtgacing less PMUs. Also zero-injection buses

were incorporated into the model.

The previously discussed multi-objective optimiaat{Khiabani et al., 2012b) and goal
programming multi-objective optimization (Khiabaetial., 2013a) models, consider minimizing
the number of PMUs to reach full system observigbiinaintaining a pre-specified level of
reliability both relaxing the existence of a lindtemumber of PMUs. However in practice the
resources could be limited because of the highepofcpurchasing and installing the PMUSs. In
this case, the decision maker will decide to alledae limited recourses either to the strategic
locations or to cover the maximum possible busksréfore we considered the PMU placement
problem from a maximum covering standpoint (Khiabetnal., 2013b). In the proposed model,
the number of existing PMUs is factored as inpate the model. The maximum coverage thus

dictated by this input is subject to the systenotogy.

1.2. Increasing the Scalability of the M odel

The reliability-based PMU placement and multi-objez models are able to solve small
size problems such as IEEE 14, 30 and 57. Howé&wger problems could be tackled but not in
a timely manner. As the problem size increases, dbmmplexity of the system increases
exponentially rendering the problem mathematicalhsolvable. As noted earlier, the PMU
placement model is NP-hard and cannot be solvet)esiact algorithm for large size problems.
Further the addition of the second objective, whish maximization of reliability of
observability, makes the NP-complete optimal PMObem even more complex and renders it

unsolvable for large scale problems using exactitsol approaches. Therefore, a genetic



algorithm approach based on binary encoding fortirobjective optimal PMU placement
problem consisting of two main goals to tackle éasgale problems (Khiabani et al., 2013c) was

developed.



CHAPTER 2. LITERATURE REVIEW

2.1. Background

The sources of electrical power are usually cotatkby a network or a transmission
system that distributes the power to the varioasl loenters. A power network usually consists
of generators, transformers, loads, circuit bregkand buses. Buses or nodes are the points of
connection in the power network (Bergen and Vi28I00). In other words, a bus is an electrical
conductor that serves as a conducting pathway dotirmuous connection of the loads and the
sources of electric power between different pafts power network. There are two basic types
of buses. PQ buses are nodes that have both consthrand reactive injections that represent
load buses without voltage control, and PU buseme connected to a generator represent
generation buses with voltage control, which hawestant voltage value. Transmission between
buses is made through lines or branches in the poetvork. Each branch has two terminal

buses which may be shared by one or more otheclearin the network.

In order to estimate the system state, power systata estimator uses a set of available
measurements such as voltage phasor, magnitudehase, and current phasor. Power system is
called observable if the measurement sets and thsiibution are sufficient for solving the
current state of the power system. Given a set @dsurements and their locations, the power
network observability analysis will determine ifuaique estimate can be found for the system
state (Abur and Exposito, 2004). A bus is saiddmbservable if the voltage phasor at that bus is

known and the power system is said to be obserwvelids all the buses are observable.

In steady state most power system voltages ancrusriare (at least approximately)
sinusoidal of time with the same frequency. Phasocomplex number that contains the
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amplitude and phase angle in formation of a sirdeddunction. Its concept can be developed

relating the exponential function to the trigonorieetunctions using Euler’s identity.
e’ =Cosf + j Sind (3)

Assuming that the Voltage and Current both aressidal waveform represented by a
unique complex number known as phasor with anduguency ofw. Considering a sinusoidal

signal for Voltage and Current we have:

v(t) =V, Coqwt+68,) 4)

i(t) = | COWE+6)) 5)

whereVmaxandlmax are real numbers called the amplitude, @y@nd 6, are called the phase of

voltage and current, respectively. Now using (&) phasor representation is as follows:

\/ Y

v(t) = = el? = " (Cosh + j Sind) (6)
V2 2
| . |

i(t) :%e'g =% (Cosé + j Sind) @)

In power system the PMU is a device capable ofsuméiag the synchronized voltage and
current phasor. Synchronization is obtained by sime sampling of all measurements using
common reference signal provided by a GPS. PMU raggm the fundamental frequency
component and calculates its phasor representappiying the Discret Fourier Transform. If
X¢'s are theN samples of the input signal taken over one petloeh the phasor representation is

given by (Phadke and Thorp, 2008):
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x=32% %o " ®

whereX is the fundamental frequency component of the ietecFourier Transform.

Phasor calculations demand accuracy of more thannaliisecond. GPS is capable of
providing a one microsecond second signal at aogtion around the world. Figure 2.1 depicts
the block diagram of the PMU . The anti-aliasingefi produces a phase delay from the input
waveform frequency depending upon the filter chiaastics. The phase locked oscillator
converts the one pulse per second signal provigesl BPS receiver into a sequence high speed
timing pulses used in the waveform sampling. Thasph microprocessor executes the Discrete
Fourier Transform phasor calculations. For thelfatepthe phasor is time stamped and uploaded

to a collection device known as a data concent@&iE Working Group H-8, 1998).

GPS
receiver
Analog \/\
Inputs

Phase-locked Modems
oscillator
Anti-aliasing A/D Phasor micro-
filters convertor processor

Figure 2.1. PMU block diagram.
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The injected currents at the nodes of an intercctiedenetwork are related to the voltage
at the nodes via admittance representation whiuthisfwide spread application in determining
the network solution and forms an integral pamnofst modern-day power analysis. The network
may then be solved to find the node voltages. Blmsihance representation is obtained in terms
of primitive representation, which characterizes #tectrical behavior of the various network
components (Bergen and Vittal, 2000). The binamneetion matrix A of system can be directly

obtained by transforming the bus admittance matmxitries into binary form defined by:

1 if eitheri = joriisadjacentto |
- (©)

0 otherwise

Building the A matrix for IEEE 14 bus system yields

1100100000000
1111100000000
0111000000000
0111101010000
1101100000000
0000010000110
0001001110000 (10)
0000001100000
0001001010001
0000000011000
0000010001000
0000010000110
0000010000111
0000000010011

System reliability is the probability that a systentl perform its intended function for a
given period of time under pre-specified operatingditions. The series system, parallel system,
and K-out-of-N system are most used basic systemfigtgations. In a series system

configuration, the failure of any one item resutighe failure of the system. In other words, for
12



the functional success of a series system, altsoftems (blocks) must successfully function
during the intended mission time of the systemuf@g2.2 depicts the reliability block diagram
of a series system consistinghblocks. The reliability of the series system whtlitems is the
probability that allN units succeed during its intended mission timknerefore, for the set &

independent units the system reliabilRyt) is calculated as follows:
N
RO=]]R® (11)
i=1

whereR(t) represent the reliability of th& item.

Figure 2.2. Block diagram of the series systenabdlty.

A reliability block diagram is a parallel configui@n in which the failure of all units
results in a system failure. Therefore successnbf one unit would be sufficient to guarantee
the success of the system. Figure 2.3 depictseinability block diagram of a parallel system
consisting oiN blocks. For the set ™ independent units the system reliabiRyt) is calculated

as follows:

R(t) = 1—H[1— R®] (12)
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Figure 2.3. Block diagram of the parallel systeiabality.

K-out-of-N system is a more general structure ofeseand parallel systems, in which if
any combination oK units out ofN independent units works, it guarantees the sucoketse
system. By assuming that all units are identided, iinomial distribution can easily represent the

probability that the system functions (Modarrealet2010):
N N r N-r
R®=2|  [ROIL-RO] (13)
r=k

2.2. Literature Review

The PMU placement models in the literature mostly eelated to cost minimization
maintaining partial or full system observabilityhd synchronization in PMUs is obtained via
signals available from the GPS (Phadke and ThdP8R This characteristic makes PMU an
important aid for several applications such asstgtimation, protection, and control of power
systems in future (Novosel et al., 2008 and Dualgt2008). Kamwa and Grondin (2002)

proposed two numerical algorithms to minimize theerall sensor response of the signals
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captured via PMUs while minimizing the correlatiamong sensor outputs and to minimize the
redundant information provided by multiple sensé&r?MU placed on a bus yields the voltage
phasor at that bus and current phasors of all bemnthat are incident on the bus. Therefore, the
presence of a PMU on a bus makes that particusahd all of its immediate neighboring buses
observable (Dongjie et al., 2004 and Denegri e28I02). Baldwin et al. (1993) reported a graph
theoretic procedure to find a minimal (not necagséne minimum) PMU placement based on
topological observability theory. They used a miedifbisecting search and simulated annealing
based method to find the measurement set. In Matrial. (2003) a genetic algorithm was
developed to solve the optimal PMUs placement gmbiaintaining the network observability.
Milosevic and Begovic (2003) proposed a non-donaidatorting genetic algorithm for the PMU
placement problem. To reduce the initial numbelP®IU’s candidate locations, they considered
the conflicting objectives of minimization of thaimber of PMUs and maximization of the
measurement redundancy by estimating the individyimal solution for these conflicting
objectives using the graph theoretical proceduckasimple genetic algorithm. Then using the
non-dominated genetic algorithm they searched for best tradeoff. An integer linear
programming (ILP) approach to solve the minimal Pidldcement problem based on network
observability was proposed in Xu and Abur (200%® further reduce the number of PMUs, this
approach was extendable to include the pre-existonyentional measurements in the system.
Gou (2008) extended the ILP approach to addressabes of redundancy, partial observability,
and pre-existing conventional measurements. Alsesavith and without zero injection and
conventional measurements were considered. NuguPaadke (2005) presented techniques for
identifying placement sites for PMUs in power syséebased on complete and incomplete
observability. They introduced the novel conceptepth of unobservability and explained its

impact on the number of PMU placements. Initiatlypy make use of spanning trees of the
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power system graph and a tree search techniguedahe optimal locations of PMUs. Then
extended the modeling to recognize limitationsha availability of communication facilities
around the network and pose the constrained platgem®blem within the framework of
Simulated Annealing. Brueni and Heath (2005) shioat the optimal PMU placement problem
to be NP-complete. They introduced a new simplénii®en of graph observability and several
complexity results for PMU placement problem prgvthat minimum PMU placement requires
no more than 1/3 of the nodes in a connected godpdt least 3 nodes. Peng et al. (2006)
presented an optimal PMU placement method forrfativork observability using Tabu search
algorithm based on the linearized power systemne statimator model and using augmented
incidence matrix. A transmission network fault lboa observability with minimal PMU
placement was presented in Lien et al. (2006).stheme combines the fault-location algorithm
and the fault-side selector. Chawasak et al. (2p@3dposed a new method for an optimal PMU
placement problem considering both single measunetes and single-branch outage in order
to obtain a reliable measurement system. An exivaubinary search algorithm for PMU
placement is presented in Chakrabarti and Kyriaki(®908). They considered single branch
outages and proposed a strategy to select thei@gluh case of more than one solution,
resulting in the most preferred pattern of measergmedundancy. Dua et al. (2008) developed
a systematic ILP approach for phasing of PMU plaa@neconsidering failure of single PMU and
modeling zero-injection buses. They showed thab-agection constraints can also be modeled
as linear constraints in an ILP framework. Nabil &anafy (2009) proposed a unified approach
for the optimal PMU locations integrating the impad both existing conventional flow
measurements and the possibility of single or plgtPMU loss into the decision strategy of the
optimal PMU allocation. Chakrabarti et al. (201@)estigated three different methods of

inclusion of PMU current phasor measurements inowep system state estimator. They
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presented a comprehensive formulation of a hyhuadlesestimator incorporating conventional
flow and PMU measurements. Aminifar et al. (2009jeistigated the application of immunity
genetic algorithm for the optimal PMU placementippeon. Sodhi et al. (2011) proposed a
multi-criteria decision-making scheme for placingl®s in multiple stages over a given time
period that ensures complete power system obsdityabien under a PMU or a branch outage.
Wang et al. (2012) developed an improved partiglarsn optimization approach for optimal
PMU placement problem to avoid long-run time amgbping local optimal. The point of genetic
algorithm and simulated annealing process is ir@lin basic particle swarm optimization to

develop the improved particle swarm optimizationdelo

Aminifar et al. (2010) presented contingency-caaiagd model such as measurement
losses and line outages for the optimal placemeRiMUSs in electric power networks. In their
proposed approach, optimal placement of PMUs dsastoagainst line (branch) or bus (node)
failures. Peng et al. (2010) developed a multi-ctibye optimal model of PMU placement using
a non-dominated sorting differential evolution aigjon. Hurtgen and Maun (2010) used iterated
local search metaheuristic for optimal PMU placetmgmoblem. Pai et al. (2010) presented
algorithms to solve the restricted type of powemdwtion on grids and provide approximation
algorithms to deal with the fault-tolerant measueamplacement when the number of faulty
PMUs does not exceed three. Emami and Abur (20d@nded the PMU placement problem to
those PMUs which are designed to monitor a singdadh by measuring the voltage and current
phasors at one end of the monitored branch, amdaadressed the reliability of the resulting
measurement design by considering PMUs, line, aadstormer outages. Kavasseri and
Srinivasan (2010) considered reducing the numbePMtJs needed for system observability

through judicious placement of the power-flow meaments. Vanfretti et al. (2011) presented a
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new approach for PMU based state estimation incatipg phase bias correction. In Korres
(2011) an efficient integer-arithmetic algorithnr f@bservability analysis of systems with both
conventional measurements and PMUs is presentetunzaand Swarup (2011) presented an
optimal placement of PMU and supervisory controld adata acquisition (SCADA)
measurements for security constrained state estimasing integer programming and a genetic
algorithm approach. Hajian et al. (2011) developedmodified binary particle swarm
optimization algorithm for optimal PMU placemenbplem maintaining network observability.
They started with an optimal placement set to aehill network observability during no
shortages then modified it in order to considertiogency conditions such as PMU loss or a
single transmission line outage maintaining netwaskervability. Ahmadi et al. (2011) studied
a binary swarm optimization based methodology foe pptimal PMU placement problem
considering measurement redundancy. They usedatotppbased algorithm in order to ensure
full network observability. The results were congzhwith some newly reported methods and
showed that the whole system can be observableRdtb installation on less than 25% of the
system buses. Sodhi et al. (2010) presented a tage-optimal PMU placement method for
complete topological and numerical observabilitypofver system. The first stage seeks for the
minimum number of the PMUs needed to make the peystem topologically observable, and
the second stage checks if the solution resultau first stage leads to full ranked measurement
Jacobean. Jiang et al. (2012) proposed a two-$sadfelocation optimization model along with
defining a matching degree index for large transmars networks which use PMUs. Cepeda et
al. (2012) presented a probabilistic approach tiresses the problem of PMU placement with
the aim of achieving high observability of systegmamics that are associated to transient and
other short-term phenomena, in order to performabéd real-time dynamic vulnerability

assessment.Koutsoukis et al. (2013) introducedcarseve Tabu search approach for optimal
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PMU placement problem. Unlike most existing metais¢ic optimal PMU placement
approaches, which are based on topological obsktyabhethods, they proposed a numerical
approach to check the network observability. Shaihraet al. (2012) formulated a genetic
algorithm approach for co-optimal simultaneous msete@lacement and their required

communication infrastructure for state estimatioMAMS.

Aminifar et al. (2011) presented a probabilisticltistage PMU placement in electric
power systems using mixed-integer programming appro The problem constraint was a
predefined probability of observability associateith each bus. Kavasseri and Sirnivasan
(2011) considered the problem of joint optimal PMahd conventional power flow
measurements for fault observability of power syste The placement results require fewer
PMUs for fault observability compared to systemshwixed locations of conventional power
flow measurements. Mahaei and Tarafdar Hagh (2pfe&9ented a new method for minimizing
the number of PMUs for the optimal PMU placemernibpem in power systems considering
existing conventional measurements. The methodiges\suitable constraint for power systems
with two adjacent injection measurements and caimgt for considering the connection of two
buses to each other and to an injection bus. Bsiglts in a reduction in the required number of
PMUs maintaining the full system observability. Mehand Tarafdar Hagh (2012) compared
the results to recently published papers, and tbegd that number of PMUs is equal or even
decreased and the measurement redundancy incrésddid. et al. (2013) formulated the PMU
placement problem as an integer programming prohisimg a linear minimum mean squared
error estimator as the state estimator. They lodkegduboptimal algorithms and bounds on the
optimal performance because of the prohibitivelynptexness of the placement of PMU’s in a

large network. Anderson and Chakrabortty (2012)ettgyed a graph-theoretic based minimum
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cover algorithm for PMU placement problem for mualtea power system networks with the
objective of identifying a dynamic equivalent moft®l the system. Wang et al. (2012) presented
an optimal incremental PMU placement framework tdase dynamic programming. Miljanic et
al. (2013) developed the cellular genetic algorithith an evolutional rule for PMU placement
problem considering PMUs with different number ofpoyed channels and communication
constraints that may influence the optimal placemstrategy. They take into account the
robustness of a metering scheme and evaluatedility af a metering scheme to maintain full
observability even in case of contingencies suckiagle measurement or branch outage. An
approach using topological charasteristics of thetwark was employed for reducing
computational burden of the observability testingl &or narrowing solution search space.
Mosavi et al. (2012) presented an Ant Colony Optation approach for optimal PMU
placement problem using Global Positioning Systdmang and Wu (2013) presented a scalable
solution for PMU placement problem under long-riatadavailabilities using Markov chains.
Mahari and Seyedi (2013) developed a based on Bimaperialistic Competition Algorithm
method for optimal PMU placement in power systeorss@lering different operating conditions.
They considered both observability and maximum meldncy in the model. Venkateswaran and
Kala (2012) presented a Differential Evolution aitton based PMU placement problem
considering the single PMU outage cases. Gao (2ppsed a method incorporating both bus
weight and voltage stability in order to furtherprave the accuracy and efficiency of PMU
placement problem. Gomez and Rios (2013) devel@peaulltistage optimal PMUs placement
based on graph theory. The available budget, theepgystem expansion, redundancy in the
PMU placement against the failure of a PMU or ignmunication links, user defined time
constraints for PMU allocation, and the zero-inmtteffect has been taken account into the

model. They also considered inter-area observaldiid intra-area observability criteria for
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dynamic stability monitoring. Huang and Wu (201@)nulated a fault-tolerant PMU placement
method. They employed particle swarm optimizatitgpathm to minimize the placement of
additional PMUs without violating the required camtreconfigurability. Abdelaziz et al. (2013)
developed an observability assessment based orlogipal analysis for PMU placement
problem for both normal operating conditions amige branch outages. Ketabi et al. (2012)
formulated a multi-objective optimization model bdson Pareto optimum method for optimal
placement of PMUs in state estimation considerimgettainty. Tai et al. (2013) considered both
static and dynamic state estimation for optimal Pplakcement in power systems to minimize
the state estimation error covariance. Milfaet al. (2012) proposed a cellular genetic algarith
approach for optimal PMU placement considering ahailability of PMU measuring channels,
and single measurement or branch outages. Jamuala @012) developed a multi-objective
biogeography based optimization algorithm for PMldcpment problem with two objectives,
minimization of the number of PMUs and maximizatafrmeasurement redundancy. Kekatos et
al. (2012) developed a convex relaxation approachoptimal PMU placement problem. A
Multi-Stage simulated annealing algorithm for tleen§ placement of PMUs with the existing
conventional measurement units in the power sygteoposed in Gopakumar et al. (2013).
Aminifar et al. (2013) proposed an analytic teclhmeigor optimal PMU placement problem
considering both long-term economic aspects anstiagi technical issues. Azizi et al. (2012)
developed an equivalent integer linear programmreghod for the exhaustive search-based

PMU placement.

Saha et al. (2012) presented a three stage op@mbl placement method using network
connectivity information. Gyllstrom et al. (2012)vestigated the performance of a suitable

greedy approximation algorithm for PMU placemend goroved the NP-Completeness of
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FullObserve, MaxObserve, FullObserve-XV, and Max&bs-XV PMU placement problems.
Xu et al. (2013) proposed a simplified version bemical reaction optimization approach, a
metaheuristic technique, for optimal PMU placenmoblem both with and without considering
the zero-injection buses. A PMU placement appraatduring minimum number of channels
associated with the given placement and considetyogh topological and numerical
observability for complete observability of powerstem proposed in Gupta et al. (2012). A
comprehensive literature review on state of theoptimization methods on the optimal PMU
placement problem and the solution methodologiepagsented in Manousakis et al. (2012). A
hybrid discrete particle swarm optimization techugidfor the solution of optimal placement of

PMU in smart grids presented in Alinejad-Beromaket(2011).

In the foreseeable future, the power system omersiwill be increasingly dependent on
PMUs. It is thus natural to consider and assesgdlbility of a group of networked PMUs
when it is a part of a WAMS , especially when saleritical functions are entrusted to PMUs.
The reliability of WAMS systems can be determinebtigh the identification of its components
such as PMUs, communication systems, and the ¢eotrgoutation unit and then by estimating
reliability of each of these components. The oVéh@AMS reliability can be increased by using
a backup of its subsystems and/or components Matred. (2005). Li (2005) established a
repairable reliability model of the power systensdxh on a series parallel structure model and
the Markov state-space method. Liu et al. (2008ppsed reliability modeling of WAMS using
the Markov process. The analysis of data acqursitigstem takes the PMU and PDC as the
study objects, and gets the reliability evaluat@indata acquisition system by series system
model, the parallel system model and k/n judgmerstesn model of those facility units.

However in this model the number of buses would hate an effect on the reliability
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evaluation. Yang et al. (2009a) proposed a rditgl@stimation model for a single PMU. The
model develops a series-parallel structure fornglei PMU viewed as a collection of seven
subcomponents and identifies the most critical camept within a PMU. Yang et al. (2009b)
presented a hierarchical structure of WAMS to $atisquirements of reliable real-time data
transfer. They developed methods of evaluating iplalteliability indices of regional networks
in WAMS. A reliability modeling of PMUs using fuzzgets was proposed and extended to
consider options for the PMU hardware in Aminifaraé (2010). They employed the Markov
process to analyze the proposed model and to preseequivalent two-state, up-and-down
model of PMUs. Yang et al. (2010) presented a dgfieahtreliability analysis for the backbone
communication network in WAMS and the overall WANMSmM a hardware reliability viewpoint
using combined Markov modeling and state enumeratechniques. Singh et al. (2013)
proposed a reliability analysis of PMU incorporgtistandby redundancy as well as switching
failure probability. They formulated a Markov mod#l each individual module. Ghosh et al.
(2013) presented a reliability analysis of geographformation system aided optimal PMU
placement taking pragmatic spatial aspects int@owtcfor smart grid operation on eastern
India. They investigated the impact of topologia#ttibutes on commissioning PMU to ensure

reliability through different phasor measurement aannectivity configurations.
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CHAPTER 3. MODELING

As mentioned earlier Liu et al. (2009) proposedhlslity modeling of WAMS using the
Markov process. The analysis of data acquisitigstesn considers the PMU and PDC as the
study objectives. While considering these objestiitedetermines the reliability evaluation of
data acquisition system by a model in series siracor a model in parallel structure along with
the k/n judgment model of those facility units.n@oof the weaknesses and drawbacks of their

model are as follows:

e The number of buses would not have any effect enghability evaluation.

e The division of the power grid into some areas iamal and is based on

geographical scope only.

e The model is for reliability evaluation after PMEee placed in the power system.

Therefore, the literature on analyzing the religpibf a network of PMUs which are
placed to achieve a certain objective, such as rebisiity, is scant. The existing PMU
placement models consider cost and observabilitpusies ignoring reliability aspect of both
WAMS and PMUs. However, such placement solutiotisfaaadditional or redundant PMUs to
cover each bus or line failures. The existing PMacement models require redundancy factor
as an input to solve the placement problem. Howsiie redundancy factor is provided by the
experts based on purely subjective assessmenthendge, there exists no means to assess or
estimate the redundancy factor objectively. Witditional placement models, it is difficult to

qguantify the additional benefits from a reliabilgiandpoint.
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On the other hand, reliability-based models esakpntiocus on achieving a desired
reliability of any given system while satisfyinghetr requirements such as cost and observability.
Reliability-based models have been used widely yistesn design optimization to improve
system functionality and reliability. However, adility models have not been exploited in

existing optimal PMU placement based algorithms.

This motivates to consider the optimal placemepblam from a reliability standpoint.
In the proposed models, the reliability of an indial PMU and the desired system level
reliability are factored as inputs into the mod&he redundancy factors (which call for
additional PMUs) are thus dictated by these ingutgect to the system topology. The solution
thus achieves complete observability while meetingxceeding a specified level of reliability.
The problem is formulated as a multi-objective wytiation formulation that maintains full

system observability with minimum cost while excegda pre-specified level of reliability.

3.1. System Reliability Estimation

System reliability is the probability that a systenti perform its intended function for a
given period of time under pre-specified operatingditions. Moreover, for a system to perform
its intended functions, it is important that allngmonents and sub-systems contained in the
system are highly reliable and able to perform #ecfunctions within given requirements.
The placement of a PMU at any given bus allows direeasurement of voltage phasor at that
bus and computation of the voltage phasors at bheigihg buses. Further, the reliability of
power system observability depends on the relighof PMUs covering each bus. A bus is said
to be observable if the voltage phasor at thatibksown. Therefore, the power system will be

fully observable if all buses are covered with @nanore PMUs. On the other hand, if none of
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the PMUs were redundant, the failure of any one PMablld result in the complete loss of
system observability, which could result in systéaiture. This understanding allows us to
consider that from reliability point of view busase connected in series structure. Further, in
case of redundancy, each bus is covered by moneotia PMU and these redundant PMUs will
be treated as parallel connected. Thus a pamsthetture model can be used to estimate the

reliability of bus observability.

For example, consider the IEEE bus 14 in Figurendth PMUs placed on buses 1, 2, 6,
7 and 9. Assuming PMU reliability of 0.90, the adlility of observability of the bus 3 will be
0.90 because it is observed by one PMU only. Orother hand, the bus 1 is covered by two
PMUs (the one PMU placed at bus 2 also covers hus/Hich act as parallel (or redundant).
Therefore, the reliability of observability of bligs given as:

r, =1—[(1— 090) * (1— 090)] = 099 (14)

This clearly explains that if any given bus is alved by more than one PMU then for
reliability estimation purpose all PMUs coveringthbus are treated as parallelly connected. In

that case, the reliability of observability of tifebus can be given as:
f :1_qu (15)

wherer; represents reliability of thid bus,q ; is probability of failure of" PMU andf; denotes

the total number of PMUs coverin bus. This equation indicates that observability"bus

will fail only if all PMUs covering that bus havaifed together.
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Figure 3.1. IEEE 14 bus system.

Now to develop a system reliability estimation miotkt R denote the system wide level

of reliability for whole network anda. denote the reliability level faf" bus. As discussed earlier,

considering that from reliability point of view bes are connected in series structure, the

reliability of a network can be estimated as:

R=]]r (16)

where n is the number of buses in the network. dtheation (15) can be modified as:

r=1-P[B]=1-q] (17)
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where P [B] represents probability of failure of RMUs observing™ bus andf; indicates the

number of PMUs coverind' bus.

As discussed earlier, equation (17) is the equntdm of the parallel system reliability
model, which assumes that all PMUs coveiffigpus are parallelly connected for the purpose of

reliability evaluation. The overall system reliatyilestimation equation (16) is now modified as:
R=]T@-q;") (18)
i=1

The equation (18) provides more realistic estinmabbsystem reliability by considering
the number of buses in the power system networkPiid placement. Now we incorporate the
reliability modeling in the network placement modtielformulate a binary integer programming
model in the next section. The objective would berdach full system observability and to

minimize total cost sustaining a minimum systemewieliability level.
3.2. Reliability-Based Placement

Reliability-based models have been used widely yatesn design optimization to
improve system functionality and reliability. Theaee few reliability evaluation models for the
WAMS and PMU in the literature. The reliability ¥/AMS can be determined through the
identification of its components such as PMUs, camitation systems, and the central
computation unit and then by estimating reliabilitiyeach of these components. Marek et al.
(2005) discussed the basic design and special capiplns of WAMS. They showed that the
overall WAMS reliability can be increased by usifgck up of its subsystems and/or
components. Yang et al. (2009) proposed a reltgtistimation model for a single PMU. The

model develops a series-parallel structure fornglei PMU viewed as a collection of seven
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subcomponents and identifies the most critical comept within a PMU. Li (2005) established a
repairable reliability model of the power systensdxh on a series parallel structure model and
the Markov state-space method. Yang et al. (20p8kgented a hierarchical structure of WAMS
to satisfy requirements of reliable real-time dasasfer. They developed methods of evaluating
multiple reliability indices of regional network® IWAMS. Yang et al. (2010) presented a
quantified reliability analysis for the backbonenouounication network in WAMS and the
overall WAMS from a hardware reliability viewpointsing combined Markov modeling and
state enumeration techniques. A reliability modglof PMUs using fuzzy sets proposed and
extended to consider options for the PMU hardwardminifar et al. (2010). They employed
the Markov process to analyze the proposed modket@apresent an equivalent two-state, up and
down, model of PMUs. Liu et al. (2009) proposedatality modeling of WAMS using the
Markov process. The analysis of data acquisitistesy takes the PMU and PDC as the study
objects, and gets the reliability evaluation ofadatquisition system by series system model, the

parallel system model and k/n judgment system mofilose facility units.

The only study to attempt in evaluation of the PMlacement models incorporating
reliability theory is proposed by Liu et al. (2008)owever the proposed reliability evaluation by
Liu et al. (2009) can be made after the placemérMUs in the system. In addition, the
reliability model does not take the number of bus&® consideration for the reliability
evaluation. Furthermore, the existing PMU placenmaoidels consider optimal placement of
PMU where the main objective is to minimize costl @amsure system observability ignoring the
reliability aspect of both WAMS and PMUs. Howeverither the PMU placement nor a
reliability evaluation model will ensure cost minzation and reliability simultaneously in the

system, if used individually. Therefore both apptoes need to be integrated into a single model
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in order to ensure that the placement is optimdlrahable. This motivated the development of a
systematic approach to address both cost minimizatnd reliability simultaneously using this
study. Given the twin and conflicting objectives adst and reliability, in this section we
modeled and solved a multi-objective formulatioattmaintains full system observability with
minimum cost while exceeding a pre-specified lexMeteliability of observability. To do this a
more thorough reliability evaluation approach cedpivith PMU placement optimization will
result in a more precise and effective solutionntlibe solution presented by the model

developed by Liu et al. (2009).
3.2.1. Rédliability-Based Placement M odel

This section proposes a reliability-based PMU pilaeet model. The model attempts to
decide on PMU placement to minimize total cost anglure the minimum level of system wide
reliability of observability for given PMU relialil. Let R be the desired system wide reliability

level andp; be reliability of each PMU to be known and aretdaed as inputs to our model.

The objective is to place a minimum number of PMblghe system subjected to minimum
system level reliability oR. This objective function also takes care of thsteninimization goal

since minimizing the number of PMUs means reducisf. The proposed model is given as:

n

Min in

i=1
st

R=]]a-a;") (19)
i=1
R> Ry,
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wherezx; is a binary decision variable, which will acqui@ue one if a PMU is installed on the

i™ bus and zero otherwiseRmin is the predefined level of reliability of obserilii.

Interestingly,f; is no longer a decision variable for our model endefined as:

f=x (20)

jeN(i)

whereN (i) is the set of PMUs placed on busgghat are adjacent td" bus. Now to ensure that

the proposed reliability-based placement modelnisnéeger linear programming (ILP) model,

we modify the reliability constraint in the propdsaodel as follows:

i = Ryin (21)

i-1
We further define r as:

r=min,, () (22)
We then modify our model as given below:

Min Zn:xi (23)

=

Subject to

r>r foralli (24)

>R (25)

31



where r is the minimum reliability requirement of each brexjuired to meet system wide

reliability level. Now assuming that all PMUs adentical and hence having the same level of

PMU reliability, the constraint (24) can be writtas:
1-qg ' >r (26)

The Equation (26) ensures a minimum level of systatmbility R. Further, the
minimum number of PMUs required to cov8rbus and to ensure given reliability target is give

as.

f > {Ml 27)
logq

[%] is the smallest integer greater than or equkl to

Finally denoting the right hand side of the equat{@27) by b, the final model can be

expressed as:

Min >"x (28)
i=1

Subject to

f.>b foralli 9)2

r" >Ry (30)

The value ofb, which represents redundancy level for each islerived based on
system reliability target and factored as input itite model. The proposed ILP model may have
several alternative optimal solutions, meaningetee multiple placement solutions meeting the

minimum desired system reliability level.
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In the second stage, the optimal number of PMUsioet from the ILP model is
considered as a constraint to identify the soluti@t maximizes system reliability. This is done
in Equations 31-33. Let us denote the resultingltoumber of PMUs from minimization

problem ag then maximization model would turn out to be:

MaxR (31)
Subject to

f>b (32)
Y x<c (33)
i=1

Note that the objective function of the second etiguation 31 is nonlinear. Also note
that nonlinear optimization is the process of swvia system of equalities or inequalities,
collectively termed as constraints, over a set mfnown variables along with an objective
function to be maximized or minimized, where sorhhe constraints or objective functions are
nonlinear. In our purposed model, the objectivecfiom, reliability maximization, turns out to be
nonlinear. The pseudo-code for the proposed twgestgtimization model is shown in Figure

3.2.
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Read Inputs Rand g

= },ﬂl’ﬁ
//where n is the total number of nodes
b= "lngl:l—r}-‘

logg
Min X%, x,
Subject to
fi=bh foralli
r" =R
If (no solution exists)
end
else
//next stage is to find the best alternative (if needed)
¢ = resulting total number of PMUs from minimization problem

Max R

Subject to

fi=bh foralli
Irx =c

end.

Figure 3.2. Pseudo-code for the two stage optimozahodel.

We demonstrate the applicability of the proposeg@ragch by considering several

examples of power systems. Consider the IEEE 14spsiem as shown in Figure 3.1. Suppose

the system wide reliability leveR is given as 0.75, and probability of failure otkd@MU g is

given as 0.1. Then minimum reliability of obsent#piof each bus() would turn out to bé¥rR

2 0.98. Now for given minimum reliability target 6f98 for each bus, the minimum redundancy

level b is calculated using Equation (27), which is eqoa2. Thus the ILP model for IEEE 14

bus system is given below:
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Min Ziliix:'

Subject to

A+ x;txg=2

T+, Fxgt .t =2

:X.'2+.'X.'3 +.'X-'4E 2

.'x:"‘x:i +X4+:I:5+x?+x?2:2

At At xatrg =2

K+ Xyg+ X2+ X522

.'1-'4+x?+xB+.'1-'g.:_:2

Xp+xg =2

}E4+X?+X|;.+xlu+x:|_42 2

.'Ifg.+ xm+x11 = 2

xE_+xm+x1122

x,5+x12+x1322

J’[?E_+JL'12+?L'13+X142 2

.'Ifg.+ X413 +x-'14 = 2
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(35)

(36)

(37)

(38)

(39)

(40)

(41)

(42)

(43)

(44)

(45)

(46)

(47)

(48)



The solution shows that at least 9 PMUs are redquice maintain complete system
observability and to achieve system wide reliapilgvel of 0.75. These PMUs are placed at
buses 1, 2, 3, 6, 7, 8, 9, 10 and 13 to ensureetthendancy level of 2 for each bus that gives
system wide reliability as 0.9097. The results@mparable to single PMU outage case in Dua
et al. (2008). As mentioned earlier, the ILP protdeprovide several alternative solutions. We
therefore set out to search for a better alteraatolution using the second stage that maximizes

system reliability.

Max R (49)
Subject to

fi=2 forall i (50)
2ioyx, =9 (51)

In the second stage, by changing the objective timmcto a system reliability
maximization and adding additional constraint (&l pur initial model of IEEE 14 bus system,
the better alternative solution also places 9 PMutson a different set of buses (2, 4, 5, 6, 7, 8,
9, 11 and 13) and maximizes system wide reliabititQ).9189, which is greater than the previous

solution.

The proposed model is extendable for both considerero injections and flow
measurement cases. Having a flow measurement algingen branch allows the calculation of
one of the terminal bus voltage phasors when therabne is known. Hence, the constraint

equations associated with the terminal buses ofmé@sured branch can be merged into a single
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constraint. Considering the power flow measurenoen12-13 line in Figure 3.1, the model can

be updated as follows:

f12:X6+X12+X13

f = f f.= 2
f13:X6+X12+X13+X14} tonew = 11277 13 = Xe + X2 T X3 H X,s (52)

In the case of zero-injection bus, considering Buss zero-injection bus, if the phasor
voltages at any three out of the four buses 4, @&@9 are known, then the fourth one can be
calculated using the Kirchhoff’'s Current Law apgliat bus 7 where the net injected current is

known. The three most used methods in the liteeaive as follows:
e Nonlinear constraint
e |ILP approach presented in Dua et.al (2008)

e Topology transformation

The Nonlinear constraint method can be appliedh® model by eliminatind; and

following updates:

fo=%X + X+ X, + X+ X, + X5 + f,.f5.fg (53)
fg =X, + X5 + f,.1,.1g (54)
fo =X, + X, + X5 + X0+ X, + . 1,14 (55)

By applying the following properties of logical AN&s well as OR operators:

AcB—>A+B=B & AB=A (56)
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We can further simplify the equations (53), (54)l #65) as follows:

=X+ X4 X, + Xg + X, + Xg + Xg. Xo + Xg. Xy (57)
fg =X, + X, + X + X (58)
fo =X, + X, + X+ Xo+ Xpq + X Xg + Xg. Xg + X Xg (59)

However the best approach for applying the zereciign-buses to our model would be
the ILP approach presented in Dua et.al (2008).ifk&tance in case of zero injection, we can

update constraints (38), (41), (42) and (43) plidireg a new constraint (64) as follows:

f,=X+ X+ X+ X +X +% 2b, (60)
=X +X+X+X>b, (61)
fo =% +X; >y (61)
fo =X, + X, + X+ X0+ X, 2Dy (63)
b,+b, +h,+b,>3b (64)

This will yield a reduction in the number of PMU=quired for desired leve of reliability
of observability. In the case of topology transfation method, the main idea is to merge the

bus which has the injection measurement, with argyad its neighbors (Eliminafe):

fo=% + X+ X, + X + Xg,, + X
} f8n:X4+X8n+X9 (65)
f9=X4+X8n+X9+X10+X14

fo=X+X + X+ X%

fo=X%+X%

Further, in order to deal with criticality of cerisbuses or lines in the network having a

greater importance such as a generator, HV busebuses at intertie locations, the PMU
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placement at those critical buses can be made n@agpdahis can be ensured by appending an

additional constraint:

X, =1 For all k 606

where k represents critical buses. Since only URjn be placed at a bus, the addition
of constraint (66) takes care of criticality of lbgsn a better way rather than assigning weights

to those buses.

3.2.2. Discussions and Computational Results

To further demonstrate the usefulness of the preg@pproach, we considered several
types of power systems such as IEEE 14, 30, 57,148dbus systems. We also looked into
different alternative solutions of IEEE 30 bus systfor the second stage optimization to select
the better alternative with higher system relidpilFor all power system types, it is assumed that
all PMUs are identical and three different PMU abllity values (0.80, 0.90, and 0.95) are
chosen to show how PMU reliability value influenclesision on PMU placement. To get better
understanding and further insight into the moded, selected system reliability target at three
different levels: 0.70, 0.80, and 0.90. The corapahs were performed with Wolfram

Mathematica 8.0. on a 2.66 GHz Intel(R) Core™ 2d@)@&U with system memory of 2.96 GB.

For all power system types, results are summaiizd@bles 3.1, 3.2, 3.3 and 3.4 giving
number of PMUs required, level of redundani) &@nd actual system reliability achieved for all

combinations of system reliability target and PMilabilities.
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As shown in all Tables, for some combinations dftesn reliability target (R) and PMU
reliability (p), there exists no feasible solutianthin given constraints or limitations. These

scenarios are indicated as N/A (not applicable).

Table 3.1. IEEE 14 bus system analysis.

Desired R p #PMU b Achieved R

0.8 N/A N/A N/A

0.9 09 N/A N/A N/A
0.95 9 2 0.98
0.8 N/A N/A N/A

0.8 0.9 9 2 0.91
0.95 9 2 0.98
0.8 N/A N/A N/A

0.7 0.9 9 2 0.91
0.95 9 2 0.98

Table 3.2. IEEE 30 bus system analysis.

Desired R p #PMU b Achieved R

0.8 N/A N/A N/A

0.9 09 NA N/A N/A
095 21 2 0.95
0.8 N/A NA N/A

0.8 09 NA NA N/A
095 21 2 0.95
0.8 N/A NA N/A

0.7 0.9 21 2 0.83
095 21 2 0.95
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Table 3.3. IEEE 57 bus system analysis.

Desired R p #PMU b Achieved R
0.8 N/A NA N/A
0.9 0.9 57 3 0.96
0.95 57 3 0.995
0.8 N/A NA N/A

0.8 0.9 57 3 0.96
095 35 2 0.9
0.8 N/A N/A N/A

0.7 0.9 57 3 0.96
095 35 2 0.9

Table 3.4. IEEE 118 bus system analysis.

DesiredR p #PMU b Achieved R
0.8 N/A NA N/A
0.9 09 N/A NA N/A

0.95 115 3 0.99
0.8 N/A NA N/A
0.8 0.9 115 3 0.93
0.95 115 3 0.99
0.8 N/A NA N/A
0.7 09 115 3 0.93
0.95 68 2 0.83

For example, consider IEEE 30 bus system. To aehaesystem reliability target of 0.90
with having PMU reliabilities of 0.80 or 0.90, adtendancy level of 3 PMUs is needed for each
bus system. However, this will require in total B8Us assigned to 30 buses in the system

violating our binary constraint of assigning one BPNb each bus. It is very clear from this
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analysis that to get a feasible solution and satisé binary constraint, the PMUs should be
highly reliable. Further, the results also indictitat when individual PMU reliability is higher,
the total number of PMUs and the redundancy leeguirement decreases accordingly. For
example, for IEEE 57 bus system when PMU reliabibt changed from 0.90 to 0.95, the total
number of PMUs and redundancy level values changm {57, 3) to (35, 2) for the given
system wide reliability targets of 0.80 and 0.78eTBame argument is applicable to other power

systems as well.

The number of PMUs versus bus reliability (r) fdok IEEE bus systems is shown in
Figures 3.1 and 3.2. The figures clearly demonstifzét for higher system or bus reliability, the
required number of PMUs increases initially anddoees constant after a certain level. This
clearly puts a limit on the level of redundancy pes and beyond which it does not influence
system reliability but cost will certainly increaskhe figures further indicate that as the system

complexity increases (larger bus system), the requaumber of PMUs also increases.

70
60
50 -+
40
30 +

o -_./'_' Bus 57

0 0.89 0.98 0.99

=§=—=PBus 14
= Bus 30

Number of PMUs

Reliability of each bus r

Figure 3.3. Number of PMU based onr.

42



1800 -+
1600 -
1400
1200 -
1000 -
800 -

Number of PMUs

600 -

400
0 0.89 0.98 0.99

Reliability of each bus r

Figure 3.4. Number of PMU based on r for bus 23&3esn.

To investigate the scalability of the proposed apph, a large 2383 bus system is also
considered to demonstrate the model applicabifity. given input values of system reliability
targets and PMU reliability values, we were ablefitml an optimal solution for only one
combination, i.e. having PMU reliability 0.99 angstem reliability target of 0.70, which gave us
actual reliability of 0.84 after finding the optilnsolution. This clearly shows that for achieving
higher system reliability for a large system, e®¥U has to be highly reliable and hence
demonstrates the criticality of PMU on power systegtwork. The number of PMUs versus bus
system reliability for IEEE 2383 bus system has shene shape but much larger number of

PMUs as shown in Figure 3.4.

Comparing the results to the previous placementiesun the literature (Dua et al., 2008
and Kavasseri and Sirnivasan, 2010) although plaoémesults (in terms of the number of
PMUSs) are very similar, the proposed approach walla clear evaluation of reliability benefits

gained by redundant PMUs, and provides furthemghitson system reliability and component
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criticality. Although, the inspection of resultsosh that the trade-off between system wide
reliability and the number of PMUs derived from iapzation procedure result in more PMUs
as compared to existing placement studies in teeature but this is a cost worth paying to
achieve a certain reliability levdlloreover, this increase in total number of PMUdependent

on individual PMU reliability as having highly rable PMUs will require less number of PMUs
to meet system wide reliability requirement as dest@ted earlier. Further, in existing

placement models, the level of redundarizyWas determined based on some expert knowledge

without considering system reliability requiremantd PMU reliabilities. However, the proposed
approach determines level of redundancy based sterayreliability requirement and individual
PMU reliabilities. Such an approach may be more&ble and practical, especially as the electric

grid grows in structural complexity.

The simple extension of the model, adding congt(@®), facilitates due consideration to
critical buses or lines in power system and enshiglser reliability of observability for those
buses of higher importance. The proposed modealsandeal with situations of having different
PMUs with different reliability. In that case, th@oposed model considers lowest PMU
reliability while solving the placement problem aedsures sort of lower bound of system
reliability. Note that consideration of lowest PM#liability in solving placement problem will
provide the actual system reliability higher thha teliability suggested by the solution because
of the higher PMU reliabilities. However, to considhe actual reliability of individual PMU’s
in the PMU placement model, one has to develogfardnt solution approach (or algorithm) to
solve the placement model. Table 3.5 shows sewdteinative solutions for the IEEE 30 bus
system with acheived reliability levels. It is aldeom the Table that each alternative provides

different system level reliability with the samenmioer of 21 PMUs. The reliability maximization
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model in the second stage of our proposed apprsealches for better solution from several
alternative solutions. In this particular cas¢gralative 1 with 21 PMUs provides better system

reliability values.

Table 3.5. Alternative PMU locations with corresdong reliabilities for IEEE 30 bus system.

Desired ppy(p) Alternative Placement node Achieved
System solution R
0.8 N/A N/A N/A
0.9 N/A N/A N/A
1 1,2,3,5,6,9,10,11,12,13,15,16,18,19,22,24,287288,29  0.959979
0.9 2 1,3,5,6,7,8,9,10,11,12,13,15,17,18,19,225286,29,30  0.957136
0.95 3 2,3,4,6,7,9,10,11,12,13,15,17,19,20,225226227,28,30  0.955322
4 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,287288,30  0.955424
5 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,287288,29  0.955424
0.8 N/A N/A N/A
0.9 N/A N/A N/A
1 1,2,3,5,6,9,10,11,12,13,15,16,18,19,22,24,25 279  0.959979
0.8 2 1,3,5,6,7,8,9,10,11,12,13,15,17,18,19,22,24, 2582  0.957136
0.95 3 2,3,4,6,7,9,10,11,12,13,15,17,19,20,22,24,25,2B230  0.955322
4 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,25 28230  0.955424
> 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,25 2879  0.955424
0.8 N/A N/A N/A
1 1,2,3,5,6,9,10,11,12,13,15,16,18,19,22,24,25 2879  0.84570
2 1,3,5,6,7,8,9,10,11,12,13,15,17,18,19,22,24,258(2  0.834451
0.7 0.9 3 2,3,4,6,7,9,10,11,12,13,15,17,19,20,22,24,25,2B%30  0.830008
4 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,25 2B%30  0.830591
5 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,252B%79  0.830591
1 1,2,3,5,6,9,10,11,12,13,15,16,18,19,22,24,25 2879  0.959979
2 1,3,5,6,7,8,9,10,11,12,13,15,17,18,19,22,24, 258>  0.957136
0.95 3 2,3,4,6,7,9,10,11,12,13,15,17,19,20,22,24,25 28230  0.955322
4 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,25 28230  0.955424
5 1,2,3,5,6,9,10,11,12,13,15,16,18,19,21,23,25 28279  0.955424
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3.3. Reliability-Based Multi-objective Placement

In the previous section we formulated the optim&lUPplacement problem as a two-
stage optimization model from a reliability stangpovhere redundancy levels for all buses in
the system are the same Khiabani et al. (2012ajeMer, maintaining separate objectives of
minimizing the cost and maximizing the reliabilitgsults in infeasible solutions in some cases.
This is because the formulation in (Khiabani et 2012a) overlooks combinations which could
result in better solutions. This is because ofabsumption of identical redundancy levels (bus
reliabilities(r)) at all buses in the system. Inistrsection we propose a multi-objective
optimization model relaxing the identical redundafevel at all buses to reduce the number of

PMUs required to reach a desired level of religpoif observability of overall system.

Given the twin and conflicting objectives of coataeliability, in this section we present
a multi-objective optimization formulation that m#ins full system observability with
minimum cost while exceeding a pre-specified ledeteliability (Khiabani et al., 2012b). In
other words, we present an optimization model taimize cost per unit of reliability. This is
achieved in the formulation by relaxing the assuomptof identical redundancy levels (bus

reliabilities(r)) at all buses in the system.

This multi-objective model solved for the IEEE 130, 57 and 118 bus systems. The
resulting formulation clearly dictates the placemehadditional PMUs to achieve a specified
level of overall reliability. It is to be noted th@) the notion of reliability in this model is
respect to random failures in either the devicesndelves or transmission line outages which

affects state estimation and not that of the pasystem at large; and (ii) the accuracy of PMU
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measurements is not modeled in this formulatiorammgy that a bus is considered observable as

long as a non-trivial PMU measurement is available.
3.3.1. Reliability-Based Multi-Objective M odel

To solve the multi-objective PMU placement problethe following non-linear
programming model is developed. The componentshef model are developed based on
Equations (14-18), binary decision variable veetod binary connection matrix definitions. The
dual objectives of minimizing cost while maximizingnit reliability can be achieved with
respect to exceeding a pre-specified level of bditst of observability and expressed as:

[T

Max J = -1=L

i=1

st.

(67)

N
| I i 2 Rmin
i=1

wherezx; is a binary decision variable, which acquiresieabne if a PMU is installed on
thei™bus, and zero otherwise.is the reliability of the observability of th8 bus andf, denotes

the total number of PMUs coverind' bus which are given in Equations (15) and (20)
respectively. HereRnin is the desired system wide reliability of obserirgblevel. The objective
function in (67) is to maximize unit reliability afbservability of the system while minimizing

the total number of PMUs required for complete eysbbservability.
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The model can be modified to incorporate both zejection (Dua et al., 2008) and flow
measurement cases (Kavasseri and Srinivasan, 20dGp yield further reduction in the number

of PMUs needed to achieve desired system religlmfibbservability.
3.3.2. Discussions and Computational Results

The proposed multi-objective PMU placement modeddlved for the IEEE 14, 30, 57
and 118 test systems. A summary of results forcales are shown in Table 3.6 for two
combinations of the given desired reliability ofsebvability level Rywin) and PMU reliabilities

(p) , the achieved number of PMUs required and actuatall system reliability .

Table 3.6. Placement results with proposed forrmariat

IEEE p=0.95 p=0.95
SysSttm™upMUs  Achieved R #PMUs  Achieved R
14 8 0.933 5 0.922
30 21 0.960 13 0.922
57 39 0.929 31 0.901
118 96 0.919 76 0.908

The levels of PMU reliability) were considered since PMU reliabilities are rié&o.
Locations of PMU buses for each systemRg#= 0.90 ancp = 0.99 are shown in Table 3.7. The
robustness of the proposed placement model hasdvadumated in Table 3.8 f&,,= 0.90 an

= 0.99 for the IEEE test systems given in Table 3.6
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Table 3.7. PMU locations for placement results.

IEEE System PMU Location
14 2,4,6,7,9
30 1,2,6,7,9,10, 12, 15, 19, 24, 25, 27, 29

1,3,4,6,11, 12, 13, 15, 20, 21, 22, 24, 25287 30, 32, 33, 35, 36, 38,

>7 39, 41, 45, 47, 48, 51, 52, 54, 56, 57
1,3,4,5,6,9, 10, 12, 13, 15, 16, 18, 20, 1,274, 28, 29, 30, 32, 34, 35,
118 37,39, 41, 42, 44, 45, 46, 47, 49, 52, 56, 57p9861, 62, 63, 64, 66, 67,

68, 70, 71, 72,73, 75, 77, 78, 80, 81, 82, 8488587, 88, 89, 90, 91, 92,
93, 94, 96, 100, 103, 105, 106,109, 110, 111, 113, 116, 118

Table 3.8 shows the results for the two cases otURMtages and line outages. The
fraction of cases where the system is fully obdaesas reported for each system. When
considering PMU outages, the lines are assumed etointact. Starting with the initial
configuration (i.e. placement results in Table 3B\Us are disabled one at a time and after
each PMU has been disabled the system is checkaxb$ervability. The number of placement
scenarios for which the system is unobservabletedin Table 3.8. For example, the IEEE 118
bus system is observable in all but 8 of 76 casd3MU outage, meaning that the fraction of
observable cases is 68/76 = 0.895. Similarly, wbensidering line outages, the PMUs are
assumed to be intact. Starting with the initial faguration (i.e. placement results in Table 3.7),
lines line are disabled one at a time and afteh éae has been disabled the system is checked
for observability. For example, the IEEE 118 bustem is observable in all but 8 (out of 179)

cases of lines outage, meaning that the fractiambeérvable cases is 171/179 = 0.995.
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Table 3.8. Fraction of outage cases that preseitl/eylstem observability.

IEEE PMU outage Line outage
System ™~ upmuUs Fraction #Lines Fraction
14 4 0.200 7 0.632
30 7 0.462 6 0.854
57 8 0.742 8 0.893
118 8 0.895 8 0.955

To investigate the usefulness of the proposed robjective optimization model, we
compared the results obtained to the placementtsesu Kavasseri and Srinivasan (2011).
Results for the case pE0.99 are shown in Table 3.9 for IEEE 14, 30, 5@ &h8 bus systems.
Although the proposed model requires more PMUsgclitieves a higher system reliability level.
The results show that with increasing system siggher redundancy in terms of the number of
PMUs is required to maintain the desired reliapilévels. For instance in IEEE 14 bus system,
the location of PMUs is the same for both modetsepkthat an additional PMU is placed on bus
4 in the proposed model. However in the case BEIE 18 bus system, we need 44 additional

PMUs compared with the traditional model, and retalt such placements are not fault tolerant.

Furthermore, the optimal solutions for the PMU plaent problem results in alternative
optimal solutions in which each alternative solntwill result in a different reliability level.
Therefore we need to investigate higher reliabiléwyel among the alternative solutions;
however, the proposed model solves the placemedehto reach the highest level of reliability
using the least number of PMUs. Table 3.10 comptresesults of the multi-objective PMU

placement and reliability-based PMU placement preskin previous section (Khiabani et al.,
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2012a) for PMU reliability Of 99% pE0.99) and objective of predefined reliability of

observability level of 90%0Ri=0.90).

Table 3.9. Comparison of placement results.

IEEE With R #PMU R Without R #PMU R
System
14 2,4,6,7,9 5 0.92 2,6,7,9 4 0.89
1,2,6,7,9,10, 12, 15, 19, 24, 1,10,12, 15,18,2, 25,

30 25. 27. 29 13 0.91 27.6,9 10 0.84
1,3,4,6,11, 12, 13, 15, 20, 21, 1,4,9, 10,19, 22,
22, 24, 25, 27, 29, 30, 32, 33, 25, 26, 29, 32, 36,

S7 35, 36, 38, 39, 41, 45, 47, 48, 31 0.90 39, 41, 44, 46, 49, 17 0.62

51, 52, 54, 56, 57 53

1,3,4,5,6,9,10, 12, 13, 15,

16, 18, 20, 21, 25, 27, 28, 29,

30,32, 34,35, 57,39, 1, 42 1.5.9.12,15,17

44, 45, 46, 47, 49, 52, 56, 57, ]

58, 59, 61, 62, 63, 64, 66, 67 40, 45, 49, 52, 56,
118 R 4 091 62,63,68,70,71, 32 0.44

68, 70, 71, 72, 73,75, 77, 78, 76. 77 80. 85. 86

80, 81, 82, 84, 85, 86, 87, 88, '90 ’94 ’101' ’

89, 90, 91, 92, 93, 94, 96, 100, 10é 11’0 11"1

103, 105, 106,109, 110, 111, T

112, 115, 116, 118

As shown in the Table 3.10, the proposed multi-ctbje model reaches the desired
reliability level of 90% with fewer PMUs, which sigicantly decreases the cost. The cost saving
occurs due to eliminating the need for the idehtiedundancy levels for all buses in the system,
with the help of the multi-objective approach. Téfere, the proposed model solves the
placement model to reach the highest level of béiig using the least number of PMUs. In the

case of IEEE 118 bus system, the number of PMUsedsiced by ~34% compared to the
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reliability-based placement model (Khiabani et @abl12a) with the proposed multi-objective

model.

Table 3.10. Comparison of placement results consiglsystem reliability of observability.

IEEE Multi-objective placement Religyrbased placement
System —4pMUs Achieved R #PMUs Achieved R
14 5 0.92 9 0.98
30 13 0.91 21 0.95
57 31 0.90 57 0.99
118 76 0.91 115 0.99

3.4. Goal Programming Approach for PM U Placement

In this section we developed a goal programmingdagpproach with two objectives of
maximizing the reliability and minimizing the planent cost of PMUs for full observability in
power systems (Khiabani et al., 2013a). The moeégkhbped to investigate the possibility of
existence of better trade-offs to be able to furth@imize the multi-objective PMU placement
model. The weighted sum goal programming formukatincorporates the reliability of
individual PMUs and finds a placement to resole ¢bnflicting objectives of minimum number
of PMUs cost-wise and maximum level of system-wigleability. This multi-objective problem
is formulated as a nonlinear goal programming maaeVvhich weights are associated with the
objectives. A weight associated to a goal reflébts relative importance given to that goal.
Therefore, a higher weight assigned to the ovesgtem reliability of observability dictates the
placement of additional PMUs as compared to thdittomal PMU placement problems and
eventually results in a higher cost. This extra oshe cost of reliability, and is worth paying i

order to achieve a higher level of reliability. har cost minimization seeks for a zero-injection
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approach compatible with non-linear programming.heréfore, zero-injection buses were

incorporated into the model to further optimize thedel.
3.4.1. Goal Programming Model

The goal programming placement model has been fateul as a two-objective
problem. The objectives are (1) to maximize theabality of observability of the system while
(2) minimizing the number of PMUs resulting in redd cost. Thus the objectives are to seek
the reliability of observability leveRni, and to place minimum number of PMUs. It is assumed
that the PMUs are identical; therefore minimizatafnthe number of PMUs will result in cost
minimization. The total cost (number of PMUs) miustrease to reach higher redundancy in
observability. Therefore, the objective of maximgithe reliability of observability and
minimizing the cost are in conflict. To resolve thenflict, we developed a weighted sum goal
programming model by assigning relative weight &@hegoal to combine the two conflicting
objective functions into a single objective funatid’he goal programming model formulated as

a weighted sum nonlinear programming is as follows:

n

[Ta-a") - Run Bus—ix
i=1

Maxw| =L +(@L-w)| ——=2—
1-Rin Bus

st (68)
% e{01ie123..n

whereq; represents the probability of failure i5fPMU, x, is a binary decision variable, which
will acquire value one if a PMU is installed on ifféous and zero otherwisgé. denotes the total

number of PMUs of covering” bus which is given in Equation (20). HeRyi is the desired
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system wide reliability of observability leveBusis the number of buses in the system, and
defines the weight associated to each goal. Therdemators are for normalizing the values of

the objectives.

The objectives in equation (68) are to minimize thial number of PMUs required for
maximum level of system reliability of observalyiliv defines the weight associated with the
objectives and is a decision tool for the problestver. If reliability maximization is more
important, therw should be increased. However, if cost is more it@od than reliability, then a

smaller value ofv should be used.

To yield further reduction in the number of PMUsded for system observability, the
model can be modified to incorporate zero-injectimses. As explained in previous sections, a
zero-injection bus is a bus where there is neigereration nor load; therefore, the sum of the

flows on the all incident buses to the zero-in@atbus is zero (Dua et al., 2008).

Hence if zero-injection buses are incorporatedha model, the total number of PMUs
may further be reduced. If current phasors for dahincident to a zero-injection bus except
for one are known, the current phasor of that taa be calculated using Kirchhoff's current
law. Furthermore the voltage phasor of the bushatdther end of the line can be calculated
using Kirchhoff’'s voltage law. Therefore the zemgection models can be developed by
updatingf’s of the adjacent buses of the zero-injection Wtisnsider bus 7 in IEEE 14 bus
system, shown in Figure 3.1, as zero-injection (ged), neighbored with the buses 4, 8, 9.
With the zero-injection modification, a PMU at aofythe buses 4, 7, 8 or 9 will make all four
and other buses neighboring the bus with the PM&kedable. A word of caution needs to be

added here, if optimal solution chooses to pla¢d&VlJ on bus 8, it would not make all four
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buses observable in case they are not covereddiheanPMU. However because of the nature
of the reliability-based modeling this case woutd happen. It means the algorithm will prevent
placing a PMU on bus 8 to maximize reliability observability. For instance with the

placement of a PMU at bus 9 it will make buses,4,®, 10, and 14 observable, of course with

the consideration of bus 7 as a zero-injection bus.

3.4.2. Discussions and Computational Results

The proposed placement model is solved for the IEEE30, 57 and 118 bus standard
test systems considering both with and without Zejection buses. Results are reported with

Rmin = 0.9 for all system types.

A summary of results for the four standard IEEEegmot considering the zero-injection
buses, are noted in Tables 3.11-3.14. In theseddhbk required number of PMUs and achieved
actual overall system reliability are calculated $everal combinations of the weight (w) and
PMU reliabilities p=1-g). In reality PMU reliabilities are near 98%, thieme we considered

two levels of 95% and 99% for PMU reliabilitg)(
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Table 3.11. GPB results for IEEE 14 test system.

W p=0.95 p=0.99
#PMUs Achieved R #PMUs Achieved R
0.1 7 0.8843 4 0.8952
0.2 9 0.9797 5 0.9315
0.3 9 0.9797 7 0.9793
0.4 9 0.9797 7 0.9793
0.5 9 0.9797 9 0.9992
0.6 11 0.9893 9 0.9992
0.7 11 0.9893 9 0.9992
0.8 14 0.9967 9 0.9992
0.9 14 0.9967 9 0.9992
0.99 14 0.9967 14 0.9999
Table 3.12. GPB results for IEEE 30 test system.
W p=0.95 p=0.99
#PMUs Achieved R  #PMUs Achieved R
0.1 21 0.9598 10 0.8507
0.2 21 0.9599 14 0.9307
0.3 21 0.9599 21 0.9983
0.4 21 0.9600 21 0.9983
0.5 25 0.9784 21 0.9983
0.6 30 0.9906 21 0.9984
0.7 30 0.9906 21 0.9984
0.8 30 0.9906 21 0.9984
0.9 30 0.9906 21 0.9984
0.99 30 0.9906 30 0.9997
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Table 3.13. GPB results for IEEE 57 test system.

W p=0.95 p=0.99
#PMUs Achieved R #PMUs Achieved R
0.1 38 0.9098 29 0.9188
0.2 40 0.9274 35 0.9861
0.3 46 0.9658 37 0.9963
0.4 47 0.9704 38 0.9964
0.5 55 0.9904 40 0.9968
0.6 55 0.9904 40 0.9968
0.7 55 0.9904 40 0.9968
0.8 55 0.9904 40 0.9974
0.9 57 0.9908 48 0.9991
0.99 57 0.9908 55 0.9998
Table 3.14. GPB results for IEEE 118 test system.
N p=0.95 p=0.99
#PMUs Achieved R #PMUs Achieved R
0.1 82 0.7584 71 0.9084
0.2 88 0.8061 79 0.9652
0.3 90 0.8066 86 0.9664
0.4 92 0.8161 89 0.9752
0.5 92 0.8161 89 0.9752
0.6 92 0.8161 91 0.9859
0.7 93 0.8512 91 0.9859
0.8 95 0.8718 91 0.9859
0.9 95 0.8718 92 0.9964
0.99 101 0.9220 101 0.9977
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As mentioned earlier, incorporating zero-injectionses may result in reduced cost.
Therefore, summary of results for all cases, casid the zero-injection buses, are shown in
Tables 3.15-3.18. In these tables, the requiredbeurof PMUs and achieved overall system
reliability of observability are calculated for @l combinations of the weightv( and PMU
reliabilities (p). The zero-injection buses for the IEEE standarsl $ystems are as follows (Dua

et al., 2008):
14 bus { 7}
30 bus :{ 6,9, 11, 25, 28}
57 bus :{ 4,7, 11, 21, 22, 24, 26, 34, 36, 37,439 ,45, 46, 48}
118 bus :{ 5, 9, 30, 37, 38, 63, 64, 68, 71, 81}

Table 3.15. GPB results for IEEE 14 consideringpzrjection buses.

N p=0.95 p=0.99
#PMUs Achieved R #PMUs Achieved R

0.1 6 0.9240 3 0.8774
0.2 7 0.9749 5 0.9693
0.3 7 0.9749 6 0.9889
0.4 7 0.9749 6 0.9889
0.5 7 0.9749 7 0.9990
0.6 10 0.9915 7 0.9990
0.7 10 0.9915 7 0.9990
0.8 13 0.9990 7 0.9990
0.9 13 0.9990 7 0.9990
0.99 14 0.9992 13 1.0000
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Table 3.16. GPB results for IEEE 30 consideringpzrjection buses.

W p=0.95 p=0.99
#PMUs Achieved R #PMUs Achieved R

0.1 16 0.9625 8 0.9030
0.2 16 0.9625 10 0.9399
0.3 16 0.9625 16 0.9985
0.4 16 0.9625 16 0.9985
0.5 20 0.9811 16 0.9985
0.6 26 0.9955 16 0.9985
0.7 26 0.9955 16 0.9985
0.8 26 0.9955 16 0.9985
0.9 26 0.9955 16 0.9985
0.99 28 0.9959 26 0.9999

Table 3.17. GPB results for IEEE 57 consideringpzrjection buses.

N p=0.95 p=0.99
#PMUs Achieved R #PMUs Achieved R

0.1 33 0.9324 27 0.9482
0.2 33 0.9368 31 0.9868
0.3 35 0.9589 32 0.9969
0.4 41 0.9788 32 0.9969
0.5 46 0.9913 32 0.9972
0.6 46 0.9931 33 0.9973
0.7 47 0.9937 34 0.9977
0.8 48 0.9939 34 0.9978
0.9 51 0.9948 38 0.9990
0.99 54 0.9951 47 0.9999
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Table 3.18. GPB results for IEEE 118 consideringgjection buses.

W p=0.95 p=0.99
#PMUs Achieved R #PMUs Achieved R

0.1 83 0.8227 65 0.8910
0.2 87 0.8809 76 0.9471
0.3 90 0.8777 83 0.9853
0.4 90 0.8777 85 0.9858
0.5 94 0.8901 85 0.9858
0.6 95 0.8923 85 0.9862
0.7 95 0.9342 85 0.9862
0.8 96 0.9395 85 0.9865
0.9 96 0.9395 90 0.9870
0.99 96 0.9395 90 0.9875

Comparing the results with zero-injection casesenvhero injection is incorporated, a

certain reliability of observability is achievalath fewer PMUs.

The placement locations for the cases reached thienom reliability level of 90% with
the associated weights and tables not considehiegéro-injection buses are shown in Table

3.19.
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Table 3.19. PMU locations for GPB results withiaged minimum reliability of observability

of 90%.

IEEE PMU Location w  Table
14 2,6,7,9, 13 0.2 311
30 1,2,5,6,9, 10, 12, 15, 16, 19, 24, 25, &7, 2 0.2 3.12
57 1,4,6,9, 12, 14, 15, 18, 20, 22, 24, 25, 2728831, 32, 36, 37, 01 312

41, 45, 47, 48, 50, 51, 53, 54, 56, 57 ' '
2,5,7,8,9,10, 11, 12, 15, 17, 20, 21, 2328528, 29, 32, 33,
35, 37, 40, 41, 43, 44, 46, 49, 50, 52, 53, 5455658, 59,61, 62,
118 63, 65, 67,68, 70, 71, 72, 73, 76, 77, 78, 7988086,87, 89, 91, 0.1 3.14

92, 93, 94, 96, 100, 102, 103, 105, 106, 108, 110, 112, 114,
117, 118

The robustness of the proposed placement moddbdeas evaluated fqr = 0.99 for the

IEEE test systems given in Table 3.19 and comptréte placement results in Kavasseri and

Srinivasan (2011). Tables 3.20 and 3.21 show thelteefor p=0.99 for the two cases of PMU

outages and line outages respectively. The fracfarases where the system is fully observable
is reported for each IEEE standard system. In &) Butage scenario, it is assumed that there

is no failure in the lines. Starting with the iaiticonfiguration (i.e. placement results in Table

3.19 and Table 3.22), a PMU is disabled then tistesy is checked for observability. Finally,

the PMU is enabled and the same process is reptatedch PMU in sequence. The number of
placement scenarios for which the system is unebbés is noted in Tables 3.20 and 3.21. For
example, the IEEE 57 bus system is observabld oual7 of 29 cases of PMU outage, meaning

that the fraction of observable cases is 22/2976.0Similarly, in the line outage scenario, the

PMUs are assumed to be fully functioning. Startnth the initial configuration (i.e. placement

results in Table 3.19 and Table 3.22), a line isalied then the system is checked for
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observability. Finally the line is enabled and theeme process is repeated for each line in
sequence. For example, the IEEE 57 bus systemsisradible in all but 7 of 75 cases of lines
outages, meaning that the fraction of observaldesés 68/75 = 0.91. By comparing the results
from both models from Tables 3.20 and 3.21 onecoarclude that the proposed multi-objective

goal programming model is more robust than thaticahl cost-based method.

Table 3.20. Fraction of PMU outage cases that predall system observability for GPB

approach.
Goal programming Traditional cost-based
IEEE approach approach
System
#PMUs Fraction #PMUs Fraction

14 4 0.20 4 0.00

30 7 0.50 10 0.00

57 7 0.76 17 0.00
118 8 0.89 32 0.00

Table 3.21. Fraction of Line outage cases thatgovesfull system observability for GPB

approach.
Goal programming Traditional cost-based
IEEE
approach approach
System
#Lines Fraction #Lines Fraction

14 6 0.68 9 0.53

30 4 0.90 15 0.63

57 7 0.91 34 0.55
118 9 0.95 64 0.64
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To further investigate the usefulness of the predasulti-objective goal programming
model, we compared the results to the placemeunttsas Khiabani et al. (2012a) and Kavasseri
and Srinivasan (2011). Results for the case@.99 with minimum desired system wide
reliability of observability level oRyi;=0.90 are shown in Table 3.22 and Table 3.23 f&BE

14, 57, and 118 bus systems.

Based on the data from Table 3.22 it is clear #ithiough the proposed model requires
more PMUSs, it achieves a higher system reliabiétyel. The results show that, with increasing
the system size, higher redundancy in terms ohtiraber of PMUs is required to maintain the
desired reliability level. For instance in IEEE fds system, the location of PMUs is the same
for both models, except that an additional PMU lesced on bus 13 in the proposed model.
However, in the case of IEEE 118 bus system, we 88eadditional PMUs compared with the
traditional model (Kavasseri and Srinivasan, 2ablincrease the reliability of observability by
47%. It should be noted that in the conventionalPlacement problems, loss of a PMU would
result in loss of the observability of the majordf/the neighboring buses. Therefore, loss of a
single PMU will result in loss of observability tfie system. Hence, such placements are not

fault tolerant.
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Table 3.22. Comparison of placement results.

IEEE With R #PMU R Without R #PMU R
System
14 2,6,7,9,13 5 0.93 2,6,7,9 4 0.89
1,25,6,9,10,12, 15, 16, 19, 1,2,6,9, 10, 12, 15,
30 24, 5. 97 29 14 0.93 18, 25, 27 10 0.84
1,4,6,9,12, 14, 15, 18, 20, 22, 1, 4,09, 10,19, 22,
24, 25, 27, 28, 29, 31, 32, 36, 25, 26, 29, 32, 36,
>7 37,41, 45, 47, 48, 50, 51, 53, 29 0.92 39, 41, 44, 46, 49, 17 0.62
54, 56, 57 53
2,5,7,8,9, 10,11, 12, 15, 17,
20, 21, 23, 25, 26, 28, 29, 32, 1,5,9, 12,15, 17,
33, 35, 37, 40, 41, 43, 44, 46, 21, 25, 28, 34, 37,
49, 50, 52, 53, 54, 56, 57, 58, 40, 45, 49, 52,
118 59,61, 62, 63, 65, 67, 68, 70, 71, 71 0.91 56,62, 63,68, 70, 71, 32 0.44
72,73,76,77,78, 79, 80, 85, 76, 77, 80, 85, 86,
86,87, 89, 91, 92, 93, 94, 96, 90, 94, 101, 105,
100, 102, 103, 105, 106, 108, 110, 114

110, 111, 112, 114, 117, 118

Table 3.23. Comparison of placement results consiglsystem reliability of observability.

Goal programming Multi-objective Reliability-based
IEEE  hased placement placement placement
System
#PMUs  Achieved R  #PMUs  Achieved R #PMUs  Achieved R
14 5 0.93 5 0.92 9 0.98
30 14 0.93 13 0.91 21 0.95
57 29 0.92 31 0.90 57 0.99
118 71 0.91 76 0.91 115 0.99
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As shown in Table 3.23 the proposed model readhes desired reliability of
observability level of 90% with fewer PMUs comparta multi-objective (Khiabani et al.,
2012b) and reliability-based (Khiabani et al., 281 #odels which significantly decreases the
cost. The only exception is for IEEE 30 bus systerwhich the multi-objective model reaches
the 90% system reliability of observability leveitlivl3 PMUs where for the goal programming
model it is 14 PMUs. The cost saving occurs duesltminating the need for the identical
redundancy levels for all buses in the system, withhelp of the goal programming approach.
Therefore, the proposed model solves the placemedel to reach the highest level of
reliability using the least number of PMUs for tigen weight {v). In the case of IEEE 118 bus
system, the number of PMUs is reduced by ~40% cosaptp the reliability-based placement
model (Khiabani et al., 2012a) with the proposed|gprogramming approach. This means ~6%
reduction in the number of PMUs as compared to irblective placement model. It is worth
noting that the proposed goal programming appreaciid even reach better results by assigning
different weights /). For instance by assigninvg=0.19 in the case of IEEE 30 bus system and
running the model resulted in 13 PMUs required ihign PMUs placed on buses 2, 3, 5, 6, 9, 10,

12, 15, 17, 19, 24, 25 and 27, and 91% achieVeabiigy of observability level.
3.5. Max Covering Approach for PMU Placement

The multi-objective optimization (Khiabani et a012b) and goal programming multi-
objective optimization (Khiabani et al., 2013a) ratsddescribed earlier considered minimizing
the number of PMUs to reach full system observighilihile maintaining a pre-specified level of
reliability of observability. Both models relax tlexistence of limited number PMUs. However
in practice the resources could be limited becafséhe high price of the purchasing and

installing PMUs. In this case the decision makelt decide to allocate the limited recourses
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either to the strategic locations or to cover theximum possible buses. Therefore we
considered the PMU placement problem from a maxincomering standpoint (Khiabani et al.,
2013Db). In the proposed model, the number of exgs®?MUs is factored as inputs into the

model. The maximum coverage thus dictated by tipstiis subject to the system topology.

In case that the number of the PMUs are sufficfentfull system observability, the
observability constraint was added to the modek piroblem is formulated as an integer linear
programming (ILP) model with the objective of maxiing the network coverage and reaching
the full network observability when possible. Thausion thus achieves maximum coverage
with complete observability and incomplete obseiitsghdepending on the availability of the
recourses. Then the reliability evaluation methogspnted in Khiabani et al. (2012a) is used to

evaluate the reliability of the resulting placement

3.5.1. Max Covering M odel

The maximum covering placement model has been fiatedl as an ILP problem. The
main objective is to maximize the coverage of theds in the power network through assigning
the limited number of PMUs available to the strateguses. Clearly the resource limitation
would not allow reaching the complete observabibityhe power network. However in the case
with the sufficient number of PMUs, the observdbpiliconstraint will be added to the
optimization model. The addition of an extra coaistr may result in reduced coverage but will
maintain the full system observability. The integjaear programming model formulated as a

maximum covering is as follows:
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Max Zn: f;
i=1
st (69)

Zn:xi <cC
i=1

x €{01ie123..n

wherex; is a binary decision variable, which will acqui@ue one if a PMU is installed
on thei™bus and zero otherwisg, denotes the total number PMUs of coverifidus which is

given in Equation (20). Here, c is the number ofURVavailable. The objective function in (69)
is to maximize the coverage of the power systencabe a limited number of PMUs is sufficient

to reach complete system observability the follayonstraint can be added to the model:
> > (70)
i=1

Decision maker may need to cover some of the giiatrises in the system. To do this if
the number of PMUs is not sufficient for full systeobservability, then only thi' element of
the constraint Equation (70) could be added toojtemization problem to make sure bus
covered. The model can be modified to incorporati lzero-injection buses (Dua et al., 2008)
and flow measurement cases (Kavasseri and Srimya€d.1) for further reduction in the total
number of PMUs needed for full system observabilitye model developed in Dua et al.( 2008)
has been modified for the proposed max coveringlpro to incorporate zero-injection buses in
the system. The reliability evaluation portion bé treliability-based placement model presented

in Khiabani et al. (2012a) is used to evaluateréti@bility of observability of the power system.
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3.5.2. Discussions and Computational Results

The proposed maximum covering placement modelli&ddor the IEEE 14, 30, 57, 118
and 2383 bus standard test systems. The obsetyatninstraint was added where complete
power system observability was possible. The raiiglof the placement solutions has been
calculated. Results are reported with PMU reliéibdi assumed to be 0.99 for all cases for both
incorporating zero-injection buses and without zefection buses. The comparison plots have
been done using Matlab. A Mathematica code usittge loop has been applied for all sets of

possible inputs for all IEEE standard bus systems.

The results for IEEE 14, 30, 57, 118 and 2383 stahtus systems are shown in Tables
3.24-3.28 for the number of PMUs given, the totaverage, and overall system reliability of
observability achieved. The overall system religpbibf observability has been calculated after
and based on the optimization problem results badPMU reliabilities was assumed to be 99%.

The 99% level of PMU reliability assumed since Pkéliabilities are near 98%.

Table 3.24. Max covering placement results fatHEL4 test system.

#PMU Cover R
1 6 0
2 11 0
3 16 0
4 18 0.89
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Table 3.25. Max covering placement results for IEEDEest system.

#PMU Cover R
1 8 0
2 15 0
3 21 0
4 26 0
5 31 0
6 36 0
7 41 0
8 45 0
9 49 0

10 52 0.83
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Table 3.26. Max covering placement results for IEEZEest system.

#PMU Cover R
1 7 0
2 14 0
3 20 0
4 26 0
5 31 0
6 36 0
7 41 0
8 46 0
9 51 0
10 56 0
11 60 0
12 64 0
13 68 0
14 72 0
15 76 0
16 80 0
17 69 0.62
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Table 3.27. Max covering placement results for IEHB test system.

#PMU Cover R #PMU Cover R
1 10 0 17 119 0
2 19 0 18 125 0
3 27 0 19 131 0
4 35 0 20 137 0
5 42 0 21 143 0
6 49 0 22 148 0
7 56 0 23 153 0
8 63 0 24 158 0
9 70 0 25 163 0

10 77 0 26 168 0
11 83 0 27 173 0
12 89 0 28 178 0
13 95 0 29 183 0
14 101 0 30 188 0
15 107 0 31 193 0
16 113 0 32 164 0.45
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Table 3.28. Max covering placement results for IEBBB3 test system.

#PMU Cover R
1 10 0
2 20 0
3 30 0
4 40 0
5 50 0
6 60 0
7 69 0
8 78 0
9 87 0
10 96 0
11 105 0
12 114 0
13 123 0
14 132 0
745 3714 0
746 3288 3.90705*10"-8
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The results for IEEE 14, 30, 57, 118 standard lystesns has been summarized and
shown in Figures 3.5 and 3.6. The figures showcther, number of buses with installed PMUs
and the evaluated reliability. The results for IEEEB3 standard bus system have been shown in

Figure 3.7.

— 14 Bus
— ——30 Bus

Figure 3.5. Comparison of coverage between IEEBNHX30 bus systems.
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Figure 3.6. Comparison of coverage between IEEBM7118 bus systems.
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Figure 3.7. Coverage for IEEE 2383 bus system.
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The results for IEEE 14, 30, 57, 118 standard lysgems considering the zero-injection
buses are shown in Tables 3.29-3.32 for the nurob&MUs given, the total coverage, and
overall system reliability achieved. The overalstgyn reliability has been calculated after and

based on the optimization problem results, andP& reliabilities was assumed to be 99%.

Table 3.29. Max covering placement results for IEEEcorporating zero-injection buses.

#PMU Cover R
1 7 0
2 13 0
3 15 0.88

Table 3.30. Max covering placement results for IBEEcorporating zero-injection buses.

#PMU Cover R
1 13 0
2 23 0
3 33 0
4 43 0
5 52 0
6 61 0
7 57 0.86
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Table 3.31. Max covering placement results for IREEcorporating zero-injection buses.

#PMU Cover R
1 9 0
2 18 0
3 26 0
4 33 0
5 40 0
6 47 0
7 54 0
8 61 0
9 68 0

10 75 0
11 82 0
12 88 0
13 72 0.65
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Table 3.32. Max covering placement results for IEEEincorporating zero-injection buses.

#PMU Cover R #PMU Cover R
1 12 0 15 144 0
2 24 0 16 152 0
3 36 0 17 160 0
4 46 0 18 167 0
S 56 0 19 174 0
6 66 0 20 181 0
7 76 0 21 188 0
8 85 0 22 195 0
9 94 0 23 202 0
10 103 0 24 209 0
11 112 0 25 215 0
12 120 0 26 221 0
13 128 0 27 227 0
14 136 0 28 184 0.47

The results for IEEE 14, 30, 57, and 118 standasldystems considering zero-injection
buses have been summarized and shown in Figurean8.8.9. The figures show the cover,

number of buses with installed PMUs, and the evatiieeliability.
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Figure 3.9. Comparison of coverage between IEEBM7118 bus systems.
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The usefulness of the proposed max covering opdiia model was investigated,
comparing the results to the PMU placement resut¥avasseri and Srinivasan (2011).
Comparison results are shown in Table 3.33 for IEEE 30, 57 and 118 bus systems. The
comparison of the results shows that the modelshréae same output with minor difference.
However, the proposed model has less complexity @sd can consider the cases where
reaching the full observability is not feasible.ig ability of the proposed model will empower
the decision maker through availability of more iops for the cases that involve limited
resources. Almost each section in output is theesemTable 3.33 except the placement buses
for the PMUs, this is trivial for the placement plems because of the existence of the
alternative optimal solutions. However each altBmeaoptimal solution will result in a different

reliability level. This can be seen in Table 3.88the IEEE 30 bus system.

To further investigate the usefulness of the predawodel, we compared the results to
the reliability-based placement results in Khiabahial. (2012a). Since the results for the
Khiabani et al. (2012a) analyzed for PMU relialilitf 0.95 therefore for this comparison only
we run the max covering model and evaluate thabiilly with the PMU reliability of 0.95 with
the selection of results reaching the overall systeliability of at least 0.90. Comparison results
are shown in Table 3.34 reaching the minimum systgahe reliability level of 0.90 and in Table
3.35 with the same amount of PMUs for IEEE 14,580and 118 bus systems. The results show
that the comparison between reliability-based pteer® model and the max cover model derived
from optimization procedure result in more covercampared to reliability-based placement in
the literature. On the other hand the reliabiliasbd placement model reached higher system

wide reliability levels compared to the max covgrproblem.
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Table 3.33. Comparison of placement results walitronal PMU placement results.

IEEE Max cover PMU placement
System Placement #PMU R Placement #PMU R
14 2,6,7,9 4 0.89 2,6,7,9 4 0.89
2,4,6,9,10, 1,2,6,09, 10,
30 12,15,18,2 10 0.83 12, 15, 18, 10 0.84
5,27 25, 27
1,4,9,13,1 1,4 9,10,
19, 22, 25,
9,22,25,26 26. 29 32
57 ,29,32,36, 17 0.62 o 17 0.62
36, 39, 41,
39,41,45,4 44. 46, 49
7,50,53 53
3,5,9,12,1 1,59 12,
15, 17, 21,
5,17,20,23
25, 28, 34,
28,30,34, 37, 40, 45
37,40,45,4 R
9,52,56,62 49,52,
118 D 32 0.45 56,62, 63,68, 32 0.44
,64,68,71,
70,71, 76,
75,77,80,8
77, 80, 85,
5,86,90,94
86, 90, 94,
,101,105,1
10114 101, 105,
’ 110, 114

80



Table 3.34. Comparison of placement results witliPRBth R=0.90.

IEEE Max cover Reliability-based placement
System
#PMU Cover R #PMU Cover R
14 11 44 0.94 9 37 0.98
30 28 108 0.90 21 85 0.95
57 55 203 0.90 57 207 0.99
118 117 474 0.93 115 470 0.99

Table 3.35. Comparison of placement results witlPRBth same number of PMUs.

IEEE Max cover Reliability-based placement
System
#PMU Cover R #PMU Cover R
14 9 38 0.85 9 37 0.98
30 21 88 0.69 21 85 0.95
57 57 207 0.99 57 207 0.99
118 115 470 0.84 115 470 0.99
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3.6. Genetic Algorithm Approach for PMU Placement

The reliability-based PMU placement model is ablesalve small size problems such as
IEEE 14, 30, 57 and 118. However, it can also setuee large size problems but not in a timely
manner. As the problem size increases the compleXithe system increases exponentially
rendering the problem mathematically unsolvablené&d earlier, the PMU placement model is
NP-hard and cannot be solved using exact algorfdmtarger size problems. Furthermore, the
addition of the second objective, maximization elfability of observability makes it even more
complex as it brings non-linearity into the mathéoa model. Therefore, in this section we
developed a genetic algorithm for multi-objectiyatimal PMU placement problem in order to
increase the scalability of the model and solvel#nge size problems. The genetic algorithm
approach is based on binary encoding and condidtgoomain objectives to tackle large scale

problems (Khiabani et al., 2013c).
3.6.1. Genetic Algorithm M odel

We proposed a multi-objective optimal PMU placentaondel using a genetic algorithm
based on binary encoding. The model consists ofrham and contradicting objectives--that is
maximization of reliability of observability of sigm and minimization of the number of PMUs
and is designed to be able to tackle large scalelgm instances. The model ensures full system
observability and aims to reach a pre-specifie@lle¥ reliability of observability while placing
the minimal number of PMUs. The model is solvedtfe IEEE 14, 30, 57, 118, and 2383 bus
systems. The genetic algorithm consists of fouredibjes: 1) Ensuring the overall system
observability; 2) Placing the minimum number of P8 the system; 3) Reaching the pre-

specified system level of reliability of observatlytl and 4) Maximizing of the overall system
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reliability of observability. The weights associteith the objectives are derived from both the
relative importance given to the goals and compartauns. Clearly, incorporating the reliability
into the model will dictate placement of additiorRRMUs as compared to traditional PMU
placement problems and, eventually, results in ncosglier solution. This extra cost is the cost

of achieving a higher reliability level.

The objectives of PMU minimization and reliabilit§ observability maximization are in
conflict since the number of PMUs must increaserdach higher levels of reliability of
observability. To resolve the conflict, relative iglets should be assigned to each objective to
combine two conflicting objective functions intsigle objective function. The multi-objective
programming model can be formulated as follows:

N
D -x)

i=1 (70)

Max Wy (R_ Rdesired)+ W, N

whereR is given in (18),Ryesired IS the desired system wide reliability of obserirgb
level,x; is the binary decision variable indicating whestbr not a PMU placed on busand
w; defines the weight associated to each objectiote khat the sum of; is equal to one, and
is the total number of buses in the system. Thghtsiin (70) are derived both from the relative
importance given to the objectives and pilot rurise scales are different f& andx, therefore
the model in (70) has been standardized by divitlegtotal number of buses without PMUs by
the total number of buses in the system for thersgobjective to assign the value between 0

and 1, so that the two objectives can be repregddmjt@ compatible scale.
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In the multi-objective PMU placement problem, weselep a genetic algorithm based
approach. The algorithm basically mimics the preagfsnatural evolution using the inheritance

and adaptive processes. In addition to those, titatiron and crossover operators are also used.

In this approach, a binary encoding is implemenfid the genetic algorithm. The
presence of the PMU at a particular bus is reptedewith a binary number. If the PMU is
placed on that particular bus, then the correspandalue of the bus is set to 1 indicating that a
PMU is placed. Otherwise, it takes the value oBélow is an example representation of a

particular solution for the genetic algorithm id@node system.
1010100010

Based on this particular representation, the PMidsptaced on the nodes 1, 3, 5, and 9. The

genetic algorithm begins with the generation ofithial population.

For creating the solutions that constitute theidhgopulation, the first step is creating
random numbers that are uniformly distributed betw® and the bus size. Based on this
number, a reference threshold value is calculayedivading this randomly generated number by
the number of buses. For each bus, a random nuitmtteis uniformly distributed between 0 and
1 is generated to decide whether a PMU is placed particular bus. If the generated number is
less than the threshold value, then a PMU is platéde corresponding bus, otherwise no PMU
is placed. For example, in a 30 bus system, supipasenitially, number 18 is generated. That
corresponds to the threshold value of 0.6. Supplwsefor the first bus the generated random
number turns out to be 0.65. Since the numberrgetathan 0.6, a PMU is not placed on that
bus. This will be repeated for each bus in theesgsto obtain the first randomly generated

solution. This procedure is repeated for each golun the initial pool. Table 3.36 provides the
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parameters associated with the genetic algorithote Nhat some values are divided by the
separator (i.e., |), which means that for the 1}, 57, and 118 bus systems, the first value
applies, whereas for 2383 bus system, the seconé V& utilized. To cite an instance, for the

2383 bus system, a population size of 500 is uskdreas for the others, a population size of 60

is used.
Table 3.36. Genetic algorithm parameters.
Parameter Values
Population Size 60]500
Number of offsprings created in each generation |780
Number of population members selected by the sebglection rule 10|50
Number of population members selected by the tmuleheel selection 50/450
Mutation probability 0.01
Generation Limit 5000|15000
ol 4/9
02 1/10
®3 2/5
! 1/18
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After the initial population generation, a corresgimg fitness function is calculated. The

fitness function is calculated based on severdbfac

e Number of covered buses divided by total numbédiustes (i.e.g,)
e Number of buses that no PMU is placed divided gl toumber of buses (i.e9;)

e Whether the system threshold reliability levelxs@eded or not (i.e2;-a binary value, O

if not exceeded, 1 otherwise)

e Overall system reliability leveld,)

Note that all@ values are between 0 and 1. This standardizatitps hes develop the

corresponding weights for each factor. Based ogetlugiteria, the following fitness function is

devised:

ﬂ=zwi9i (71)

Where 4 is the corresponding fitness function value of plagticular solution and, is

the corresponding weights associated with the qadaii criterion which is listed above.

After the fitness value for each solution is cadtetl, the solutions are ranked according
to the descending order of fitness values. Basethese values, using roulette wheel selection
scheme, the chromosomes that will undergo repramtuegtill be selected. Based on the roulette
wheel selection scheme, the chromosomes havingehififmess function value, have higher
probability of being selected for producing offss. For producing offspring, two different

approaches are followed depending on the lengtheo€hromosome (i.e., number of buses). For
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14, 30, and 57bus systems, a traditional two-paio$sover operator is applied. For the 118 and

2383 bus systems, a four-point traditional crossoperator is utilized.

In a two-point traditional crossover operator, terossover sites are randomly selected
and the part of the chromosome between those Etexchanged among the parents. An

example of the traditional two-point crossoversdallows:

Parent1:1 000|121 00|0001 @O

Parent22.0011|010/201010

Offspring1: 1 00 0|0 1 0|0 0 0 1000

Offspring2: 00111 00(|10 10011

For 118 and 2383 bus systems, four-point crossoperator is applied. In the four-point
crossover operator, four crossover sites are rahydsetected. In that scheme, the bits between
the first and the second, and the third and fogites are exchanged among the parents to
produce offsprings. In addition to two-point crogsmperator (Weile and Michielssen, 1997),
the efficiency of multi-point crossover operatopesially for the chromosome representations
involving long strings has been analyzed in therditure as well (De Jong and Spears, 1992). An

example of the four-point crossover is as follows:

Parent1:1 0 0|01 00|000|2 00

Parent2:0 0 1|1 010[101]|010

Offspring1:12 0 0|1 01 0|0 0 0|0011

Offspring2: 0 0 1|0 1 0 0|1 0 1]1000
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After offsprings are created, the mutation opera@pplied for the offpsrings. Bit by bit
consideration is provided for the mutation. A ramdoumber uniformly distributed between 0
and 1 is generated for each bus in the chromosepresentation. If the generated number is
smaller than the mutation probability, then theresponding bit is switched from 0 to 1 or 1 to

0, thus placing or removing the PMU on the corresiiag bus.

After all the offpsprings are created using thessower operator and modified using
mutation operator, the existing population and te@affsprings are collected in a single pool
and ranked based on the descending order of thes§t function which is presented in
Equation(71). A combination of the elitist and rettg wheel selection is applied for forming the
new generation. Again a distinction is made basethe problem size. For 14, 30, 57, and 118
bus systems, the top 10 chromosomes are selecteth@nded directly in the new generation
using the elitist generation scheme. For the 2383 dystem, this number is set to be 50. The
remaining chromosomes are selected based on thetteowheel selection rule. After forming
the new generation, the same sequence of procedteespplied (i.e., selection for producing
offsprings, crossover, mutation, and the selediorihe new generation) on the new generation,
and this is repeated until the generation limiteigched (i.e., 15,000 for 2383 bus systems, 5000

for the rest).

3.6.2. Discussions and Computational Results

The proposed genetic algorithm is tested for thEBEL4, 30, 57, 118, and 2383 bus
standard test systems. The code is developed olai2010a platform and run on a computer
having 2.66 GHz Intel(R) Core™ 2 Quad CPU with megmof 2.96 GB. The results are

reported withRyesired parameter set to be 0.90 for all system types.
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A summary of the results for the all standard IEfgfes is presented in Tables 3.37,
3.38, and 3.39 for individual PMU reliability of9®b, 0.99, and 0.99833 respectively. The IEEE
2383 test system is missing in Table 3.37 sincetébesystem is not able to reach the desired
reliability of observability of 0.90 with the PMU&liability of 0.95. The PMU reliabilities of 0.99
and 0.99833 are achieved for the reliability ofexability of 0.90 in IEEE 2383 standard bus
system. The required number of PMUs and achievedadivsystem reliability of observability
are calculated for PMU reliabilities of 0.95, 0.2@&d 0.99833. In practice, PMU reliabilities are

reported around the value of 0.99 (Yang Wang e2aD9b).

Table 3.37. Genetic algorithm placement result®idiU reliability of 0.95.

IEEE System #PMU Reliability Achieved
14 8 0.9329
30 20 0.9142
57 35 0.901
118 82 0.9009

Table 3.38. Genetic algorithm placement resultdfdiU reliability of 0.99.

IEEE System #PMU Reliability Achieved

14 5 0.9315
30 13 0.9123
57 27 0.9004
118 59 0.907
2383 2250 0.9003
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Table 3.39. Genetic algorithm placement resultdldiJ reliability of 0.99833.

IEEE System  #PMU Reliability Achieved

14 4 0.9818
30 10 0.9736
57 17 0.9244
118 35 0.9045
2383 1993 0.9004

The PMU locations for the standard IEEE test systéan PMU reliability of 0.95, 0.99,
and 0.99833 are shown in Tables 3.40, 3.41, artir@gpectively. It should be noted that for the

IEEE 2383 test system, non-PMU buses rather thabdBMses are presented for the purpose of

brevity.

Based on the results shown in Tables 3.37, 3.38&%] it is clear that with the increase
in the bus size, higher redundancy level in terinh® number of PMUs is required to maintain
the desired reliability of observability levels s@n overall reliability is calculated by

multiplication of the individual bus reliabilities.
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Table 3.40. Genetic algorithm locations for PMUadeility of 0.95.

IEEE PMU Locations
System
14 2,4,5,6,7,9,11,13
30 1,2,3,5,6,9,10, 11, 12, 13, 15, 16, 18299 24, 25, 27, 28
57 1,2,4,6,9,10, 11, 12, 15, 18, 19, 21, 22254 27, 28, 29, 30, 32, 33, 34, 36, 37, 39, 41,
44, 45, 46, 47, 49, 50, 53, 54, 56
1,2,5,6,7,9,10, 11, 12, 15, 17, 19, 20, 21,28, 24, 26, 27, 28, 29, 30, 32, 34, 35, 36, 37,
118 40, 42, 43, 44, 45, 46, 47, 49, 51, 52, 53, 5453659, 61, 62, 64, 65, 66, 68, 70, 71, 73, 75,
76,77,78,79, 80, 83, 84, 85, 86, 87, 89, 9092194, 96, 100, 101, 105, 106, 108, 109,
110,111,112, 114, 115, 116, 117, 118
Table 3.41. Genetic algorithm locations for PMUaleility of 0.99.
IEEE System PMU Locations
14 2,6,7,9,13
30 1,2,6,9, 10, 12, 15, 16, 19, 24, 25, 27, 30
57 1,4,6,9,12, 15, 19, 21, 22, 24, 26, 27, 2932034, 36, 37, 41, 45, 46, 47, 49,

50, 52, 54, 56

1,5,7,9,10, 11, 12, 15, 17, 19, 21, 22, 2424628, 30, 32, 34, 36, 37, 40, 44,
118 45, 46, 49, 51, 52, 54, 56, 57, 59, 62, 64, 65686,/0, 71, 75, 77, 78, 80, 83,
85, 86, 89, 90, 92, 94, 96, 100, 101, 105, 106, 106, 114, 118

All buses except {17, 25, 26, 27, 31, 36, 52, 34,689, 79, 95, 98, 115, 120, 129,
160, 165, 166, 199, 203, 208, 221, 234, 283, 288, 323, 347, 349, 376, 378,
413, 417, 431, 439, 443, 465, 497, 503, 549, 563, 570, 590, 596, 598, 604,
610, 618, 621, 643, 653, 702, 725, 770, 771, 7713, 785, 804, 808, 838, 890,
893, 918, 921, 926, 947, 1055, 1058, 1066, 10889,10130, 1143, 1169, 1193,
1196, 1215, 1220, 1223, 1266, 1344, 1372, 13808,1B811, 1445, 1479, 1500,
1501, 1527, 1536, 1552, 1566, 1579, 1582, 16383,16563, 1674, 1702, 1704,
1724, 1742, 1752, 1826, 1833, 1838, 1863, 18812,1B860, 1960, 1962, 1965,
1971, 2014, 2020, 2037, 2038, 2097, 2138, 21555,2214, 2249, 2321, 2344,
2352, 2357, 2380}

2383
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Table 3.42. Genetic algorithm locations for PMUateility of 0.99833.

IEEE
Syste PMU Locations
m
14 2,6,7,9
30 1,2,6,9, 10, 12, 15, 19, 25, 27
57 1,4, 9,10, 20, 22, 25, 27, 29, 32, 36, 3945146, 49, 54
118 3,5,9, 12,15, 17, 21, 23, 27, 29, 30, 32, 3448745, 49, 51, 54, 56, 62, 64, 68, 71, 75,

77, 80, 85, 86, 89, 92, 96, 100. 105, 110

All buses except {5, 10, 11, 14, 15, 20, 21, 24,2K 29, 35, 36, 41, 44, 46, 47, 59, 60, 66,
70, 75, 76, 80, 83, 87, 88, 91, 98, 101, 110, 113, 123, 126, 131, 143, 144, 150, 154,
159, 162, 163, 166, 167, 169, 170, 172, 182, 184, 195, 210, 211, 212, 220, 222, 226,
234, 237, 238, 244, 253, 254, 256, 269, 270, 282, 282, 283, 290, 294, 296, 298, 303,
304, 307, 308, 317, 324, 333, 340, 342, 349, 3863, 372, 381, 389, 400, 410, 412, 417,
420, 426, 427, 430, 431, 432, 439, 449, 451, 452, 478, 484, 487, 489, 491, 506, 523,
532, 534, 536, 537, 544, 547, 553, 559, 564, 580, 572, 575, 579, 581, 584, 595, 596,
603, 605, 607, 609, 616, 617, 627, 634, 636, 6807, 641, 651, 655, 665, 668, 670, 684,
687, 704, 705, 709, 714, 729, 731, 732, 735, 788, 748, 749, 757, 773, 779, 782, 789,
793, 794, 813, 823, 830, 834, 840, 842, 865, 888, 890, 899, 900, 917, 924, 932, 960,

963, 964, 975, 982, 994, 1000, 1001, 1003, 101#]1,10042, 1045, 1062, 1074, 1077,
1079, 1098, 1105, 1117, 1134, 1142, 1144, 1155411169, 1173, 1189, 1194, 1195,
2383 1204, 1207, 1210, 1223, 1227, 1235, 1236, 1252,1P%4, 1276, 1291, 1292, 1312,
1320, 1326, 1328, 1329, 1339, 1342, 1343, 13443,18872, 1373, 1374, 1375, 1377,
1390, 1394, 1395, 1401, 1403, 1411, 1417, 1420114427, 1444, 1450, 1459, 1466,
1471, 1478, 1491, 1492, 1495, 1501, 1515, 1517,18249, 1553, 1557, 1560, 1563,
1565, 1566, 1567, 1577, 1583, 1586, 1591, 1598;,18812, 1613, 1634, 1644, 1646,
1650, 1659, 1670, 1683, 1700, 1702, 1705, 170%,17A18, 1720, 1737, 1743, 1744,
1745, 1752, 1759, 1762, 1775, 1777, 1778, 17881,17M5, 1801, 1815, 1819, 1831,
1838, 1847, 1848, 1853, 1869, 1891, 1897, 19116,1P424, 1932, 1935, 1942, 1945,
1947, 1956, 1959, 1960, 1965, 1966, 1967, 19833,18839, 1990, 1992, 1995, 2000,
2014, 2039, 2073, 2087, 2088, 2090, 2093, 20977,221P3, 2126, 2127, 2128, 2136,
2147, 2165, 2171, 2180, 2188, 2193, 2198, 22207,22229, 2238, 2242, 2250, 2254,
2264, 2265, 2267, 2285, 2292, 2304, 2309, 2316),23322, 2326, 2328, 2331, 2335,
2336, 2341, 2344, 2353, 2359, 2362, 2368, 237%R37
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Figure 3.10 provides the evolution of the qualifytlte best solution found during the
computation with respect to generations based dinidual PMU reliability of 95% for GA. The
left y-axis indicates the number of PMUs, wherdwmesrtght y-axis indicates the overall score and
the total system reliability. The x-axis indicatbe generation number. Note that throughout the
generations, the number of PMUs is decreasing, easethe overall score that is provided in
Equation(71) is increasing. In terms of the totatem reliability, there is a fluctuation. Initigl
the system reliability at some generations excethds level of 0.96, but throughout the
generations, it converges to the target level 8f @hereas the number of PMUs is decreasing
initially from the 114 to 82. Better PMU placemergsults in fewer PMUs which leads to less
costly PMU placement strategies, can retain redftivthe same level of reliability of
observability. Another interesting point to notethat after approximately a generation number

of 2750, the population converges and no othergésare observed afterwards.

PMU ——Total Score = System Reliahility
120 0.97
115 - 0.9%
- 0.95
:110 | .
g 105 ' Z
"5100 | - 0.93 E
= i
4 " _pm B
E 95 v
3 - 0.91 x
“ 90 - T 0.9
85 = i3 e AL e o A e o S g - - 0'89
80 0.88
Hn O eEn O M M N A N O MmN
N MNOOANTOAt O AdmMORNOmMUDNONNMNSO
TN OO NNTONNOOA NN OMS00 A
HeH A A AN AN NN NN M

Generation No

Figure 3.10. Evolution of the quality of the incuemb solution provided by the GA for
individual PMU reliability of 95% for IEEE 118 bisystem.
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CHAPTER 4. DISSCUSSIONS

The effectiveness of the proposed approaches teefumvestigated by comparing the
results of the Genetic Algorithm (GA) presentedimabani et al. (2013c), the Reliability-Based
Placement (RBP) approach presented in Khiabanil.ef2812a), Goal Programming Based
(GPB) approach in Khiabani et al. (2013a), and ®ati PMU Placement (OPP) results in
Kavasseri and Srinivasan (2011). Results for tree @d p=0.99 with minimum desired system
wide reliability of observability level of 0.90 €., Riesie are presented in Table 4.1 for IEEE

14, 30, 57, 118, and 2383 standard bus systems.

Table 4.1. Comparison of results for PMU relialgilf 0.99.

#PMU R
IEEE System| GA GPB OPP RBP GA GPB OPP RBP
14 5 5 4 9 093 093 089 0.98
30 13 14 10 21 091 093 084 0.9
57 27 29 17 57 090 092 0.62 0.99
118 59 71 32 115 090 091 0.44 099
2383 2250 N/A N/A N/A| 090 NA NA NA

The mentioned approaches fail to solve IEEE 2383 Bystem with reliability
considerations (Kavasseri and Srinivasan, 2011alkdmi et al., 2012a, and Khiabani et al.,
2013a). Not only the GA approach is able to solve 2383 bus-system problems but also
performs better in terms of solution quality as paned to other approaches for solving large

scale systems.
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Comparison of GA and OPP based on Table 4.1 ireiddiat although the GA approach
presents the solutions with more PMUs as compave@RP, the solution achieves a higher
system wide reliability of observability level. @rilor the case of IEEE 14 bus system, the OPP
performs slightly worse than the GA based-solubgrplacing 4 PMUs and almost reaching the
minimum required reliability of 0.9 as comparedd@d based-solution. However, in the case of
IEEE 118 bus system, the system requires 27 additiBMUs to increase the reliability of
observability from 44% to the desired target vabie90%. It should be noted that in the
conventional PMU placement problems, loss of a Piddild result in loss of the observability
of the majority of the neighboring buses and, tfuese loss of observability of the system.

Hence, such placements are not fault tolerant.

Also comparing the GA approach to RBP and GPB,sitclear that the former
outperforms the latter ones. Since the proposedn@iel reaches the desired reliability of
observability level of 90% with approximately h#te number of PMUs that would be required
for the RBP based solution, using the GA basedagmbr might lead to significant cost savings.
To cite an instance, GA based solution for the bli8 system specifies 12 fewer PMUs as
compared to GBP. For the case of comparison of @A thhe RBP, the difference is much more
significant, i.e., 56 PMUs. Although RBP and GPBsdxh approaches provide higher level of
reliability of observability at the expense of heggmumber of PMUs, they are considered to be
overkill especially when the target level is seb®0.9. GA based approach reaches the desired
level of reliability with fewer PMUs. Hence, thegposed GA model not only is able to solve
the large scale problems but also gives a bettkitigo for the majority of the small size
problems as compared to the two other reliabilagdal approaches by using the least number of

PMUs given the desired level of reliability of obgability. The GA based approach provides the
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solution with a closer value of system reliabiltty the target level as compared to the other

approaches.

The comparison of the effect of PMU reliability ¢ime multi-objective placement has
been shown in Figure 4.1. From the figure, as ebgokedt can be seen that higher level of
individual PMU reliability results in fewer PMUs geired to reach the desired overall system
reliability of observability and the effect incressas the size of the system grows. The

secondary y-axis indicates the IEEE 2383 bus systdues only.

90 2300
80 2250
70 L 2200
w 60 2150
2 s
£ 5o 2100 14
E e l-- 30
[T}
2 40 2050 -
-
< 30 2000 ===-118
20 1950
10 1900
0 1850

0.95 0.99 0.99833
PMU Reliability

Figure 4.1. Effect of PMU reliability on the diffiemt IEEE standard test systems.
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These findings are helpful to understand the dffeness of the proposed models.
However to further investigate the effectivenesshef presented approaches, lets analyze the
results cost wise. Damir Novosel (2007) reporteddbst of the blackouts for the customers and
society in general as well as for the power comggmand emphasized on the importance of the
reliability of the power grid. Although large-scdiackouts are rare, they carry enormous costs
and consequences for the customers, society, awdrpmmpanies. The research reported an
estimated society cost of six billion dollars foudust 14, 2003 blackout in the US and Canada.
They reported typical PMU deployment, High-end kaace, Engineering and Training and

installation costs of $47,000, $30,000 and $25@3pectively.

Abbasy and Ismail (2009) reported the cost of PMbsbe approximately between
$30,000 and $40,000. They described that the pvicesdd vary based on many factors such as
number of channels (terminals), GPS antenna coiomegbower connection, station ground
connection, current transformers (CT) and potérntansformers (PT) connections. Miller
(2010) reported reduction in the PMU prices, whk hew cost of $14,000 on average with the
installation costs which typically exceed $20,08&cause of the trend of decreasingcost of
PMUs, a cost of $30,000 in total for a PMU andafiation was assumed. Table 4.2 shows the
costs associated with the placement results ineTdldl. Based on the results, OPP approach is

cost effective, yet does not consider reliabilitypower systems.

By not considering the grids reliability, OPP magult in immense blackout costs in the
long term. Therefore considering both the religpiispect and cost of the power system, GA is
the best scenario. Figures 4.2 and 4.3 show tfextebf the OPP, GA, GPB and RBP

approaches on the PMU placement costs for the I[EEBO, 57 and 118 bus systems.
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Table 4.2. Comparison of placement prices for IE&ems.

IEEE System GA GPB OPP RBP
14 $150,000 $150,000  $120,000 $270,000
30 $390,000 $420,000  $300,000 $630,000
57 $810,000 $870,000  $510,000 $1,710,000
118 $1,770,000 $2,130,000 $960,000 $3,450,000

As mentioned before, prior studies that have ntdtedmportance of the reliability of the
smart grid emphasized on the long term cost effen@tss associated with the reliability of the
smart grid. Therefore the models developed in digsertation will be beneficial and useful for
the power customers, power producers, transmissoompanies, distributed energy resources,
and electric utility companies. The avoidance of ttost of blackouts on society and the

economy would far outweigh the costs invested emrrdiability of the grid.
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Figure 4.3. Effect of the placement approach omtiee of IEEE 57 & 118 test systems.
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CHAPTER 5. CONCLUSIONS

This dissertation presents modeling and solving tirobjective PMU placement
approach for power system observability. Efficiand reliable WAMS is crucial to preventing
outages and cascading failures in the smart gnteSPMUs are the critical parts of the WAMS,
the questions of the arrangement and number of PMUse and place in order to assess risk

must be addressed.

The key idea is in the consideration of system RNt reliabilities in order to determine
different redundancy levels at different buses. M@n contribution of this dissertation was to
bring reliability considerations into PMU placementlarge and complex power systems. The
consideration of targeting overall system reliapilalong with individual PMU reliability
provides much better understanding and insightentidtermining redundancy level at each node
or bus. The concept of reliability of observaliliwas introduced to incorporate and connect

PMU reliabilities to power network observability.

In this study a reliability-based two-stage optiatian model was proposed (Khiabani et
al.,, 2012a). The model was then improved by dewefpm multi-objective optimization
approach (Khiabani et al., 2012b) and a goal progreng multi-objective optimization
formulation (Khiabani et al., 2013a) to fix the idieal level of the redundancy levels for all
buses in Khiabani et al. (2012a) relaxing the exiseé of the limited number of PMUs. In
Khiabani et al. (2013b) the PMU placement probleas wonsidered from a maximum coverage
standpoint, since in practice the resources argelthrdue to the high cost of PMUs and their

installation.
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Previous reliability-based approaches fail to pdevia solution for IEEE-2383 bus
system; therefore, a genetic algorithm approachpragosed. In this approach, two conflicting
objectives of exceeding a target reliability ofteys observability and minimizing the number of
PMUs were tackled. The proposed algorithm is coegbao other approaches using the IEEE-
14, 30, 57, 118, and 2383 bus power systems witierent individual PMU reliabilities.
Compared to the traditional optimal PMU placemerdthods, the proposed approaches are
superior in terms of reliability of system obsemio As compared to OPP based approach, the
GA approach significantly improved the system tality of observability from ~45% to more

than ~90% for IEEE 118 bus system.

In short, the proposed GA based solution methodopgvides a balanced approach for
providing the desired level of system reliabiliyatoservability with the optimal or near-optimal
number of PMUs as compared to other approacheshe proposed approach is the most
balanced approach in satisfying both objectiveseathing the level of the desired reliability of
system observability and minimizing the total numbé PMUs placed, as compared to other
reliability-based approaches. At the same timalsid considers the reliability perspective of the
system that is neglected by traditional PMU placetrepproaches by placing the minimum
additional number of PMUs at the expense of reduegdbility where the failure of one PMU

might result in the total loss of system obsenmpbil

Although the inclusion of system reliability coraht results in the placement of more
PMUs, this improves reliability of observabilitygsificantly. However, this increase in the
number of PMUs can be managed by ensuring the uddgghly reliable PMUs. These models
are very effective in computing placement solutiaiih the desired levels of system reliability,

given the reliability of individual PMUs. This coection between observability and system

101



reliability could be potentially useful in evaluagi the reliability of placement scenarios in large

and complex electric grids.

This dissertation presents and highlights the béitg-based PMU placement. However
in the future the reliability of the WAMS can fudhbe investigated with the inclusion of the
real time PMU failure rates, PDC failure rates,.eilc the multi-objective model and
investigating the placement scenario considerirg riddiability of observability target of the
WAMS. Further studies with the focus on economialgsis of the WAMS could also be
considered. A comprehensive model considering @owliability, blackouts, PMUs of different
channel types, PDCs, etc. could be developed andumber and locations of the PMUs could
be determined incorporating the long run blackoosts. In this model the goal will be to
maximize the overall power system reliability witle limited number of PMUs dictated by the
economic factors. In addition incorporating the \eamtional flow measurements into the multi-
objective model is suggested. This model will bt in reducing the investment needed to
reach the predefined level of reliability of obsaility. The conventional flow measurements
incorporation would be helpful since fewer numbePMUs will be used, given that the flow
measurement costs are 1/3 of the PMU cost. Indbeaario, the PMU and flow measurement
reliabilities and the desired system wide reliapibf observability would be factored as inputs
into the model. In the case of existing power systevith the conventional flow measurements
already installed, the model could be used to fimel required number of PMUs and their

arrangement.

In future investigations, it might be possible ngarporate the lines and their reliabilities

into the model to develop a comprehensive multecidye model.
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