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ABSTRACT
This thesis attempted to explore how county emergemanagers understand the risks
most likely to manifest in their jurisdiction usiag internet survey. This study addressed the
following research questions:
1) What risks do county emergency managers perceilde the most likely to manifest in
their jurisdiction?
2) What factors explain their risk perceptions?
Data were collected by internet survey which wergt $0 county emergency managers in
FEMA Region V. When data collection ceased, 1amtpemergency managers had completed
the internet survey in full. Regression analysigaled that a small amount of the variance in
risk perception was explained. The notion of edieg traditional variables professionally in a
way that makes sense for county emergency manpg®red to be valuable. Additionally,
operationalization issues raised in this studylmansed as valuable lessons learned for future

risk perception research.
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CHAPTER ONE: INTRODUCTION
This study explored how county emergency managensepre risk in terms of impact to
their jurisdiction. County emergency managerdia study were found in the states of Federal
Emergency Management Agency (FEMA) Region V. Tlseaech questions included the
following:
1) What risks do county emergency managers perceile the most likely to manifest in
their jurisdiction?

2) What factors explain their risk perceptions?

Risk Perception

Risk perception research has been rapidly growitigin psychology and broadly within
natural hazards and disaster research. Howevapjtdehe rapidly growing literature on the
topic of risk perception, there is remarkably ditdtonsensus over what is meant by the term.
First, the definitions from psychological reseandh be expanded on, followed by the hazards
research definitions.

According to Sjoberg (1998), “perception” is antemsed mainly for sensory experience,
while risk perception addresses a much broadefggienomena. There are clearly multiple
definitions of risk perception; in fact, five difient researchers are likely to define the term in
five distinctly different ways (see for exampleséhhoff et al., 1978; Lindell & Perry, 2000;
Mileti & Sorenson, 1987; Sjoberg et al., 2004; $toat al., 1985).

Risk has also been defined in various ways. dtane is complex and a wide range of
meanings have been assigned to the term. FischWatson, and Hope (1984) suggest that no
definition has emerged as the correct one becaese is no one definition suitable for all

hazardous situations. Slovic (1999) contendsdbéihing risk is an exercise in power. He



asserts that whoever controls the definition & asntrols the rational solution to the problem at
hand. Risk has been defined in a number of ways,\@herever it is discussed, it seems that
there is a consensus that the essence of riskstegithe probability of an adverse event and
the magnitude of its consequences” (Rayner & Cad@f7, p. 4).

Perceptions of risk involve the broad associatimasle when individuals become aware
of various hazards (Slovic, 1987). Because of¢hiaplexity and a lack of consensus among
scholars, defining risk perception is difficultjoBerg (2004) defines risk perception as the
subjective assessment of an event happening anddroeerned an individual is with the
consequences. Put simply, risk perceptions aiefbalr attitudes toward risk (Fischhoff et al.,
1978; Lichtenstein et al., 1978; Slovic et al., 1P8To perceive risk includes evaluations of
probability, or likelihood, as well as the conseoees of a negative outcome. Essentially, the
literature breaks risk perception down to a matdfdikelihood and consequences.

The disaster literature has emphasized a defindfaisk perception in terms of people’s
expectations of the likelihood of personal impdatsn a hazard event (see for example:
Jackson, 1981; Lindell & Perry, 2000; Lindell & Rer2012; Lindell & Whitney, 2000; Mileti
& Sorenson, 1987; Perry & Lindell, 2008; Zhanglet2010). Studies of individual risk
perceptions have typically used the timeframe tuf 50 years (Lindell & Perry, 2012; Lindell &
Prater, 2000) when examining the likelihood pe@sdsociate with experiencing personal
impacts as the result of a given type of hazarahievBossible expected personal impacts
explored include death, injury, property damagel, iaterruption of daily activities. Empirical
research has demonstrated that risk perceptiopriedictor of people’s decisions to adjust to
different types of hazards (Lindell & Perry, 208@&acock et al., 2005; Siegrist & Gutscher,

2006).



Due to the lack of agreement among definitionssf perception, the researcher has
chosen a definition that that is in keeping withihothe risk perception literature and the disaster
literature (Fischhoff et al., 1978; Lindell & Peri2012; Perry & Lindell, 2008; Mileti &
Sorenson, 1987; Short, 1984; Sj6berg et al., 200#)s research will define risk perception as
county emergency managers’ perceived likelihood tteir jurisdiction will experience a

hazard.

Expertsvs. Laypeople

There have been relatively few empirical studiesediinat investigate the risk perception
of experts. Before United States Environmentatditmon Agency (1987), there had only been
one small sample studiN£15) of experts (Fischhoff et al., 1978, p. 92).tHeir review of the
literature on experts vs. laypeople, Rowe & Wri¢fi01) note that since the United States
Environmental Protection Agency (1987) study, tHexee been only eight original empirical
studies on expert-lay differences in risk percep(idarke & Jenkins-Smith, 1993; Flynn et al.,
1993; Gutteling & Kuttschreuter, 1999; Kraus ef 84092; Lazo et al., 2000; McDaniels et al.,
1997; Slovic et al., 1995; Wright et al., 2000jnc® Rowe & Wright (2001), the researcher
could only identify one additional study (Thoms@004). A summary of these articles can be

found in Table 1. Of note, none of these studiekided county emergency managers.



Table 1. Summary of empirical studies on expsk perception partially adapted from Rowe &
Wright (2001)

Study Expert Sample Year

Slovic, Fischhoff, and Lichtenstei N = 15, Various professions 1985

US Environmental Protection N =75, US EPA career 1987

Agency managers and employees

Kraus, Malmfors, and Slovic N = 170, Members of the 1992
Society of Toxicology

Flynn, Slovic, and Mertz N = 40, Members of the 1993
American Nuclear Society

Barke and Jenkins-Smith N = 1,011, Scientists of the 1993

American Association for the
Advancement of Science

Slovic et al. N = 150, Members of the 1995
Canadian Society of
Toxicology
McDaniels, Axelrod, Cavanagh, N = 16, Aquatic science 1997
and Slovic professionals
Gutteling and Kuttschreuter N =91, Computer experts 1999
Wright, Pearman, and Yardley N =21, Members of the 2000

United Kingdom Offshore
Operator’s Association

Lazo, Kinnell, and Fisher N = 26, Pennsylvania State 2000
researchers and US EPA
employees
Thomson, Onkal, Avcioglu, and N = 64, Experienced and 2004
Goodwin novice helicopter pilots

Rowe & Wright (2001) contend there is little emigal evidence to support the notion
that experts perceive risk differently than laydearor is there evidence supporting the notion
that expert risk perceptions are more accurateile®bmmonly asserted that experts have
different risk perceptions than laypeople (seesfaample: Bostrom, 1997; Covello, 1983;
Sjoberg, 1999, Wright et al., 2000), it has beeteddhat the small body of existing research on
expert risk perception has methodological issuésdaes not measure the influence of important
factors such as demographics (Rowe & Wright, 20bibmson, 2004). Additionally, existing

literature tended not to look at how experts aygdaple perceive risk, instead studying the way



individuals define and communicate risk (SiegrisG&tscher, 2006; Sjoberg, 1998; Slovic,
1999). Although these are risk-related issuey, #ne not the same as risk perception.
Nevertheless, Thomson et al. (2004) argue thatrerpk perception is important to study in and
of itself.

According to Jasonoff (1998), “laypeople are thosequalified as experts by virtue of
specialized education, skills, knowledge, or exgrae” (p. 91). In many situations, however,
the title of “expert” may be simply given to thosto hold particular roles rather than on the
basis of actual expertise (Rowe & Wright, 2001haseau (1992) notes that the usual way an
individual acquires the label of “expert” is thrdugeer-consensus. These definitions leave the
line between laypeople and experts uncertain. Expeay be enormously knowledgeable about
some aspects of a risky situation (e.g., engingermmortality statistics), more than other
relevant factors (e.g., sociological or human fesjto The distinction between laypeople and

experts is largely open to interpretation (Janad®98, p. 92).

County Emergency Managers
County emergency managers were considered eXpettse purposes of this study, and

the researcher contends their risk perceptionsvarth investigating. Emergency management
as a profession is defined as the managerial fumctharged with setting the framework in
which organizations and communities respond tqyamefor, mitigate against, and recover from
hazard events (Federal Emergency Management Ag2a0y,). As articulated in the previous
section, there have been few studies on the rigteption of experts. To the researcher’s
knowledge, there have been no studies investigétmgerceptions of county emergency

managers using a comprehensive list of variablesddo influence risk perception through



research. Existing research has been focused/pedple and has failed to establish the issues
or factors involved in expert perception of risk.

At the professional level, the critical tasks pttim, during, and following a hazard event
involve coordination among organizations, differlaviels of government, and any assortment of
people at the individual and household level (Wa&dbtreib, 2006). The effective coordination
of these complex operations falls largely on theusdters of county emergency managers
(Drabek, 1987).

While this study did not focus on behaviors tlesult because of risk perceptions, it is
important to note research has found that peraepitndorm behavior. As early as 1927, W.1.
Thomas suggested attitudes play a key role indhmadtion of behavior (Thomas, 1927). The
relationship between attitudes and behavior has baeajor topic of research in social
psychology (see for example: Ajzen, 1991; Eagly Balken, 1993; Weber et al., 2002).
Additional research in psychology suggests th&tperceptions highly influence decisions made
by individuals (see for example: Schwartz & Hasnab02; Sitkin & Weingart, 1995; Weber &
Millman, 1997).

Similarly, disaster researchers have consistéotigd that risk perception influences the
extent to which individuals and households undertakzard adjustments (see for example:
Burton & Kates, 1964; Keller et al., 2006; Lind&llPerry, 2000; Peacock et al., 2005; Siegrist
& Gutscher, 2006; Terpstra & Lindell, 2012; Terpstt al., 2009; Whitney et al., 2004). Hazard
adjustments are actions or behaviors that intealipor unintentionally reduce risk from hazard
events (Lindell & Perry, 2000). Having establishieel connection between risk perception and
behavior, this study did not explore the behavibed people engage in based on their risk

perceptions. However, the notion that perceptidorms behavior gives further weight to the



value of investigating the risk perception of cquaiergency managers. These individuals have
not been studied, and the decisions they make lmas#teir risk perception may influence the
behavior of people in their jurisdiction.

This study examined the factors that cause coemigrgency managers’ risk perceptions
to vary, if any. An important next step would lesearch on how these perceptions inform the

professional behavior of county emergency managers.

Significance

The body of traditional risk perception literatdmas failed to integrate similar work from
different disciplines, most notably natural hazaadd disaster research. The researcher
synthesized and tested concepts and theory fromstdisresearch, and combined them with the
traditional risk perception literature. This stuegted risk perception in a more comprehensive
way than previous studies by incorporating explaryatariables from multiple bodies of
literature that have not been tested together befédditionally, traditional explanatory
variables were extended logically in terms of hbeytapply to county emergency managers as
professionals. It was the researcher’s hope tisfision would provide further support in
some areas, as well as lead to the exploratiomwfdther factors might influence risk
perception. This research also considered the dsknty emergency managers perceive to be
the most likely to manifest in their jurisdiction.

The researcher hopes the results of this studyvaVide a better understanding of the
extent to which the risk perceptions of county eyeacy managers vary and why. This study
attempted to set the foundation for future explorabf whether county emergency managers’

risk perceptions are connected to the protectitigiaes in which they engage in and how.



Risk perception research has provided us witlg@afsgant amount of information about
the risk perception of laypeople, and the publigemeral. Yet, few studies have investigated the
risk perception of experts empirically, and noneehaxamined county emergency managers
specifically. This study also attempted to synthesisk perception research from different
disciplines and submit new, professionally extenebgalanatory variables alongside traditional
ones in an effort to understand county emergenayagrs’ risk perception. While these new
variables produced a small adjustet tRis study made contributions to the aforemermtibn

areas of weakness in the existing research.

Conclusion

There remains considerable work to be done torstaled expert or professional
perception of risk. Investigating the risks thatisty emergency managers perceive to be most
likely, and the factors that explain variation lvose perceptions, will help provide researchers
with a better understanding of risk perceptionisThapter has presented the research questions
for this study and the potential significance foe tesults. Chapter Two discusses the
frameworks through which risk perception has beeestigated, how risk perception has been
tested, and factors related to risk perceptionap@dr Three explains the methodology that was

used to operationalize risk perception in this gtud



CHAPTER TWO: LITERATURE REVIEW
The following Literature Review discusses how ls& perception and disaster literature
informed this research. The Literature Reviewasiprised of two main sections. The first
section outlines two frameworks of risk perceptiesearch. The second section includes several
subsections that describe the factors relategkoperception that have been identified

throughout the literature as variables that infieethe way individuals perceive risk.

Dominant Risk Perception Frameworks

Risk perception emerged as an important policyeissuhe 1960s, most notably
pertaining to nuclear technology (Sjoberg et &04 p. 8). When opposition to this technology
arose, Sowby (1965) suggested that comparisonskosimould be made. A few years later, an
important paper by Starr (1969) prompted the graafthisk perception research throughout the
1970s. Groundbreaking studies in this period ssiggkthat risk perceptions could be quantified
(Fischhoff et al., 1978; Lichtenstein et al., 1978)

After several decades of research on perceivedtugkdistinct theories have emerged as
dominant in the study of risk perception. One,Risgchometric Paradigm, originated in the
discipline of Psychology and various branches athematics (Sjoberg et al., 2004). The other
is the disaster literature’s approach of investigatisk perception. The disaster literature
approach both provides further support for thealdes suggested in the risk perception
literature, and suggests several additional vaegf#.g., information source, trust, hazard
experience) are related to risk perception. Tiwseapproaches to studying risk perception will
be briefly reviewed in the coming pages.

The reader should be aware that other models heete bsed to study risk perception,

but have faded in popularity over time (Slovic, TR8For instance, the Axiomatic Measurement



Paradigm is rooted in utility theory, and uses namlio express the probability of risk
numerically (Coombs & Pruitt, 1960; Edwards, 196®steller & Nogee, 1951). Empirical
research employing aspects of the Axiomatic Measant Paradigm continues to a small extent
today, but has largely been dismissed as desaiptid methodologically flawed (Slovic, 1987,
Slovic et al., 1982). The disaster literature jiules many theoretical models that could have
been used to study how individuals form risk petiogig and take protective measures including
the Theory of Reasoned Action (see for exampldldam & Ajzen, 1975), the Theory of
Planned Behavior (see for example: Ajzen, 1991d,tha Protective Motivation Theory (see for
example: Rogers, 1983). These frameworks areainala more recent approach called the
Protective Action Decision Model (PADM), which atipts to explain, among other things, how
individuals decide that a threat is real and whetinenot to take action related to a threat
(Lindell & Perry, 1992, 2000, 2004, 2012). Whiled the disaster literature approaches to risk
perception have been used to inform this studyP#BM has been the dominant framework in
disaster research, and it provides the best exjpbentar people’s thought processes leading up

to decisions and subsequent behavior.

The Psychometric Paradigm

The Psychometric Paradigm was first articulatedi tested in an article by Fischhoff et
al. (1978). This approach is the overwhelming faean the field of risk perception in terms of
both promise and empirical results (Bronfman, eR@05;Fischhoff et al., 1978]enkin, 2006;
Lichtenstein, 1978; Marris et al., 1997; Schmid)2; Siegrist et al., 2005joberg, 1996). The
fundamental assumption underlying the PsychomBtiadigm is that risk is inherently based

on an individual’s feelings; in other words, itdstermined by psychological processes internal
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to each individual (Jenkin, 2006; Krimsky & Goldirp92;Sjoberg, 2000; Sjbberg et al., 2004;
Slovic et al., 1985; Slovic, 1987).

This paradigm is built around the cognitive pra@ssswith which individuals collect and
process information and form perceptions (Oltedall ¢ 2004; Rippl, 2002; Scherer & Cho,
2003; Slovic et al., 1982; Slovic, 1992; Sloviaét 1985). A major development in the
Psychometric Paradigm was the discovery of meiraiegjies calletheuristics(Slovic et al.,

1980; Slovic et al., 1982). People employ hewssiin order to make sense out of an uncertain
world, most commonly when a quick decision or res@ois required (Finucane et al., 2000;
Sjoberg, 2000; Slovic et al., 1980; Slovic et 8879; Tversky & Kahneman, 1974). The use of
heuristics can influence an individual’s risk pgriten by causing a person to make split-second
decisions without considering a full range of aablé or relevant information.

The goal of researchers has been to define theaabsbncept of risk by using
psychological scaling procedures in which partinigaare asked to rate a given set of hazardous
activities, substances, and/or technologies, agl ittidicate their level of concern for their lives
and personal property related to these hazarde(G1©80; Renn, 1981; Slovic et al., 1979;
Slovic et al., 1982; Slovic et al., 1985). Thesales have typically employed multivariate
analysis to produce quantitative representationskiperceptions. In early studies, researchers
used surveys to examine factors in people’s peimepf risk. Some studies have both tested
variables and categories of variables that weradda influence an individual’s risk perception
and replicated those findings (Fischhoff et al78Hinman, 1993; Lichtenstein et al., 1978;
Slovic et al., 1981, Slovic et al., 1982;).

There are several criticisms of the Psychometriadtgm. For instance, some have

claimed that the Paradigm disregards the potenfiakence of sociodemographic characteristics
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and has not adequately accounted for the subjgcti¥’individuals in self-report based research
(Bellaby, 1990Bronfman, 2005Kraus & Slovic, 1988l.upton, 1999Sj6berg, 1996; Sjoberget
al., 2004,Viek & Stallen, 1981 Wilkinson, 2001). Another criticism of the Psychetmc
Paradigm has been its use of aggregate, or avdedgeacross participants, rather than raw data
(Bronfman et al., 2005; Marris et al., 1997; Sisget al., 2005). The use of aggregate data can
make perceptions at an individual level uncleamabse it is more of a summary o€allection
individuals. In other words, critics claim thaepious research has neglected to distinguish
between the risk perceptions of individuals andugeoof people. This discussion about
aggregate data has led some authors to contensttiaiés using the Psychometric Paradigm are
simply models or descriptions of data without erplary power (Siegrist, 1999; Sjoberg, 1998;
Wilkinson, 2001; Windschitl & Wells, 1996). A fuwer critique is the Psychometric Paradigm’s
failure to account for the influence of culturersk perception (Freudenberg & Pastor, 1992;
Wilkinson, 2001). Slovic et al. (1982) admit, “wially anything can be a determiner of risk
perception.” A number of biases are also of camaercluding an “anchoring” bias in which test
subjects choose a representative value that sedevant in their minds. Additionally, there still
appears to be little agreement upon the meanimigloperception (Fischhoff et al., 1978;

Lindell & Perry, 2000; Mileti & Sorenson, 1987; $grg et al., 2004).

The Disaster Literature Approach

In a study of county emergency managers, the relseacontends that a disaster
literature approach to risk perception is critimathe comprehensiveness of this study. This
section will explain a second way of investigatitgk perception that originated in the disaster
literature. While no current theoretical model gdetely accounts for a psychological and

behavioral response to natural disasters, elenoécemplimentary frameworks and research
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have been used in the development of several maddisheories. The Conservation Warning
and Response Model (Lindell & Perry, 1992; Perri&schkatel, 1984) has been useful in the
past for understanding psychological and behavieattions to the threats posed by natural
hazards. Protection Motivation Theory investigdtescognitive processes involved in
behavioral change (Floyd, et al., 2000; Rogers3198he Theory of Reasoned Action
(Fishbein & Ajzen, 1975) is concerned with the deti@ants of consciously intended behaviors.

Within disaster research, theories have not bephogxabout studying risk perception.
For example, existing literature has often looketha way individualslefineandcommunicate
risk, and use it as a proxy for the ways in whiathvidualsperceiverisk. To the extent that
disaster research has explicitly investigated pisiception, studies have employed the PADM
(Lindell & Perry, 2000). The PADM contains elemettiat make it particularly useful in a study
of individual risk perceptionThe PADM is “a direct extension of earlier thesr® emergent
norms, response to environmental hazard vulnetgbdind emergency warning response”
(Lindell & Perry, 2000, p. 485). It is importamt teiterate that while most disaster research
frameworks and theories investigate behaviors moesextent, this research is not aimed at the
actions of individuals, but rather at the ways imah individuals perceive risks that lead to those
actions.

Within the PADM, individuals are led to ask a ssrof questions about their situation.
Only the period of time leading up to the first gtien in the model—“whether the threat is
real”—is of interest for the purposes of this resha This is the period of time in which a
county emergency manager will determine if a haeaht is likely to impact their jurisdiction.
Studies employing the PADM often involve a testddferences among risk perception items.

These studies predominantly use multivariate regrasanalysis to test the correlation between
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risk perception and hazard adjustments (Lindell\&afg, 2008; Lindell & Prater, 2000; Lindell
& Whitney, 2000; Perry & Lindell, 2008) and havedhaixed results pertaining specifically to
the predictive power of risk perception on hazaigistments. With the exception of a small
emphasis on the PADM, this research will draw andkisting body of disaster literature in
general as it pertains to risk perception.

One of the major limitations of disaster studegethiat in many cases variables form
causal chains (Lindell & Hwang, 2008). In ordertlwese variables to be significantly
correlated, the preceding variable needs to beepted-or instance, hazard experience causes
risk perception, and risk perception is predicteddause hazard adjustment adoption.
Additionally, some studies have only provided diphexplanation of the relationship between
risk perception and hazard adjustment when mudhehigorrelations were expected (Lindell &
Hwang, 2008; Lindell & Prater, 2000).

These two frameworks have a great deal in commaot obviously their attempts at
measuring risk perception. However, very rarelyeh@esearchers looked for further explanatory
power outside of a given framework’s disciplinagubdaries (Marris et al., 1998).
Traditionally, the Psychometric Paradigm has beempted by psychologists. The researcher
contends that this study’s addition of the disalierature approach will provide for a more
valid measurement of risk perception. The variatte reader will see in the next section will
merge the variables used in the frameworks outlateme. The researcher intends for these
factors to help address his second research qoe®¥bat factors explain variation in county
emergency managers’ risk perceptions? A summattyeofnost important characteristics of

each framework can be found in Table 2.
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Table 2. Summary of risk perception frameworks

Psychometric Paradigm Disaster Literature

History Long Short

Assumptions Risk is inherently based on Social context,

an individual's feelings and environmental cues, and

thoughts, and it is social information about a

psychologically determined hazard act together with
prior personal experience by
stimulating people to ask a
series of questions about
their situation

Dominant Method Quantitative Quantitative

Operationalization of Risk The subjective assessment Expectations of the

Perception of an event happening and likelihood of personal

how concerned an impacts from a hazard event

individual is with the

consequences

Extent of Use High Low; limited to hazards and
disaster research
Critique e Disregard of e Creates causal chains of

sociodemographic variables;
characteristics ¢ Provided a only patrtial

e Subjectivity of individuals explanation of the
e Failure to account for the relationship between risk
influence of culture on perception and hazard
risk perception adjustment when stronger
correlations were expected

Factors Related to Risk Perception
This section will describe several categoriesarfables that influence risk perception.
These variables are derived from the bodies afdlitee previously discussed. Each of the
variable categories identified in the risk perceptiiterature will be used to identify and

operationalize the independent variables for thidys
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Demographics

Individual socioeconomic and demographic charéttes play an important role in
determining risk perception (Peacock et al., 20(%8x is strongly related to risk perception.
Many studies have found differences in sensititotyisks among women in contrast to men,
and, more specifically, many studies have docundethie finding that males tend to assign less
significance to risks than do females (Brody, 198dholm, 1998; Davidson & Freudenberg,
1996; Dejoy, 1992; Flynn et al., 1994; FotherdiB96; Peacock et al., 2005; Slovic, 1999).
Several studies have tested sex as a general leainflloencing risk perception and have
produced significant correlations (Finucane et2lQ0; Flynn et al., 1994; Fothergill, 1996; Ho
et al., 2008; Lindell & Hwang, 2008; Slovic et dl997).

Age is a variable that has been assumed to irdkiesk perception (Bellaby, 1990;
Wilkinson, 2001), although the findings have bemonsistent (Peacock et al., 2005). Research
has focused on teens and their decisions to engaggky behavior. For example, several
studies have shown that younger drivers are mke#ylto engage in risky driving behaviors and
are more likely to have been involved in accidemd violations because they perceive fewer
risks (Finn & Bragg, 1986; Jonah, 1990; Jonah & Bany 1987; Matthews & Moran, 1986).
However, these are studies that focus on a paatiage. Recent studies in which age has been
tested as a general variable influencing risk peree have produced minimal significant
correlation (Lindell & Hwang, 2008; Lindell & Whiay, 2000; Peacock et al., 2005; Rivers et
al., 2010; Siegrist & Gutscher, 2006).

Socioeconomic status (SES) is the social stangliredass of an individual or group. In
the past, researchers have generally used oneambination of education (see for example:

Armas & Avram, 2009; Ho et al., 2008; Lindell & Whey, 2000; Peacock et al., 2005), income
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(see for example: Lindell & Hwang, 2008; Lépez-Maa, 2010; Siegrist & Gutscher, 2008),
and occupation (see for example: Bastide et aB9;1Bontempo et al., 1997). The combination
of these three indicators most commonly used toatiomalize SES has been said to provide for
a relatively accurate assessment of an individyddise in the societal hierarchy (Adler et al.,
1994). Education is typically positively correldt risk perception while income is negatively
correlated, but often not statistically significéKellens et al., 2013). Occupation will not be
tested in this study because all respondents argyemergency managers.

Race and ethnicity has been looked at within pisiception research with inconsistent
results. Members of ethnic minorities have be@mged together as “non-white,” and there is
need for a much greater differentiation (Bastidalgt1989; Bellaby, 1990; Boholm, 1998;
Karpowicz-Lazreg & Mullet, 1993; Vaughan & Nordeast, 1991; Wilkinson, 2001). Limited
evidence suggests that ethmaority status is significantly related to risk percept{@aleola,
2000; Fothergill et al., 1999). This lack of diéatiation is both unfortunate and significant
because theoretical and methodological doubts bege raised about ethnicity as a determinant
in the perception of risk. Tierney et al. (20069 among the researchers who suggest that more
research is needed to understand which ethnic grargpmost likely to perceive themselves as
more vulnerable to risk.

Finally, home ownership has been shown to beaelet perceived risk (Kellens et al.,
2013). Research suggests that owning a propestytsan higher levels of perceived risk than
renting a residence (Burningham et al., 2008; Kcéilet al., 2009). It has been suggested that
homeowners may suffer much more loss than tenactsuse of their responsibility for damages

to the building itself (Grothmann & Reusswig, 2006)
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The literature has made it clear that the abovabigs are involved in individual risk
perception. Thus, any study of individual riskgegtion should test for the relationship between
the following variables, and their influence orkrserception. They include:

o Sex
e Age
e Socioeconomic Status (SES)
o0 Income
0 Education
o Occupation
e Race/Ethnicity
e Home ownership
Because of this study’s focus on county emergernayagers, the demographic variables will be
extended logically in terms of how they apply tprafessional. To the extent that previous
research has studied the risk perception of primfieals, demographic variables have been
examined only on a personal level. In other wogdstions in past studies have not been
framed in terms of how they might apply to a prefesal, which has been problematic during
data collection. It is the researcher’s hope pinatessionalized demographic variables will
provide a more accurate measurement of risk peorepMoreover, many of the variables have
a very clear logical extension. When age is bes®ggun the literature, it seems as though it is
being used as a proxy for experience. Thus, @dbgxtension in a professional sense would be
to ask county emergency managers the number of pyéaxperience they have in their position.
Income is a way of looking at available sourcesl the professional equivalent is the

total budget for a jurisdiction’s emergency managenprogram. Education can be seen as a
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proxy for a person’s knowledge and/or skills. Tnefessional extension of the education
variable might assess whether or not county emesgeranagers hold an emergency
management certification and the total number oirdof training they have had related to:
existing hazards and how they work, hazard analyséserability analyses, and risk
assessmentsA final professionalized variable is jurisdictioogulation. While this variable
does not extend directly from one of the persoeaéll demographic variables, the researcher
contends that total population of a jurisdictiommsimportant consideration in a study on risk
perception. There has been suggestion in thetdidasrature that rurality may influence how a
host of emergency management issues are approacbgeerceived (Baez & Santos, 2007,
Manley et al., 2006). Population will serve agaexy for rurality.

Several demographic variables did not have a lbgxi@nsion in a professional sense.
These include sex, occupation, race/ethnicity,fmme ownership. Thus, in addition to the
traditional demographic variables, the followingended variables were included in this study:

e Years of experience

e Emergency management program budget
e Emergency management certification

e Hours of training

e Jurisdiction population

Hazard Experience

Research has shown that physical exposure todswaad experience with previous
hazard events can influence risk perception (Kslketral., 2013). Previous hazard experiences
have been found to increase risk perception (Bgiram et al., 2008; Kellens et al., 2011; Keller

et al., 2006; Siegrist & Gutscher, 2006), and ikelihood that individuals will adopt hazard
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adjustments (Grothmann & Reusswig, 2006; Hung, 206thally, some studies have suggested
that the effects of hazard experience on perceirg&dare indirect, and mediated by other
variables (Lindell & Hwang, 2008; Terpstra, 201 halberg et al., 2009).

Research has defined hazard experience as th# ekienpacts (e.g., damage to property
or environment, personal injury) experienced byrdspondent him/herself, by members of the
immediate or extended family, or by friends, neigitsh and/or co-workers (Jackson, 1981;
Kellens et al., 2013; Lindell & Perry, 1992; Lintl& Hwang, 2008; Sattler et al., 2000;
Weinstein, 1989) Additionally, other research suggests that moceneand frequent
experiences of hazard events lead to higher |lefeisk perception (Burn, 1998; Siegrist &
Gutscher, 2006). As we get to know a new rislgomore time passes, the risk gradually
becomes more accepted even though the technikaknsains the same. This decrease in risk
perception is known as attenuation or habituatiGesperson & Kasperson, 1996). Physical
exposure to a hazard is mostly determined by arigheal’s location or his or her proximity to a
hazard source (e.g., coastlines, fault lines,.et@iyen respondents’ roles as county emergency
managers, it is assumed they are dealing with,ngkgh is why there is a position for county
emergency managers in the first place. Therefodees not make sense to measure exposure in
this study.

People may or may not recall what they experiem@zetly or indirectly. An individual’s
ability to remember their hazard experiences imarfced by heuristics. Heuristics are defined
as mental shortcuts or guidelines, which are ugaddviduals to reduce the complex tasks of
assessing probabilities and predicting valuesmpkar judgmental operations (Tversky &
Kahneman, 1974). Heuristics have been found tela¢ed to individual risk perceptions,

particularly where uncertainty about the risk ex@@ahneman et al., 1982; Renn, 1998; Siegrist
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& Gutscher, 2006; Sjoberg, 2000; Tversky & Kahneni&iy4). Generally, these shortcuts are
simple, but they can also lead individuals to mexkigcal errors in their perception of risk.

Two heuristics in particular appear sporadicdiiptighout risk perception and disaster
literature. First, the availability heuristic reda to what people remember and not to what
actually has taken place (Boholm, 1998; Folkes818&hneman et al., 1982; Tversky &
Kahneman, 1974). Second, the affect heuristidaele feelings or emotions about a previous
experience that influence decisions (Finucane.eP@00; Keller et al., 2006; Slovic & Peters,
2006; Slovic & Vastfjall, 2010). In both cases,iadividual’s risk perception may be influenced
while likely leaving relevant information out.

The literature has made it clear that hazard expasod previous hazard experience have
an influence on risk perception, although the exééthat influence is somewhat unclear. This
study will examine their influence upon other vateés, as well as their influence on risk
perception. The hazard experience variable wilbjperationalized as follows:

e Personal Hazard Experience (you personally)
o Type of hazard event
e Impact
o Frequency
o Recency
0 Severity of impacts
o Personal feelings
Because of this study’s focus on county emergerayagers, the hazard experience variables
will be extended logically in terms of how they &pio a professional. As previously

mentioned, to the extent that existing researcltshatied the risk perception of professionals,
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guestions have only been asked in terms of howepsodnals perceive risk themselves
personally, and not in a professional sense. thagesearcher’s hope that professionalized
hazard experience variables will provide a moreieate measurement of risk perception.
Moreover, many of the variables have a clear |dgigtension simply by adding questions
regarding people in a county emergency manageisdjation in addition to questions regarding
the county emergency manager personally.

A logical extension for frequency in a professiosahse would be to ask county
emergency managers about not just their persoparexce with a hazard event but their
jurisdiction’s experience as well. Similarly, theofessional extension for recency will be to ask
county emergency managers how recently their jiotieth experienced a type of hazard event.
The professional equivalent of extent of impact i to ask county emergency managers how
severe the impacts experienced by their juriscictvere with respect to the jurisdiction’s most
recent experience with a type of hazard eventallyinthe logical extension of feelings about
impact in a professional sense will be to ask cpemergency managers to indicate the intensity
with which people in their jurisdiction experienceettain feelings with respect to the
jurisdiction’s most recent experience with a typéazard event. Thus, in addition to the
traditional hazard experience variables, the folfmrextended variables will be included in this
study:

e Professional Hazard Experience (your jurisdiction)
o Type
= Natural hazard
= Act of terror

e Impact
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o Frequency
o Recency
0 Severity of impacts

o Jurisdiction’s feelings about impact

I nfor mation

A variety of social groups, such as authoritiesysienedia, and peers can serve as
sources of risk information (Lindell & Hwang, 2008} is often suggested that inaccurate risk
perception can be “fixed” by clearly informing thablic about a hazard (McCaffrey, 2004).
Viscusi (1997) would argue however that the infaiiorasource itself is not as important as the
extent to which it is trusted.

Trust or credibility of the information source, thiose responsible for managing hazard
information, has been identified as a key influeatdsk perception (Frewer et al., 1996;
Lindell & Hwang, 2008; Lindell & Perry, 2012; Oltebet al., 2004; Perry & Nigg, 1985; Peters
et al., 1997; Slovic, 1999; Slovic et al., 199Rjisk and trust intertwine, and the amount of trust
an individual places in an information source caralkey factor in risk perception (Kasperson et
al., 1992; Marris et al., 1998; Sjoberg, 2001; &p¥999; Slovic et al., 1991, Viscusi, 1997,
White, 2005).

Research has recently shown empirical evidenceusf$ influence on risk perception.
For example, Peters et al. (1997) found that péimep of trust were dependent on three factors:
perceptions of knowledge and expertise; perceptidiopenness and honesty; and perceptions of
concern and care. Similarly, Kasperson et al. 2) @®entified four dimensions of trust: 1)

commitment to a goal 2) competence 3) caring anutegictability. Additional studies have
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produced mixed results relative to these two ssifhdarris et al., 1998; Metlay, 1999; Sjtberg,
2001; Slovic, 1999).

In addition to trust and credibility, the effecthass of hazard information depends on a
consistent source with a consistent message (Fé&uikaltez, 1991; McCaffrey, 2004; Mileti &
Sorensen, 1990; Sorensen, 2000). In most hazardsthere are numerous inconsistencies
when information is disseminated. As Mileti & Swosen (1990) note, consistency can be
created by simply referencing and repeating what last said, what has changed, and why (pp.
3-12).

Any study of individual risk perception should examthe extent to which individuals
trust, rely on, and perceive to be consistent argset of information sources. The information
variable will first be operationalized as folloves)d then will be professionally extended by
providing professional information sources:

e Source

e Reliance

e Trust

e Consistency
Because of this study’s focus on county emergerayagers, an additional variable suggested
will be the existence or status of a jurisdiction&zard analysis, vulnerability analysis, and/or
risk assessment. These assessments provide @uatgency managers with valuable
information about their jurisdiction that could elitly influence their risk perception (Pine,
2009). Thus, the following additional variablesaié included in this study:

e Existence or status of

0 Hazard analysis
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o Vulnerability analysis, and/or

0 Risk assessment

Uncertainty and Dread Risk

In 1978, an historic paper published by Fischh8lbvic, Lichtenstein, Read, & Combs

began exploring the extent to which perceived risRaenced individual’'s assessments of the

likelihood that certain hazard events or threatsld/onanifest. Nine dimensions were

hypothesized to influence risk perceptions, andisted below.

1.

2.

Voluntariness- Do people get into these situatiariantarily?

Immediacy of Effect- To what extent is the riskdafath immediate?

Knowledge about risk- To what extent are the rigkswn precisely by the persons who
are exposed to those risks?

Knowledge about risk- To what extent are the rigkswn to science?

Control over risk- If you are exposed to a riskytimat extent can you, by personal skill
or diligence, avoid death while engaging in thevigt?

Newness- Are these risks new, novel ones or ofdiliiz ones?

Chronic-catastrophic- Is this a risk that kills poone at a time (chronic) or a risk that
kills large numbers of people at once (catastrophkig?

Common-dread- Is this a risk that people have kshta live with and can think about
reasonably calmly, or is it one that people hawagdread for—on the level of a gut
reaction?

Severity of consequences- When the risk form thigigcis realized in the form of a

mishap or illness, how likely is it that the congsence will be fatal?
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The nine dimensions were highly intercorrelate@d¢frhoff et al., 1978). This finding was
interpreted to mean that the dimensions togedkex grouppredict the dependent variable—risk
perception—very well, but that the predictive powér single dimension may not produce
valid results. Subsequent research has reducsd tiee dimensions to two. The first
dimensionuncertainty suggests that hazard events that are uncertaincontrollable heighten
perceived risk (Burns et al., 2012). Typicallycartainty has been measured by combining the
measures for:

e Knowledge about risk by persons

e Knowledge about risk by science

e Newness of risk
The seconddread suggests hazard events that are dreadful toropée heighten perceived
risk (Burns et al., 2012). Dread has typicallyrbegeasured by combining the measures for:

e Control over risk

e Catastrophic-chronic potential

e Severity of consequences
Work since 1978 has consistently tested these tmertsions as opposed to the old nine
dimensions (Burns et al., 2012; Kleinhesselink &&dl991; Loewenstein et al., 2001;
McCaffrey, 2004; Schmidt, 2004; Sjoberg, 2001; &1p%¥987; Slovic, 2010; Slovic et al., 1985;
Slovic et al., 1991; Wright et al., 2000). Theidture has made it clear that, at minimum,
ambiguity associated with risk influences indivitlisk perceptions. Therefore, a study of
individual risk perception should investigate tlegcee to which these variables are related to
risk perception. Thus, this study will explore gagtions of:

e Personal uncertainty associated with different $yplehazard events
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e Personal dread associated with different typesaofid events
These variables will be professionally extendedclalgy in terms of how they apply to people in
a county emergency manager’s jurisdiction. As jmasly mentioned, to the extent that existing
research has studied the risk perception of primfieals, questions have only been asked in terms
of how professionals perceive risk themselves peibg and not in a professional sense. ltis
the researcher’s hope that professionalized unngrtand dread variables will provide a more
accurate measurement of risk perception. Moreawany of the variables have a clear logical
extension simply by addressing questions towargleda a county emergency manager’s
jurisdiction rather than toward the county emergemanager personally.

The logical extension in a professional sense favkedge about risk will be to ask
county emergency managers the extent to whichlibbgve a type of hazard event is known
precisely by people in their jurisdiction. The f@ssional equivalent for control over risk will be
to ask county emergency managers the extent tdwthey believe people in their jurisdiction
can avoid death form a type of hazard event byeidf their personal skill or actions they take.
The professional extension of severity of conseqgegmvill be to ask county emergency
managers how severe they believe consequencesasdomith a type of hazard event will be to
people in their jurisdiction. Newness of risk,asitophic consequences, and chronic

consequences did not have a logical extensiorpnofessional sense.

Conclusion
This Literature Review has synthesized variablesrmonly used in psychology and
disaster research to study risk perception. Tkiagables will be examined in this study of
county emergency managers’ risk perception. Addglly, this study will extend the variables

commonly tested in a professional sense to asBessndividual influence on county

27



emergency managers’ risk perception. Chapter Thikk@ow introduce and justify the research

design for this study.
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CHAPTER THREE: RESEARCH METHODS
Chapter Three is comprised of five sections. Tist $ection outlines this study’s
population and sampling procedures. The secorttbeguresents the study’s method of data
collection. The third section reviews the survegign and measures. The fourth section
addresses the issues of reliability and validitthis study. And the fifth section reviews the

study’s limitations.

Population and Sampling

The population for this study was all county enesiy managers working in the six state
area of FEMA Region V including Indiana, lllinofglichigan, Minnesota, Ohio, and Wisconsin.
This study was a census of all county emergencyagens in FEMA Region V. The process of
identifying a sample of county emergency manageFREEMA Region V began by consulting
each state’s emergency management website to de&ehow many county emergency
managers were in each state, and then retrievaigdbntact information. Email addresses were
available for all county emergency managers istalles in the region. There are a total of 524
county emergency managers listed in the six sté8eg Table 3 below for a breakdown of the
numbers by state.

Table 3. Breakdown of county emergency managefEMA Region V

State Number of County Emergency
Managers

lllinois 102

Indiana 92

Michigan 83

Minnesota 87

Ohio 88

Wisconsin 72

Total 524
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This research is exploratory in nature and useek@anded survey that investigated
variables on both a personal and professional.leVibE researcher invited all county emergency
managers in the population to participate withabsumption that the response rate would
relatively low based on the experience of othemppem this department who have attempted to
sample county emergency managers (Bundy, 2013; 2itd; Jensen, 2010a). These studies
were successful—sometimes in combination with a¢teve methods—as defined by their

study.

Data Collection

The primary method of data collection for this stuehs an internet survey. This survey
was cross-sectional; in other words, the infornmati@as collected at one point in time, as
opposed to over a period of time in a longitudsaivey (Creswell, 2003). A survey design
provides a quantitative or numeric descriptionrehtls, attitudes, or opinions of a population by
studying a sample of that population (Babbie, 19@@swell, 2003, p. 153). The reader should
note that there are at least three types of surtelgphone, mail, and internet. Each of these
survey types provides different challenges and maichgges.

The data for this study were collected througlnéernet survey. Internet surveys can
raise a number of problems for some respondertisidimg lack of access to the internet, poor
internet connection speed, and varying respondsglity2o use the internet (Dillman et al.,
2009). Additionally, internet surveys are somewdfad risk because of the likelihood that they
may not reach the intended recipients or they neaggnbe opened and read by some recipients
(Dillman et al., 2009, p. 280). Nevertheless,rsearcher contends that, in this case, the
advantages of an internet survey outweighed thenpiat disadvantages. Specifically, it allowed

the researcher to send questionnaires to an satin@le inexpensively and in a timely manner.
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The emergency management website for each st&eMA Region V lists an email
address alongside the name of each county emergesiegger Email was the primary form of
communication in this study. Two recent studiesminty emergency managers used email
surveys as the primary means of data collectioms@le, 2010; Krueger et al., 2009). The
participation rates for Jensen (2010) and Kruegal. €2009) were 17.4% and 12.2%,
respectively, suggesting that, at the very leastet has been some success in emergency
management research using this type of survey.eMa@r, as the use of computers and the
internet has increased, people have become moikaiawith the medium. Many work places

use the internet on a regular basis, while somertepn it entirely (Dillman et al, 20Q9)

Step One

Prior to approval of the thesis committee and tistitutional Review Board (IRB), the
survey went through a pre-evaluation process Witket practicing county emergency managers
in a state outside of the sample area to ensursutivey instrument was free of error, omission,
grammatical issues, vague or confusing wordingsimgsoptions, offensive or biased wording,
and any other problems.

Feedback from the three county emergency managemgoped a few minor changes to
the survey instrument. For example, the originavsy only allowed respondents to choose
whole year intervals in response to the questiohéwdid the following entities most recently
experience an event related to this type of hazafdf® survey was adjusted to allow
participants to respond with decimal points afterwhole year value. Another minor change
was to provide more clarity for expected respoitgdbe question, “how many times have the
following entities experienced an event relatethts type of hazard?” One county emergency

manager asked, “how far back are you referring,ldvdgust be my career at the county, or in
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my lifetime?” The survey was adjusted to providerenspecific guidelines to make the mental
task easier for potential participants. After #igustment was made, an IRB protocol was
submitted to the IRB at NDSU and approval was keki See Appendix A for a copy of the

IRB approval letter for this study.

Step Two

Initial contact was made with potential respondémisrming them of the researcher’s
intent and that they had been selected to parteipaa study of county emergency managers’
risk perceptions. This contact was made both bailesind post-card. In the interest of gaining
the attention of potential respondents in thisaed® the researcher phrased the contact emails
and post-cards to appeal to county emergency mesigggception of natural disasters vs.
terrorism beginning with the pre-notice email aodtuing in the contacts that followed (it is
of note that an open-ended question was insertedhe survey to be consistent with the
marketing of this study even while data from it @ef no central interest to this study).

The email informed potential respondents that aegbent email containing the survey
URL and survey instructions would be sent to thesmfthe researcher in one week’s time and
outlined the timeframe in which they would be ast@@domplete the survey. This contact
served as the pre-notice email. See Appendix B fapy of the pre-notice email.

An additional pre-notification contact was madehvatpostcard mailed to each
prospective participant to help establish a morsg®al connection between researcher and
respondent. A mixed mode approach has been slwimptove timeliness, reduce coverage
error, improve response rates, reduce nonrespormse &nd reduce measurement error (Dillman
et al., 2009, pp. 300-305). The postcard inforpetntial respondents that a subsequent email

containing the survey URL and survey instructiommild be sent to them from the researcher. It
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also provided information about the survey andigisfulness to them as county emergency

managers. See Appendix C for a copy of the pres@@ost-card.

Step Three

One week after the researcher e-mailed the preentditer, an invitation letter including
the survey URL was sent to all county emergencyagars within the population. See
Appendix D for a copy of the invitation email. Wha respondent followed the survey URL,
they immediately saw an information sheet explarheir rights that included a checkbox to
indicate their willingness to participate in theay. The information sheet is the first 2 pages
of the survey in Appendix E and is followed by thavey.

A traditional mail survey would typically includeme form of a token of appreciation.
Since this was an internet-based survey, problemsging tokens of appreciation arose, most
notably providing compensation for participatiortte form of electronic gift cards. Dillman et
al. (2009) note, “incentives such as these hava beewn to only modestly increase response
rates compared to sending no incentive” (p. 27/4je limited success of gift certificates sent
electronically may very well stem from the addefficlilty (i.e., costs) of redeeming them
(Dillman et al., 2009, p. 274). The researcheteiad attempted to award participation and show
appreciation by thanking the respondent and exipig$s him or her how valuable their
participation was to this research, as well as tlosvresearch may benefit him or her in the
future.

During this step, the researcher received erroilsnmalicating there had been a problem
with 15 potential respondents’ email addresseserAhecking the master list to correct any

spelling errors on the researcher’s behalf, thimlmer shrank to 12. Several emails were still
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bounced back due to non-existent or not-functiommgil addresses, thus, the original 524

potential respondents became 512 for the purpdsdsta collection.

Step Four

Throughout the data collection process, the rebearmaintained a master list of
respondents. The researcher tracked which resptsxdempleted the survey on this master list
in order to avoid unnecessary repeat reminder ¢ésmaive days after the researcher sent the
invitation with survey link, a reminder email withe survey URL was sent to all respondents
who had not yet completed the survey. See Appérdox a copy of the reminder email. This
email focused on the short amount of time remaitingomplete the survey and the benefits of
responding.

In addition to the first reminder email, a remingest-card was sent. As previously
stated, a mixed mode approach can help improvditiess, reduce coverage error, improve
response rates, reduce nonresponse error, ancergteasurement error (Dillman et al., 2009,
pp. 300-305). This post card focused on the comtktie survey and its importance to
emergency management higher education and pra@iee.Appendix G for a draft of the

reminder post-card.

Step Five

The researcher continued to maintain the mastesfli®spondents in the week following
the reminder email. At the end of a one-week kriloe researcher sent another reminder email
containing the survey URL to all respondents wha that yet completed the survey. Multiple
contacts and varying message content to potenéialsurvey respondents is the most effective
way to increase response rates (Dillman et al.92p0275). The researcher varied contact

methods to the extent possible. However, basdtiesuccess of the second reminder email, the
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researcher sent out a third reminder email thatidexgtical to the second one. Because sending
additional email contacts is inexpensive, one déandeave the final decision on the number of
follow-ups until well into the data collection press. For example, if the first and second
follow-ups yield significant responses (as wasdase in this study), a third follow-up may be
useful as well (Dillman et al., 2009). After anetlone-week period passed, the researcher sent a
final reminder email containing the survey URL tbraspondents who had not yet completed

the survey. See Appendix H for a copy of the fieamhinder email.

Step Six

The researcher closed the survey and ceased distetion on August 18, 2014—one
week after the final reminder email was sent. Athat date, 214 people followed the survey
URL, and 165 people fully completed the surveyultasy in a 32% participation rate (165 out
of 512). See Table 4 for the summary of the cotigis yielded during each step.

Table 4. Summary of survey completions during estep of data collection

Data Collection Surveys Completed Cumulative Total
Step
1 0 0
2 74 74
3 34 108
4 29 137
5 28 165

When cleaning the data, it was obvious that sorsardents were not being truthful,
and there were several outliers that skewed thee statirastically that the cases were dropped.

In all, 9 cases were dropped, bringing the totdl36 out of 512, or 30.5%.

Overall Timeframe
The data collection process took four weeks. Hbern rate of web surveys tends to be

quicker than that of traditional mail surveys. Bese responses come in quicker from web
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surveys, the contacts can be sent out faster (Billet al., 2009, p. 279). The optimal timing
sequence for web surveys has not been determindulitythe researcher believes the timing of
email contacts in this study was reasonable andist@mt with the Dillman et al. (2009)

guidelines.

Privacy and Confidentiality

All respondents were promised confidentiality. Tasearchers were the only individuals
with access to information obtained from the survEgr the purpose of tracking the data, the
names of counties and states were collected. Titles#fiers were used for tracking survey
completions and were not used in any analysis. itAaally, when the data were reported,
identifying information was used at the aggregatel, not at the individual level. Thus, the
confidentiality of respondents was not at risk.lléwing the completion of data analysis and the
development of a report of the research findinjglaaia—including any remaining identifiers

used—was be destroyed.

Survey Design
The researcher designed the survey instrumergapikg with Dillman et al.’s (2009)
suggested procedures to maximize response rataswaasl also designed for multivariate
regression analysis with reliability and validitymind. In a multivariate regression study,
survey questions must be framed in a way that allimvthe appropriate level of measurement.
Listed below are several guidelines for craftingdgsurvey questions, provided by Dillman,
Smyth, & Christian, (2009).

e Make sure the question applies to the respondent
e Make sure the question is technically accurate

e Ask one question at a time
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e Use simple and familiar words

e Use specific and concrete words to specify the eptscclearly
e Use as few words as possible to pose the question

e Use complete sentences with complete sentencdigac

e Make sure “yes” means yes and “no” means no

e Be sure the question specifies the response taiéd et al., 2009, pp. 79-89)
The measures in this study are presented belowhavelbeen designed following these

guidelines.

Risk Perception
The researcher was interested in understandiniath@rs explaining the risk perception

of county emergency managers. Respondents coutddrswered questions differently based
on the type of event involved. To make the metatsi of completing the survey easier for the
respondent, and the findings of this research malid and more likely to contribute to existing
research, respondents were given a list of hazardsasked which one represented the most
likely event to manifest in their jurisdiction (e.¢lease identify the single most likely hazard to
impact your jurisdiction). The decision to usesttesign was discussed a number of times with
the researcher’s advisor and another member cfupervisory committee for this study. The
list of hazard events included:

e Biological Threats

e Chemical Threats

e Cyber Attack

e Drought

e Earthquake

e Explosions
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e Extreme Heat

e Floods

e Hurricanes

e Landslides/debris flow

e Nuclear Blast

¢ Radiological Dispersion Device (Dirty Bomb)

e Thunderstorms and Lightning

e Tornadoes

e Tsunamis

e Volcano

e Wildfire

e Winter Storms and Extreme Cold

e Other (please specify)
Then, the degree to which they perceive the chbhagard event to be likely to occur in their
jurisdiction was assessed (e.g., Indicate the exbewhich you believe an event related to this
hazard will occur in your jurisdiction in the ndite years). For the chosen type of hazard
event, county emergency managers were providedthatifollowing anchors for a 7-point
Likert scale: 0 (Definitely Will Not Occur), 2 (Uikely), 4 (Likely), and 6 (Will Definitely
Occur). County emergency managers were also pedwidth the options of 7 (Do Not Know),
and 8 (Not Applicable). Instructions were providedsubsequent pages in the survey exploring
various independent variables. Those instructamhk®d county emergency managers to answer

the questions in the context of the type of haeaeht they identified as the greatest risk.
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Demographics

The first set of independent variables identifiedhe literature review is demographics.
This research utilized the demographic variabladitionally used in empirical risk perception
studies. Additionally, the demographic variablagdnbeen extended logically in terms of how
they apply to a professional. In previous reseagalestions about demographic information
have not been framed in terms of how they mightyatgpa professional. This study asked
personal-level demographic questions, and theroesglthem in a professional sense. The
measures of the traditional variables will be exyad first, followed by the measures of the
extended variables.

Traditional demographic variables. The traditional demographic characteristics
assessed include the following: a) age, b) sexicome, d) education, e) race/ethnicity, and f)
whether or not the respondent is a homeowner.tHeoage variable, county emergency
managers were asked to enter their age in yearsw8&s coded as a dichotomous variable:
1=male, 2=female. Annual personal income (e.@ntifly the category in which your personal
income fits) was measured by providing county ermecy managers a list adapted from United
States Census Bureau (2010). Income was codedieBaomous variable: 1=Less than
$50,000 per year, 2=$50,000 per year or more. optiens for income included:

e Noincome

e Under $25,000

e $25,000-$49,000
e $50,000-$74,999

e More than $75,000
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The education of county emergency managers wassessby providing a range of various
levels of education and asking them to identifyhighest level they had completed (e.g.,
Identify the highest level of education you havenpteted). Education was then coded as a
dichotomous variable: 1=Less than Bachelor’'s dedteBachelor’s degree or higher.
Respondents chose from the following levels of ation, adapted from the United States
Census Bureau (2010):

e Less than high school

e Regular high school diploma or GED

e Some college

e Associate’s degree

e Bachelor's degree

e Master’'s degree

e Professional degree beyond a bachelor’'s degree

e Doctorate degree
For the race/ethnicity variable, county emergeneyagers were provided with a list of races
and ethnicities to choose from (e.g., Identify dipdion that best describes your race or
ethnicity). Race/Ethnicity was coded as a dichatoswariable: 1=white, 2=non white. The list
included the following choices adapted from thetBahiStates Census Bureau (2010):

e Black, African American, or Negro

e Hispanic, Latino, or Spanish Origin

e White

e American Indian or Alaska Native

e Asian Indian
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e Chinese

e Filipino

e Guamanian or Chamorro

e Japanese

e Korean

e Native Hawaiian

e Samoan

e Vietnamese

e Other—Print Race
Finally, whether or not county emergency managems or own their place of residence (e.g.,
Do you rent or own your place of residence?) waasueed by providing county emergency
managers with the options of “rent” or “own.” Thiariable was coded as a dichotomous
variable.

Extended demographic variables. The extended demographic characteristics assessed
include the following: a) jurisdiction populatio) emergency management program budget, c)
years of experience as a county emergency manadedpprofessional certifications and
training.

Jurisdiction population was assessed by askingtg@mergency managers to provide
the population of their jurisdiction (e.g., Whatle total population of your jurisdiction?) in a
fill-in box. In a similar fashion, they were askidprovide the budget of their emergency
management program (e.g., What is the total buidggtour emergency management program?)

in a fill-in box. Then, county emergency manageese asked to provide their years of
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experience (e.g., How many years of experienceoddmave as a county emergency manager?)
in a fill-in box.

Finally, the professional training of county emerge managers was assessed through
two questions. The first question determined wiethn not they hold any emergency
management certification (e.g., Do you hold théofeing types of emergency management
certification?). County emergency managers wekedto choose “yes” or “no” for the
following types of certifications:

e State emergency management certification, and

e Professional organization emergency managemerii caion
The second question determined the number of faduraining they have had in the following
areas (e.g., ldentify the total number of hoursahing you have had related to the following
areas). Respondents were provided fill-in boxeshich to provide the number of hours of
training they had related to the following four ase

e Existing hazards and how they work

e Conducting a hazard analysis

e Conducting a vulnerability analysis

e Conducting a risk assessment

Hazard Experience

The second set of independent variables specifi¢iae literature review is hazard
experience. This section operationalizes the abgity and affect heuristics explained in
Chapter Two. Due to the way the questions fordbisof variables appear on the survey, this

section represents a blend of traditional and elddrhazard experience variables.
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The characteristics assessed in this section dfitheey include the following: Whether
or not county emergency managers ha@esonallyexperienced, and whether or tiogir
jurisdiction has experienced the previously chosen type of Haagnt (e.g., Have you ever
personally experienced an event related to thie dffhazard; As far as you are aware, has the
jurisdiction you serve ever experienced an evdatad to this type of hazard?). Both of these
variables were coded as dichotomous variables: 12xyes. If respondents answered “yes,”
they were directed to address additional questmesplore the following factors associated
with their experience: a) frequency, b) recencysas)erity of impacts, and d) feelings about the
impacts. If respondents answered “no,” a skipgoattvas built into the survey so they were not
prompted to answer unnecessary questions.

The availability heuristic relates to what peoplestreadily remember and was
operationalized by assessing frequency, recendyseaverity of impacts. For the frequency
variable, county emergency managers were askediaw times they personally, and/or the
jurisdiction they serve have experienced the presiyochosen type of hazard event (e.g., How
many times have you experienced an event relatddstdype of hazard; As far as you are
aware, how many times has your jurisdiction expex@el an event related to this type of
hazard?). They were then provided with fill-in lbeXo answer the questions, one for their
personal experience and one for their jurisdiction.

The recency variable was measured by asking cammgrgency managers how recently
they personally, and/or the jurisdiction they semage experienced the previously chosen type
of hazard event (e.g., When did the following eesitmost recently experience an event related

to this type of hazard?). They were then providét two fill-in boxes to answer the question,
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one for the numbers of years since they persoealhgrienced the hazard event, and one for the
number of years since their jurisdiction experiehttee hazard event.

For the extent of impact variable (e.g., With redge your most recent experience with
an event related to this type of hazard, how sewere the impacts; With respect to your
jurisdiction’s most recent experience with an evefdted to this type of hazard, how severe
were the impacts?), county emergency managerspvevaled with the following anchors for a
7-point Likert scale: 0 (No Impact), 2 (Minor Imggaaet (Significant Impact), and 6 (Very
Severe Impact). County emergency managers wevgrtsided with the options of 7 (Do Not
Know), and 8 (Not Applicable).

The affect heuristic relates to feelings or emdaiabout a previous experience and was
operationalized by assessing feelings about impdeats the feelings about impacts variable,
county emergency managers were asked two queséaadl,with four components (e.qg.,
Indicate the intensity with whicjou personallyexperienced the following feelings related to
your most recent experience with an event relaietis type of hazard and, Indicate the
intensity with which you perceivite people in your jurisdictioto have experienced the
following feelings related to your most recent exgrece with an event related to this type of
hazard). The four feelings are: sadness, angerywand anxiety. Each feeling was measured
on a 7-point Likert scale with the following ancko® (Not at all), 2 (Mild), 4 (Somewhat
Intensely), and 6 (Very Intensely). County emeoyemanagers were also provided with the

options of 7 (Do Not Know), and 8 (Not Applicable).

I nformation
The third key set of variables specified in therbiture review is information. The

characteristics assessed in this section of theegunclude the following: a) information source
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and extent of reliance, b) trust in information @&, ¢) consistency of information, and d)
existence or status of hazard analysis, vulnetgalahalysis, and/or risk assessment. The survey
measured information source, trust, and consistbgigyroviding county emergency managers
with a list of common hazard information sourcagioglly inspired by Lindell & Hwang
(2008). However, there did not seem to be an alsveay to ask county emergency managers
about their personal risk perception as opposéieto professional role. Thus, the way
information source was examined was in the probessisense only, although there is some
overlap between those with Lindell & Hwang (2008he list included the following hazard
information sources:

e Academics

e Communication with people in my social network

e Department of Homeland Security (DHS)

e Department of State (DoS)

e Federal Bureau of Investigation (FBI)

e Historical Archives

e Internet

¢ National Weather Service (NWS)

e Newspapers

¢ Radio

e State Emergency Management Department or Agency

e State Fusion Center (SFC)

e Television

e United States Geological Survey (USGS)
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To measure the information variable for the chdgpe of hazard event, county emergency
managers were provided with a question about gegiteption of various sources of hazard
information (e.g., Indicate your ratings regardihg extent to which you first, rely on, second,
trust, and third, perceive as consistent the falgvgources of hazard information about this
type of hazarld Then, for each hazard information source, cpentergency managers were
provided with three 7-point Likert scales with fledowing anchors: 0 (Never), 2 (Not Often), 4
(Often), and 6 (Always). County emergency managen® also provided with the options of 7
(Do Not Know), and 8 (Not Applicable).

County emergency managers were also provided tmietsimilarly worded questions to
assess the existence or status of a hazard an@ygisHow recently did your county
conduct/update a hazard analysis), vulnerabiliglyasis (e.g., How recently did your county
conduct/update a vulnerability analysis?), and astessment (e.g., How recently did your
county conduct/update a risk assessment?). Thegsenents were accompanied by two possible
choices:

¢ We have not conducted a [type of analysis/assesfraed
e We have conducted/completed a [type of analysistassent]Number of years since

conducted/completed:

County emergency managers who selected the sebonkavere also asked to indicate how

long ago the analysis or assessment was conductgmtiated in a fill-in box.

Uncertainty and Dread
The fourth set of key independent variables spettiiin the literature review is
uncertainty and dread. To make the survey easyefpondents, this section represented a blend

of traditional and extended uncertainty and drestables. The questions used to measure
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uncertainty and dread were adapted from a combmati studies that measured the concepts in
similar ways (i.e., Burns et al., 2012; Kleinhesdek Rosa, 1991; McCaffrey, 2004; Slovic,
2010; Slovic et al., 1985; Wright et al., 2000)idEing literature has asked people about
themselves as individuals. This study consistemthgnds previous measures to not only include
county emergency managers themselves, but toratbade people in their jurisdictions.
Uncertainty and dread were assessed for the prayiaentified type of hazard (e.g., Answer

the following questions with the most likely hazandmind).

Uncertainty was measured by two question sets. fildtequestion set was comprised of
three statements that participants were askedaioi@e using Likert scales. Statements
measured the knowledge that laypeople, scientiats county emergency managers personally
have about the chosen type of hazard event (edjcdte the level of precision to which you
believe the risk associated with this type of hdzaiknown), respectively. Three identical 7-
point Likert scales were provided—one for the cguathergency manager personally, one for
laypeople in their jurisdiction, and one for scist#—with the following anchors: 0 (Not Known
at All), 2 (Barely Known), 4 (Somewhat Known), adidKnown Precisely). In addition to the 7-
point Likert scales, county emergency managers aiseeprovided with the options of 7 (Do
Not Know), and 8 (Not Applicable). The values adiid 8 were included as options for all
Likert scale questions, and will not be continua#ferred to hereafter in this section. The
second question measured the newness of a hazawtl(e\g., Indicate the extent to which you
believe this type of hazard is a new risk). Couertyergency managers were provided with the
following anchors for a 7-point Likert scale: O {yeOld), 2 (Old), 4 (Somewhat New), and 6
(Very New). These values were reverse coded foptirposes of data analysis to properly

reflect the concept of uncertainty.
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Dread was measured by two questions. The firsstqpremeasured personal control over
a hazard event (e.g., Indicate the extent to wixehbelieve the following people can avoid
death related to this type of hazard by virtuehef actions they take). Two 7-point Likert scales
were provided—one for the county emergency managadsone for the people in their
jurisdiction—with the following anchors: 0 (Impobt), 2 (Unlikely), 4 (Somewhat Likely), and
6 (Very Likely). These values were reverse codedte purposes of data analysis to properly
reflect the concept of dread. The second ques@oifour components, and measured the
consequences associated with the chosen type afchazent (e.g., Indicate the extent to which
you believe the following consequences associattdthis type of hazard are likely). County
emergency managers were provided with four subseduleert scales on which to rate the
catastrophic (e.g., Kill large numbers of peoplerate), chronic (e.g., Consistently kill people
over time), and fatal (e.g., Consequences likelyedatal to you; Consequences likely to be fatal
to people in your jurisdiction) consequences ofdhesen type of hazard event. Four Identical
7-point Likert scales were provided with the foliogy anchors: 0O (Impossible), 2 (Unlikely), 4

(Somewhat Likely), and 6 (Very Likely).

Statistical Analysis

The researcher designed the survey to allow muisitearegression analysis on the data.
Multivariate regression is one of the most widedgd statistical procedures for both scholarly
and applied research. Its popularity is fostengddapplicability to varied types of data and
problems, ease of interpretation, robustness tatms of the underlying assumptions, and
widespread availability (Mason & Perreault Jr., 1P9An additional benefit is the test’s ability

to run groups, or blocks, of variables. Multivéeiaegression analysis:
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e reveals the combined predictive power of two orenadependent variables and/or
independent variable groups on a dependent variable

e shows the relative predictive power each indepenemmable and/or independent
variable group on a dependent variable; and,

o allows the researcher to test the influence of efthe independent variables and/or
independent variable groups on the dependent Vanwhile controlling for the influence
of the other independent variables. (Blaikie, 20§)8,146-147)

There are some assumptions that underlie a mutitearegression test. When these
assumptions are not met the results may not benvoa$y, resulting in over- or under-
estimation of significance or effect (Pedhazur,7,92 33). First, and most fundamental, the
dependent variable is a function of a number oépwhdent variables (Wright, 1979, p. 147).
Second, it is assumed that the model correctleceflor corresponds to the underlying or real
world phenomena (Wright, 1979, p. 149). Third, $hhevey instrument must be unbiased. The
survey instrument must also precisely measure ltekag@mena under study (Wright, 1979, p.
157). Fourth and finally, linear relationshipsweeén variables must exist (Osborne & Waters,
2002, p. 1).

Additionally, in order to run a multivariate regsésn test, the survey instrument must
measure the dependent and independent variabl&} @mtinuous interval variables; 2) interval
alternative (e.g. a 7-point Likert scale); or, 8sbtomous nominal variables. Dichotomous
variables are typically indexed by the numericdliga 0 and 1 (Wright, 1979, p. 150). In order
to ensure that data are appropriate for multivaniagression testing, these assumptions and

criteria will be validated to the best of the rasbar’s ability. Refer to Appendix | for a
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checklist of how the data were prepared for muliata regression analysis is SPSS. The

checklist was adapted from Green and Salkind (2011)

Reliability and Validity

Reliability can be estimated by how consistent g&re among themselves, or how well
correlated they are with each other (Wright, 19%917). The reliability of each independent
variable index in this study (i.e., information,centainy, dread, affect, availability, and training
was tested with Cronbach’s Aplha. Cronbach’s Alghan internal consistency (or reliability)
technique that requires only a single test admatisin to measure consistency in scores among
equivalent items (Green & Salkind, 2011, p. 32®)other words Cronbach’s Alpha is assessed
among items (e.g., variables within an index). @heater the consistency among items, the
higher Cronbach’s Alpha will be (p. 327). Valué®sld range between 0 and 1.

The researcher had planned not to use valuesfiaa .7 as is common in the social
sciences. Yet, two independent variable indexesd®and Uncertainty), consistently tested
with respect to risk perception, yielded borderliakabilities (Cronbach’s Alpha = .679 and
.680 respectively), and were therefore used dutatg analysis. The indexes representing
certification and the availability heuristic didtngeld a reliable Cronbach’s Alpha, therefore the
variables that make up those indexes were usattasdual independent variables.

Additionally, the researcher originally intendedetxplore separate indexes of reliance on
information, trust of information, and consisterafynformation as opposed to an overall
information index. However, while these separatiekes were reliable, they were also highly
intercorellated. See the multicollinearity table#\ppendixes J through L. Thus, the data would
suggest that these are various aspects of the g@mept and the researcher determined that the

overall information index alone should be used.n®&of the remaining indexes were inter-
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correlated. The central tendencies for each relimolependent variable index as well as the
overall reliability scores for each of the indexes presented in Table 5.

Table 5. Independent variable index means anahiéty coefficients

Index Number of Items Mean Std. Cronbach’s
Deviation Alpha

Overall Information Index 45 3.5 .82 .933
Personal Affect Index 4 1.6 1.4 .822
Jurisdictional Affect Index 4 2.5 1.5 910
Uncertainty Index 4 5.1 .68 .680
Dread Index 6 1.7 .65 .679
Training Index 4 64.7 140.1 927

As part of exploring the reliability of data anektistinctness of the concepts this study
sought to measure, the researcher checked thecmtelations of each of the independent
variables and independent variable indexes. Pearsorrelation test was used to test
correlations of interval to interval independenti&bles, one-way analysis of variance
(ANOVA) was used for interval to nominal indepentieariables, and Cramer’s V was used for
nominal to nominal independent variables. AppeesliX through L show the multicollinearity
scores for all independent variables in the stutividual and indexes combined.

The survey instrument also demonstrated validkymeasurement instrument is valid if
it in fact measures the concept under investigaiénght, 1979, p. 48). There are four standard
criteria for validity: face, content, criterion, doonstruct (Anastasi & Urbina, 1997; Jenney &
Campbell, 1997). The survey met face validity—wsassible at face value—because it was
rooted in a large body of existing research on pisiception. The survey increased content
validity because of the integration of measurennasfitators from disaster literature and the

extension of variables in a professional sense.

51



Limitations

While it was the researcher’s intent to produc@&hble results, this study’s findings are
limited for several reasons. As previously mergmbrthis study is cross-sectional and did not
measure the change in risk perception over tinteerdfore, the findings are only able to
describe current risk perceptions of the countyrgemcy managers who participate in the study.
Next, the population and sampling procedure didymetl generalizable findings. This study
intended to describe the influence of several éggon risk perception. Some risk perception
studies investigate the influence of only one ar taghly influential variables, and therefore
study those variables in a more detailed mannerebly, potentially, increasing the reliability of
the findings or at least allowing more testingta# teliability of the measurement tool.

In existing research, risk perception has beemddfas a combination of likelihood and
consequences (Lindell & Perry, 2012; Perry & Lind2008; Rayner & Cantor, 1987; Zhang et
al., 2010). This study focuses largely on likebdmf hazard events. Had risk perception been
measured as a combination of consequeandsikelihood, the concept would have been
measured more fully. While this is a limitatiohig also a flaw in the existing risk perception
research in that studies largely address likelihood

Yet, there is benefit in finding clues as to whittependent variables and independent
variable groups influence risk perception, rathantfocusing on only one or two independent
variables given the complex nature of risk peraaptiFinally, as previously mentioned, this
study was not interested in the behaviors that leeepgage in based on their risk perceptions.

That work will be left to future research.
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Conclusion
This chapter introduced and justified the resedesign that was used to operationalize
the dependent and independent variables presemtededended in Chapter Two. Limitations of
this survey design were also outlined. Chapter lpoesents the descriptive statistics for the

variables involved in this study.
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CHAPTER FOUR: DESCRIPTIVE STATISTICS
Chapter Four is comprised of three sections. fireedescribes the sample profile for the
study. The second section presents the descrigtiddistics of variables involved in county
emergency managers’ choices of the most likely tebtaimpact their jurisdiction. The third
and final section addresses the study’s first rebeguestion by describing what risks county

emergency managers perceive to be the most likatyanifest in their jurisdiction.

Sample Profile

County Emergency Managers

Analysis of basic demographic information revedlet the majority of county
emergency managers were male (75.6%) and fiftysyefaage or older (Mean = 50.8, SD =
11.1). Ages ranged from 21 years old to 75 yelts The education of respondents was split
nearly down the middle—48.7% had less than a Bacsalegree and 51.3% had a Bachelor’s
degree or higher. Respondents had an averagaef/aars of experience as county emergency
managers (Mean = 9.03, SD = 7.5). Years of expeeieanged from 1 year to 21 years. Their
personal income varied widely, however, using $80,0er year as the mid-point, their income
was split exactly down the middle with 50% earnabgve $50,000 per year and 50% earning
below $50,000 per year. The vast majority of cgamhergency managers identified themselves
as white (96.2%) and nearly all (92%) own theircplaf residence as opposed to renting. See

Table 6 for the central tendencies for individuahabgraphics.
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Table 6. Central tendencies for individual dempgres

Measure of Central Tendency

Years of experience N =156 Mean = 9.0 (SD = 7.5, Skew = 1.1, Kurtosid4) .

Age N = 156 Mean = 50.8 (SD = 11.1, Skew = -.51, Kug@est.12)

Sex N =156 Mode = Male (Male/Female)

Personal Income N =156 Bi-Modal: (Less than $50,000 per year and $50,0@D a
above)

Highest level of N =156 Mode = Bachelor’s or Higher (Less than Baohs|

education completed Bachelor's or higher)

Race/ethnicity N =156 Mode = White (White, non-white)
Own or rent place of N =156 Mode = Own (own, rent
residence

Overall, more county emergency managers heldta steel emergency management
certification (66%) than a professional organizawertification (29.5%). Extent of professional
training was examined by asking if respondents hedthte emergency management certification
(Mode = Yes) and/or a professional organizationrgerecy management certification (Mode =
No). State certifications usually require a conalion of Federal Emergency Management
Agency online courses, state led training clasmed workshops. These courses are typically
meant for individuals who have a defined governmel& in disasters and are not open to the
public. Professional certifications are generailyre difficult to obtain than state certifications
and have requirements that in some cases incluee ylears of professional experience, a 4-year
baccalaureate degree, and contributions to thegsmfn within the last ten years. See Table 7

for the distribution of responses for certificatidata.
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Table 7. Certification data

State Emergency Management Certification

Frequency Percent Valid Percent Cumulative

Percent

Yes 103 66.0 66.0 66.0

No 53 34.0 34.0 100.0

Total 156 100.0 100.0

Professional Organization Emergency ManagementfiCation

Yes 46 29.5 29.5 29.5

No 110 70.5 70.5 100.0

Total 156 100.0 100.0

Respondents were also asked about the hoursmhtyahey had received on the

following topics: existing hazards and how they kvfMlean = 96.1 hours, SD = 194.6),

conducting a hazard analysis (Mean = 55.6, SD =1)38onducting a vulnerability analysis

(Mean =52.7, SD = 139), and conducting a riskessent (Mean = 54.3, SD = 139). County

emergency managers by and large varied incredibtlye extent to which they were trained for

all four types of training this study assessed.il#ine means are consistently above 50 hours,

the standard deviations are very high, further sstigg a sizeable range in amount of training.

For all four types of training, hours ranged frorro@,000 hours. The four components of hours

of training were tested for reliability and compilmto a training index. See Table 8 for the

central tendencies related to hours of training.
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Table 8. Central tendencies for hours of training

N Mean Std. Skewness Kurtosis
Deviation

Existing hazards and 156 96.0 194.6 4.0 16.0
how they work
Conducting a hazard 156 55.6 139.1 6.2 39.7
analysis
Conducting a 156 52.7 139.0 6.2 40.4
vulnerability analysis
Conducting a risk 156 54.3 139.0 6.2 40.1
assessment
Training Index (# of 156 64.7 140.1 5.4 31.5
items = 4)

Counties Represented

The population and budget of the counties reptesian the survey varied greatly.
Analysis revealed that the average population foounty was 88,618 people (SD = 174,394).
County populations ranged from 3,500 people toQ,(H people. County budgets were
measured by asking respondents to report theliatijet for their county’s emergency
management program. Analysis revealed that theagedoudget for a county’s emergency
management program was $140,839 (SD = $227,07&nt¢ emergency management budgets
ranged from $4,500 to $2,000,000. See Table thivcentral tendencies related to population
and budget data.

Table 9. Central tendencies for county populatind budget data

N Mean Std. Skewness Kurtosis
Deviation
What is the total 155 88,618 174,394.5 4.8 26.3
population of your
jurisdiction?
What is the total budget 151 $140,838.8  $227,079.1 5.8 39.3

for your emergency
management program?
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In sum, there was minimal variance in the demdgrapharacteristics of the county
emergency managers who responded to the surveyreBhlts did, however, display significant
variance in the populations and budgets of the tesinepresented by respondents. This result
is similar to that discovered in previous reseanchocal level emergency management

programs (Jensen, 2010, Kreuger et al., 2009).

How County Emergency Managers Think About Risk
This second section describes how county emergaacyagers perceive and learn about
the hazards they find most likely. Specificallyistsection reports the central tendencies related

to the data collected on uncertainty and dreadardeexperienced, and information.

Uncertainty and Dread

The literature suggests that potential consequepleg an important role in an
individual’'s perceptions of risk of a hazard, tHere this study examined two commonly
measured dimensions of consequences: uncertaidtgiraad. To assess uncertainty, county
emergency managers were asked two questions. irfhguestion addressed the extent to which
their identified hazard was known to themselvesppein their jurisdiction, and to scientists.
The second question asked the extent to which gamergency managers believed the hazard
event was new.

Analysis revealed that county emergency manageesl their personal knowledge an
average of 5.3 (SD = .82) on a 7-point Likert saaith values ranging from zero to six,
indicating their chosen type of hazard was clogsetknown Precisely” as opposed to
“Somewhat Known,” as a rating of 4 would have iadedl. They rated their personal knowledge
slightly above people in their jurisdiction (Meart6, SD = .98), and on the same level of

scientists (Mean = 5.4, SD = .90). Paired samydsts revealed a statistically significant
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difference in the mean values of personal knowleatgkjurisdiction’s knowledge((L55) =

10.6, p =.000), but not between personal knowledgescientists’ knowledg&(140) = -.87, p

= .388). The extent to which respondents believed their ehdgpe of hazard was a new risk

was high (Mean = 5.3, SD = 1.1), indicating thatawerage their chosen type of hazard was

closest to “Very New,” as opposed to “Somewhat Nag'a rating of 4 would have indicated.

Overall, the analysis reflects a low level of utagty (Index Mean = 5.1, SD = .68). Appendix

M contains the distribution of ratings related twertainty responses and Table 10 the central

tendency data related to these measures.

Table 10. Central tendencies for uncertainty

N Mean Std. Skewness Kurtosis
Deviation

Known by you 156 5.3 .82 -2.4 11.5
Known by people in your 156 4.6 .98 -.59 .39
jurisdiction
Known by scientists 141 5.4 .90 -2.2 8.3
Extent to which new 155 5.3 1.1 -1.1 -.115
Uncertainty index (# of items 140 5.1 .68 -1.4 3.9

:4)

To assess dread, county emergency managers vkex tas questions. The first

guestion asked about the extent to which they bati¢hey, and people in their jurisdiction,

could control consequences—or avoid death—relatéle identified type of hazard. The

second question asked them the extent to whichlibkgved the following four consequences

were likely based on the identified type of hazdndthe hazard kills large numbers of people at
once, 2) the hazard consistently kills people owvee, 3) consequences are likely to be fatal to

the county emergency manager personally, and Hecpuences are likely to be fatal to people in

their jurisdiction.
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Analysis revealed that county emergency managamved it was closer to “Very
Likely,” as opposed to “Somewhat Likely” as a rgtiof 4 would have indicated, that they
themselves and the people in their jurisdiction M@yvoid death related to the chosen type of
hazard, with ratings of 5.9 (SD = .58) and 5.4 (€5@2) respectively. The likelihood of death
and/or fatal consequences was rated relatively &divianding between 2 and 4, indicating a
belief that death and/or fatal consequences werdikely.” Overall, the dread index suggests
that county emergency managers have a low levdlezfd associated with the hazard they
identified (Index Mean = 1.7, SD = .65). Appentixontains the distribution ratings related to
dread and Table 11 the central tendency data &addresponses.

Table 11. Central tendencies for dread

N Mean Std. Skewness Kurtosis
Deviation

Controlled by you 156 15 .58 4.9 26.7
Controlled by people in your 156 91 92 1.4 1.4
jurisdiction
Kill large numbers of people at 156 21 1.0 41 A7
once
Consistently kill people over 156 2.4 1.4 55 02
time
Consequences likely to be fatal 155 1.9 96 92 2.0
to you
Consequences likely to be fatal 156 29 1.3 34 -45
to people in your jurisdiction
Dread index (# of items = 6) 155 1.7 65 35 .05

In sum, county emergency managers had a low |lduataertainty related to their identified
hazard, and believed severe or fatal consequeasgking from their identified hazard was less

than “Unlikely.”
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Hazard Experience

Respondents who indicated that they had persoerfigrienced their chosen hazard as
an event were asked to answer several questicateddb the frequency and recency of their
experience with that type of hazard event, and#werity of impacts and feelings about the
impacts associated with that event. Data analgsisaled that county emergency managers on
average experienced their chosen hazard in evemt88 times in their lifetime (SD = 218).
The number of personal experiences ranged froml]8@0. County emergency managers had
experienced their chosen hazard an average ofr2 paar to taking the survey (SD = 3.8). The
number of years since personal experience ranged0rto 25. On average, respondents
indicated that the severity of impacts they expexgel due to their most recent experience with
that type of hazard event was a 3.0 (SD = 1.4) épaint Likert scale with values ranging from
zero to six, indicating “minor” to “significant” ipact as opposed to “very severe” impact as
values at 5 or above would have indicated. It Ehba noted that the researcher attempted to
create an index for the availability heuristic magbeof personal experience and severity of
impacts. However, the reliability tests were righgicant and the individual variables that
would have comprised the index were used indiviglual

Personal affect about impact was also measured/epoint Likert scale and included
sadness (Mean = 1.2, SD = 1.4), anger (Mean =SB2; 1.3), worry (Mean = 2.3, SD = 1.6),
and anxiety (Mean = 2.0, SD = 1.6). These datecatd that county emergency managers
experienced all feelings “Mildly,” as opposed todth\at All” as a rating of O would have
indicated (index Mean = 1.6, SD = 1.4). See Apjpeffor the distribution of ratings related to
personal severity of impacts and the affect haaréstd Table 12 for the central tendencies

related to personal hazard experience and thet dféeristic.
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Respondents who indicated their jurisdiction haglegienced their identified hazard were
asked to answer the same questions related toeinegurecency, severity of impacts, and
feelings pertaining to people in their jurisdictioData analysis revealed that people on average
experienced the identified hazard 167 times (SD4) @s far as the county emergency manager
was aware. Number of jurisdictional experiencegea from 1 to 1,000. Similar to county
emergency managers personally, people in thesdiations experienced the identified hazard
an average of 2 years prior to taking the survé&y£S3.6). Number of years since jurisdictional
experience ranged from 0 to 25 years. On aveagmty emergency managers indicated that
the severity of impacts experienced by people éir flarisdiction was a 3.3 (SD =1.3) ona 7-
point Likert scale, indicating a minor impact.

Table 12. Central tendencies for personal hazgodreence and the affect heuristic

N Mean Std. Skewness  Kurtosis
Deviation

# of times in your lifetime 155 69.3 218.2 5.6 36.9
# of years since you 154 2.1 3.8 3.4 13.2
personally experienced:
Severity of impacts 155 3.0 1.4 .06 -.17
experienced
Sadness 151 1.2 1.4 1.2 1.0
Anger 152 .82 1.3 1.6 2.1
Worry 154 2.3 1.6 .30 -.65
Anxiety 154 2.0 1.6 57 -.32
Personal Affect Heuristic 151 1.6 1.4 1.8 7.5

Index (# of items = 4)

People’s feelings about impacts were measureti@sdme 7-point Likert scale as
personal feelings, and analysis revealed the fatigwesults: sadness (Mean = 2.0, SD = 1.6),
anger (Mean = 2.0, SD = 1.6), worry (Mean = 3.0,SD6), and anxiety (Mean = 2.9, 1.6).

When the affect index for county emergency managersonally is compared to that of people
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in their jurisdiction, it is clear that county ergency managers believe people in their
jurisdiction feel more intensely about the evemintthey do personally (Index Mean = 2.5, SD =
1.5). County emergency managers indicated thadverage, the people in their jurisdiction
experienced each of the four feelings more intgnseld experienced more severe impacts than
himself/herself. A paired sample t-test revealatb#istically significant difference in the mean
values of these two indexa$l41) = -7.01, p = .000). See Appendix P for tistrdbution

related to jurisdictional severity of impacts ahd &affect heuristic and Table 13 for the central
tendencies related to jurisdictional hazard expegeand the affect heuristic.

Table 13. Central tendencies for jurisdictionaldrdzexperience and the affect heuristic

N Mean Std. Skewness  Kurtosis
Deviation

# times you are aware of 153 167.3 904.8 9.4 96.7
# of years since your 155 2.1 3.6 3.6 15.9
jurisdiction experienced
Severity of impacts 155 3.3 1.3 14 -.28
experienced by people in
your jurisdiction
Sadness 148 2.0 1.6 .56 -.49
Anger 147 2.0 1.6 .58 -0l
Worry 152 3.0 1.6 1.0 - 73
Anxiety 151 2.9 1.6 .08 - 73
Jurisdictional Affect 146 2.5 1.5 .39 -.36
Heuristic Index (# of
items = 4)

In sum, county emergency managers believe pepglesir jurisdiction feel more

intensely about hazard events than they do pergonal

I nformation

Respondents were asked to rate their extentiahcsd, trust, and perceived consistency

of a variety of information sources. The mosta@iupon information source was the National
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Weather Service (NWS) (Mean = 5.5, SD = .70) initéalil to being among the most accessed
(N = 156). The least relied-upon and least accesgetmation source was the Federal Bureau
of Investigation (FBI) N= 106, Mean = 2.3, SD = 2.1) indicating it was “nfiea” relied upon.
All information sources received a reliance ratigreater than 2. Therefore, county
emergency managers rely on a variety of different&es to varying degrees to get their
information.

Analysis of the index created for overall informat(Mean = 3.5, SD = .82) revealed
that respondents rely on the given information sesicloser to “Often” as opposed to “Not
Often,” as rating of 2 would have indicated. Téiggests that at least some of the time, county
emergency managers 1) rely on, 2) trust in, arqueBeive these information sources to be
consistent. The distribution tables for all thdémensions of information can be found in one
master table, in Appendix Q. A distinct pattemmeeged across the three characteristics of
information that were measured by the survey. mbst accessed information sources (e.g.,
NWS) were also more trusted, relied upon, and stersi, and vice-versa for the least accessed
information sources (e.g., Department of Statede Table 14 for the central tendencies related

to reliance on information.
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Table 14. Central Tendencies for reliance on mfatton

N Mean Std. Skewness  Kurtosis
Deviation

Rely on the National 156 55 .70 -1.2 A1
Weather Service
Rely on State Department of 147 4.3 1.5 -1.0 1.1
Emergency Management
Rely on internet 156 4.2 1.3 -.82 .34
Rely on television 155 4.0 1.1 -.38 .87
Rely on radio 156 3.7 1.3 -.58 .38
Rely on communication with 147 3.6 1.7 .28 -59
people in my social network
Rely on historical archives 151 3.5 1.5 -31 -14
Rely on the United States 120 3.5 2.0 -.45 -.99
Geological Survey
Rely on the Department of 124 3.4 2.0 -.52 -.93
Homeland Security
Rely on scholars/scientists 130 3.2 1.8 -34 -.82
Rely on newspapers 154 2.8 1.5 .05 -.32
Rely on State Fusion Centers 114 28 1.8 -07 -.98
Rely on the Department of 108 25 2.0 12 -1.3
State
Rely on the Federal Bureau 106 2.3 2.1 .35 -1.3
of Investigation
Overall Information Index (# 71 35 82 -.01 =22
of items = 45)

Respondents were asked to rate how much thegtrtisé information sources provided
on the same 7-point Likert scale with values ragdrom zero to six. Analysis revealed that the
most trusted and accessed information source veaWS (N = 156, Mean = 5.4, SD = .76),
indicating that county emergency managers trushN%S more than “Often.” Department of
State (DoS) received the lowest rating for truse@v = 3.1, SD = 2.0) and was also the second-
least accessed sourdé¢ £ 105) next to the FBIN = 102). All information sources received a
trust rating of greater than 3 (Closer to “Ofteném “Not Often,” as a rating of 2 would have

indicated) suggesting that county emergency masggace their trust, at least to some extent,
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in all of these information sources. See tabléot$he central tendencies related to trust of
information sources.

Table 15. Central tendencies for trust of inforigrasources

N Mean Std. Skewness Kurtosis
Deviation

Trust the National Weather 156 54 76 -1.1 A7
Service
Trust State Department of 147 4.4 1.4 -.99 1.4
Emergency Management
Trust The United States 118 4.1 1.7 -11 .49
Geological Survey
Trust local radio 153 4.0 1.1 -45 .55
Trust historical archives 151 3.9 1.4 -.69 .46
Trust television 156 3.9 1.1 -.29 .67
Trust the Department of 122 3.9 1.7 -.87 .05
Homeland Security
Trust internet 156 3.7 1.4 -.32 -.62
Trust State Fusion Centers 110 3.7 1.8 72 -.36
Trust scholars/scientists 125 3.7 1.5 -77 .16
Trust the Federal Bureau of 102 35 1.9 -55 -77
Investigation
Trust these communications 145 35 15 -.26 -.22
Trust newspapers 152 3.2 1.3 -.32 -.02
Trust the Department of State 105 3.1 2.0 -33 1.1
Overall Information Index (# 71 35 82 -.01 =22
of items = 45)

Respondents were also asked to rate the congysbétize information sources provided
on the same 7-point Likert scale. Analysis reveaery similar central tendencies to the trust
variable, with the NWS receiving the highest coresisy rating (Mean = 5.2, SD = .96).
Department of Sate (DoS) received the lowest ctersiy rating (Mean = 3.1, SD =1.9). All
information sources received a consistency ratirgreater than 3 indicating that all sources are
perceived to be consistent closer to “Often” asogen to “Not Often” as a rating of 2 would

have indicated. See Table 16 for the central tecids related to consistency of information.
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Table 16. Central tendencies for consistency fofrmation

N Mean Std. Skewness Kurtosis
Deviation

National Weather Serviceis 156 5.2 96 -1.4 2.4
consistent
State Department of 147 4.3 1.4 -73 54
Emergency Management is
consistent
United States Geological 119 4.1 1.7 11 54
Survey is consistent
Historical archives are 146 3.9 1.2 -.48 36
consistent
Local radio is consistent 153 3.9 1.2 -43 27
Television is consistent 155 3.8 1.1 -33 50
Department of Homeland 122 3.7 1.8 -61 -.49
Security is consistent
State Fusion Center is 110 3.7 1.8 -74 -32
consistent
Information from 123 3.6 1.5 -.68 15
scholars/scientists is consistent
Internet is consistent 156 35 1.5 -.29 -53
Federal Bureau of 101 3.4 2.0 -.46 -.88
Investigation is consistent
These communications are 144 3.3 1.6 -.06 -56
consistent
Newspaper is consistent 152 3.2 1.4 -.20 -.06
Department of State is 105 3.1 1.9 -.25 -1.0
consistent
Overall Information Index (# 71 3.5 82 -.01 -22
of items = 45)

County emergency managers were also asked abetiherra hazard analysis,
vulnerability analysis, and/or risk assessmenttedifor their county and how recently they
conducted each of them. The vast majority of casfaveconducted these assessments. In
fact, most of the counties represented in the shadye done all three. See table 17 for the

central tendencies related to the analysis/assessiag.
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Table 17. Central tendencies for analysis/assetStia¢a

N Mode Percent
...hazard analysis... 156 Yes (152) 97.4
...vulnerability analysis... 156 Yes (146) 93.6
...risk assessment... 156 Yes (146) 93.6

The survey question was intended to ask them legent their information was in an
effort to understand whether or not recent infororamattered. Of the counties that had
completed a hazard analysis, an average of 2.3 y88r= 1.9) passed since it had been
updated. Years since last update ranged fromlO tgears. Of the counties who had completed
a vulnerability analysis, it had been an average @fyears (SD = .25) since it had been updated.
Years since last update ranged from 0 to 12 ye@fghe counties who had completed a risk
assessment, it had been an average of 1.9 years (&) since it had been updated. Years since
last update ranged from 0 to 10 years. See TabferXfurther central tendencies related to
analysis/assessment data.

Table 18. Central tendencies for analysis/assegstia¢a continued

N Mean Std. Skewness  Kurtosis
Deviation
We have conducted/completed 152 2.3 1.9 1.1 1.2

a hazard analysis. Number of
years since conducted/updated:

We have conducted/updated a 146 2.4 21 1.5 3.4
vulnerability analysis. Number

of years since

conducted/updated:

We have conducted/updated a 146 22 1.8 1.3 2.0
risk assessment. Number of
years since conducted/updated:

All of these considerations were anchored in theey with respect to the hazard county

emergency managers perceived most likely to imibeset jurisdiction. It is likely of interest to

68



the reader what the most likely risk was. Likebdmf risks is addressed in the following

section of this chapter.

Likelihood of Risks

The first research question this study intendeahtwer was: what risks do county
emergency managers perceive to be the most liketyanifest in their jurisdiction? The survey
explored this question by asking respondents totifyethe single most likely hazard to impact
his or her jurisdiction by choosing from a listr@zards. Survey results showed that county
emergency managers perceive thunderstorms andihghto be the most likely hazard to impact
their jurisdiction (34%), followed by floods (30%@rnadoes (18%), and winter storms and
extreme cold (17%). Data analysis showed thattless one percent of respondents chose a
man-made hazard as opposed to a natural hazamsefby no respondents were the following
hazards: biological threats, cyber attack, drougatthquake, explosions, extreme heat,
hurricanes, landslides/debris flow, nuclear blesdjological dispersion device (dirty bomb),
tsunamis, and volcano. See Table 19 for the frecpuevith which respondents chose hazards as
the most likely to impact their jurisdiction, arftetrelated cumulative percentages of those

responses relative to the whole sample.
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Table 19. Frequencies and percentages of mosy lieedard

Frequency Percent Valid Cumulative

Percent Percent
Chemical Threats 1 .6 .6 .6
Floods 46 295 29.5 30.1
Thunderstorms and Lightning 53 34.0 34.0 64.1
Tornadoes 28 17.9 17.9 82.1
Wildfire 1 .6 .6 82.7
Winter Storms and Extreme 27 17.3 17.3 100.0
Cold
Total 156 100.0 100.0

After respondents chose the most likely hazaidchfmact their jurisdiction, they were
asked to rate the likelihood that the identifieddra would impact their jurisdiction using a 7-
point Likert scale with values ranging from zercst®. Analysis revealed that the average
likelihood rating was 5.44 (SD = .85) on a 7-pdiiktert scale, indicating that the majority of
county emergency managers believe their chosenrdhazant was closest to “Will Definitely
Occur,” as opposed to “Likely,” as a rating of 4ukdhave indicated.

It was deemed useful to utilize cross tabulationsxplore how hazard type co-varied
with likelihood of occurrence. Analysis revealéatt 101 out of 156 respondents assigned a
likelihood rating of 6 (will definitely occur) tdheir chosen type of hazard. See Table 20 for the

cross tabulation of chosen hazards and likelihatidgs.
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Table 20. Most likely hazard to impact jurisdictsocross tabulated with perceived likelihood of
occurrence

Likelihood
0 1 2 3 4 5 6 Total
Definitely Unlikely Likely Will
will not Definitely
occur Occur
Chemical Threats 0 0 0 0 1 0 0 1
Floods 0 0 1 0O 8 10 27 46
Thunderstorms 0 0 0 0 2 3 48 53
and Lightning
Tornadoes 0 0 0 2 10 9 7 28
Wildfire 0 0 0 0 1 0 0 1
Winter Storms and 0 0 0 0 3 5 19 27
Extreme Cold
Total 0 0 1 2 25 27 101 156

Given the range of data that was collected relademunty emergency managers as
people, as professionals, their county, and thericgptions related to risk, it was next of interest

to explore the relationships between these vaffacters and the risks they chose.

Conclusion

This chapter has presented the central tendeottbs variables involved in this study.
Analysis revealed that county emergency managdtsdrstudy vary greatly in terms of
individual demographics. County emergency managgmied incredibly in the extent to which
they were trained; nearly two thirds of them heltesemergency management certifications
while less than 30% held a professional emergerayagement certification. Interestingly,
county emergency managers believed people in jimgdiction had a more intense experience
due to the identified hazard than they did perdgndt appears that county emergency managers
access a diverse range of information sourcesriongaextents. Finally, the hazards identified

by county emergency managers to be the most likellyjpact their jurisdiction were presented.
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Chapter Five explains the results of correlatiting and regression, and evaluates the

appropriateness of the independent variables wstbt risk perception.

72



CHAPTER FIVE: CORRELATION TESTING AND REGRESSION
Chapter Five addresses the study’s second resgaestion by identifying the factors, if
any, that explain the risk perception of county Byjeacy managers. This research question was
answered by identifying the relationships betwdenihdependent variables and indexes and the

dependent variable through initial correlationitestaind, later, regression testing.

Factors Explaining Risk Perception
This research was intended to result in the canafumultiple regression analysis to
determine the factors that best predict the riskgq@ion of county emergency managers, but
prior to this step, statistical relationships bedwéhe independent variables and indexes and the
dependent variable were explored through correldagsting. Correlation testing was intended
to provide the researcher with a better understanal the variables that were tested in this

research, with the ultimate goal of producing aernmarsimonious model.

Independent Variables, Independent Variable I ndexes, and Risk Perception

A total of 23 independent variables and independanable indexes were assessed in
this research. Two types of correlation coeffitsamere used to examine the relationships
between the independent variables and the depewdeable. The relationship between interval
level independent variables and interval level msxand the dependent variable were tested
with Pearson’s (p< .05) and the relationship between the dependardable and nominal
independent variables were tested with one-way AR@yK .05).

Correlation testing evidenced significant relasioips between only five of the 23
independent variables and the dependent variabiskoperception. Included in this group of
five was the uncertainty index, years since juosdnal experience, the dread index, budget, and

personal hazard experience. Even though moseddtttistical relationships that exist are weak,
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it would appear from this data that as uncertaipégysonal hazard experience, and budget
increase, so too does the perceived likelihoodtezard manifesting as an event. Yet, the data
also demonstrate that as years since jurisdictiexgérience and dread decrease, the perceived
likelihood of a hazard manifesting as an eventdase, indicating a negative relationship. The
five strongest statistical relationships can bentbat the top of the correlation table, Table 21,
and the results of correlation testing for the rening variables are identified beneath. Two of
the significantly correlated variables narrowly reatwithin the 95% confidence interval used
for correlation testing in this study (times pem@ibnexperienced and budget yielded p-values of
.041 and .047, respectively), meaning the relalignbetween these two independent variables
and the dependent variable is less certain tharoftiae others. The relative power of
significantly correlated variables when testedanjanction with one another was unknown, and

led the researcher to regression.

Regression Results

Linear multiple regression was used to analyzelgpendent variable. This type of
regression does not require the researcher to iekependent variables into the multiple
regression equation in a specified order. Thuesfitle independent variables with a significant
relationship to the dependent variable in correfatesting were entered into the regression
equation (i.e., uncertainty index, years sincesglidgtion experienced dread index, times
personally experienced, and county emergency mamagiebudget). The first regression run
indicated that the five independent variables wignificant relationships to risk perception were
responsible for a combined total of 18.1% of theateon in county emergency managers’ risk

perception s 126)= 6.78, Adjusted R=.181, p = .000).
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Table 21. Correlations of independent variablgl wependent variable

Likelihood
Uncertainty Index Pearson Correlation 357
Sig. (1-tailed) .000
N 140
Years since Pearson Correlation -.182*
jurisdiction’s Sig. (1-tailed) .012
experience N 155
Dread Index Pearson Correlation -179*
Sig. (1-tailed) .013
N 155
Times personally Pearson Correlation .140*
experienced Sig. (1-tailed) .041
N 155
Budget Pearson Correlation 137
Sig. (1-tailed) .047
N 151
Years since personal Pearson Correlation -112
experience Sig. (1-tailed) .082
N 154
Personal severity of Pearson Correlation .007
impacts Sig. (1-tailed) 466
N 155
Times jurisdiction Pearson Correlation .099
experienced Sig. (1-tailed) 113
N 153
Jurisdiction severity Pearson Correlation .062
of impacts Sig. (1-tailed) 221
N 155
Population Pearson Correlation 113
Sig. (1-tailed) .082
N 155
Years of experience  Pearson Correlation -.057
Sig. (1-tailed) .240
N 156
Age Pearson Correlation -.128
Sig. (1-tailed) .056
N 156
Personal Affect Pearson Correlation -.093
Index Sig. (1-tailed) 129
N 151
Jurisdictional Affect Pearson Correlation -.109
Index Sig. (1-tailed) .094
N 146
Training Index Pearson Correlation .103
Sig. (1-tailed) 101
N 156
Information Index Pearson Correlation .081
Sig. (1-tailed) .252
N 71
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Table 21. Correlations of independent variableh wependent variable (continued)

Sex Degrees of Freedom 155
F 391
Sig. .815
Income above/below Degrees of Freedom 155
$50,000 F .837
Sig. .504
Education Degrees of Freedom 155
above/below F 1.33
bachelor’s Sig. .262
State Certification Degrees of Freedom 155
F 311
Sig. .870
Professional Degrees of Freedom 155
Certification F 1.63
Sig. A71
Race: white/non- Degrees of Freedom 155
white F 375
Sig. .826
Rent/Own Degrees of Freedom 155
F .303
Sig. .876

However, it was evident that two of the indepertid@miables (i.e., the uncertainty index
and years since jurisdictional experience) had eerpowerful influence on risk perception than
the rest of the variables in the regression modséd on their beta weights. Of all the results
produced by the model, these two variables helpndgrstand when risk perception increases
the most.

A second regression run was conducted in theast@f creating a more parsimonious
model. Only the variables with significant p-vadifeom the first regression run were entered in
the second regression run. The results indichigthe uncertainty index and years since
jurisdictional experience alone accounted for 15@%hme variation in county emergency
managers’ risk perceptiofr g, 136= 13.95, Adjusted R=.158, p =.000). See Table 22 for the

results from both regression runs.
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Table 22. Results from both regression runs

Regression Run 1

Independent Variables B Beta t P
Uncertainty Index 468 .346 4.46 .000
Years since jurisdictional  -.036 -.161 -1.98 .049
experience
Budget 3.940E-7 110 1.39 .168
Dread Index -.115 -.087 -1.07 .289
Times personally .000 .047 577 .565
experienced

Regression Run 2
Independent Variables B Beta t P
Uncertainty Index A47 .359 4.60 .000
Years since jurisdictional  -.046 -.204 -2.61 .010
experience

The researcher contends that the results frorfirtteegression run should be used as
the basis for interpreting this study’s results aadtribution to existing research. This rationale
is justified because the combined influence offibe variables accounted for more variance in

risk perception than the two most influential didree.

Conclusion
The results of statistical testing revealed thidy @ive of the 23 independent variables
and independent variable indexes had statistisadlyificant relationships with the dependent
variable. Regression testing and analysis denetesiithe variables that most powerfully
predict risk perception were the uncertainty indagl years since jurisdictional experience. The
amount of explained variance found was small, explg 18.1% of the variance in county
emergency managers’ risk perception. Chapterégdprets these findings and discusses their

significance with respect to the literature ancagsh questions for this study.
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CHAPTER SIX: DISCUSSION AND CONCLUSION

Given the concept’s complexity, understanding pekception was a lofty goal, not only
for this study, but also for past and future stadiBespite heightened interest and a growing
body of literature on the topic of risk perceptitimere is remarkably little consensus over what is
meant by the term. Not only is there a lack shared definition from researcher-to-researcher,
there has also been a failure to synthesize egissk perception literature simply because it
comes from different bodies of research. Risk @ation has been studied in psychology since
the late 1960s. This vein of research has prodooatkerous empirical studies and schools of
thought but has yielded widely varying percentagfesxplained variance of risk perception.
Similarly, natural hazards research has produaetiest that examine risk perception using
different but comparable frameworks. Very raredg lexisting research looked for explanatory
power outside of a given framework’s disciplinagubdaries. Additionally, the vast majority of
these previous studies were conducted on laypeaplepposed to experts or professionals.

The existing literature falls short in that it hast adequately explored the risk perception
of experts and the existing work to date seemadk $ome construct and face validity. It also
has not extended traditional variables in a probess sense to more holistically explore what
might influence expert risk perception uniquelyevidrtheless, the literature led the researcher to
expect a significant amount of variance would bel@red by operationalizing and testing the
factors it suggests are related to risk perceptldnfortunately, correlation testing revealed that
very few of the anticipated explanatory variablesansignificantly related to risk perception,
and, those that were, explained little variancéviddally or combined when used in regression

analysis. Moreover, due to operationalizationessthe value of the findings related to the
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study’s first research question—most likely ris&sihg jurisdictions—and second research
guestion—factors explaining risk perception—maydbbatable.

Chapter 6 is comprised of four sections. Theah#ection interprets the findings related
to factors explaining county emergency managesg’ perception in light of the existing
literature. The second section discusses operdization of key terms and implications for the
study’s findings. The third section addressesstgnificance of the results of this study.
Finally, the fourth section provides a conclusiond autlines suggestions for future research

drawn from this study.

Factors Explaining Risk Perception

The second research question asked what factplaiexounty emergency managers’
risk perception. Existing literature consistentigasured individual socioeconomic and
demographic characteristics (e.g., sex, age, incedgation, occupation, race/ethnicity, and
home ownership) and their influence on risk periceptsee for example: Kellens et al., 2013;
Lindell & Hwang, 2008; Peacock et al., 2005; Sisg& Gutscher, 2006). While the literature
made it clear that these variables would matteneof these traditional demographic variables
were found to be statistically related to risk ggtoon during correlation testing and were not
involved in regression testing.

This study extended the traditionally tested deraplic variables in a professional sense
(i.e., years of experience, emergency managemegtgmn budget, emergency management
certification, hours of training, and jurisdictipepulation) because of its focus on county
emergency managers as “experts.” Correlatiomigstidicated there was a weak, but
statistically significant, relationship between nbuemergency management budget and the

dependent variable. Thua| but one(i.e., county emergency management budget) of the
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traditional and extended demographic variables wespped from further testing and analysis.
Regression results revealed that county emergeacpgement budget was not significantly
influential to risk perception relative to otherriadoles in the model while the model as a whole
yielded some explanatory power.

The literature also led the researcher to expeelaionship between various aspects of
hazard experience and the dependent variablenumber of times personally experienced,
years since personal experience, personal sewdriypacts, and feelings about impacts).
Variables addressing impacts were compiled intggraal and jurisdictional “availability”
indexes in order to represent the availability istierbased on the literature (Kellens et al.,
2013; Siegrist & Gutscher, 2006). However, thealdes representing the availability heuristic
did not yield a reliable Cronbach’s Alpha. Alth¢uthe extent of influence on risk perception
was somewhat unclear, the literature stated thaitadoility heuristics like hazard exposure and
previous hazard experience had an influence orpeskeption (Burningham et al., 2008;
Kellens et al., 2013; Terpstra, 2011). Correlatesting indicated there was a weak, but
statistically significant, relationship between dmed of availability heuristic (i.e., number of
times personally experienced), and the dependeiabla. Therefore, number of times
personally experienced was used in the regressamieln Regression results revealed that
number of times personally experienced was notfsigntly influential to risk perception
relative to the other variables in the model while model as a whole yielded some explanatory
power. Variables addressing feelings about impaete compiled into personal and
jurisdictional “affect” indexes to represent théeat heuristic based on the literature (Kellens et
al., 2013; Terpstra, 2011). Correlation testingeeded that the affect indexes were not

significantly related to risk perception, and wdrepped from further testing and analysis.
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The professionally extended variables (e.g., nurobémes jurisdiction experienced,
years since jurisdiction’s experience, severitingbacts to the jurisdiction, and jurisdiction’s
feelings about impacts) also yielded one of the $eatistically significant relationships
identified in this study. Correlation testing indied there was a weak, but statistically
significant, relationship between another aspethefavailability heuristic, years since
jurisdiction’s experience, and the dependent végiali was the second strongest statistical
relationship between an independent variable aadlépendent variable. Therefore, years since
jurisdiction’s experience was used in the regressiodel. Regression results revealed that
years since jurisdiction’s experience was the seéeonast influential variable to risk perception
compared to the other variables in the model aljhdbe p-value associated with the variable in
the model was marginal at .049. Thus, two of thalability heuristic related independent
variables (number of times personally experiencetlygears since jurisdiction’s experience)
were run within the regression equation as staodeaindependent variables demonstrating
partial support for the literature.

Reliability, trust, and consistency were threeea$p of information sources identified in
the literature as being key influences on risk gption (Frewer et al., 1996; Lindell & Perry,
2012; Peters et al., 1997). The individual infotimavariables were highly intercorrelated and
were compiled into an overall information indexcluded in this information index were also
variables representing the recency with which glicisons had completed or updated a hazard
analysis, vulnerability analysis, and/or a riskesssnent. The analysis/assessment variables
served as this study’s professional extension@friformation variables that had been

previously explored in the literature with respectaypeople’s risk perception. The findings
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indicated there was not a statistically significeglationship between the information index and
the dependent variable, and it was therefore drbfmoen further testing and analysis.

Perhaps the most consistently tested explanatorghles in the risk perception literature
have been the notions of “dread” and “uncertainty/ork since 1978 has consistently tested the
influence of these two variables on risk perceptrooonjunction with one another (Burns et al.,
2012; Loewenstein et al., 2001; Slovic & Peterf@®lovic 1987). This study tested each of
these concepts as indexes made up of individuatmsions of the concept (i.e., multiple
independent variables). The variables making egtiead and uncertainty indexes were
extended logically in terms of how they appliegptmple in a county emergency manager’s
jurisdiction. These professional extensions becpantof the respective overall dread and
uncertainty indexes. It is worth reminding thedeathat reliability for both uncertainty and
dread was marginal, and there may be some deb&endether these indexes should have been
used given the fact they did not meet the .7 CronlsaAlpha threshold for reliability. The
researcher chose to use them because of the gjarfdimese variables in the literature, and, in
fact, both ended up being significantly relatedist& perception in correlation testing and
influential to risk perception in the regressiomatpon.

Variables in the dread index (i.e., personal adrdver risk, people in your jurisdiction’s
control over risk, catastrophic-chronic potentiatal consequences to you, and fatal
consequences to people in your jurisdiction) agsekew much dread county emergency
managers associated with the hazard they identieniost likely to impact their jurisdiction.
Correlation testing indicated there was a weak shatistically significant, relationship between

the dread index and the dependent variable andftrerthe dread index was used in the
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regression model. Regression results revealedithatl was not significantly influential to risk
perception relative to the other variables rurhim ¢quation.

Variables making up the uncertainty index (i.ergonal knowledge of risks, people in
your jurisdiction’s knowledge of risks, knowledgerisks by science, and newness of risk)
measured how uncontrollable respondents and paofteir jurisdiction’s perceived hazards to
be, and the uncertainty they associated with teasge hazards. Correlation testing indicated
there was a weak, but statistically significankatienship between the uncertainty index and the
dependent variable. It was the strongest stadigtatationship between any of the independent
variables and the dependent variable and was trerehtered in the regression equation.
Regression results revealed that uncertainty wasbst influential variable to risk perception
compared to the other variables in the modelppiears, as predicted by the literature, as
ambiguity associated with a hazard increases sddes the perception of risk for professionals
and laypeople alike.

The findings of correlation testing indicate thae out of 23 total independent variables
had a statistically significant relationship witbkr perception. An initial regression run revealed
that two of those five variables had the strongekience on risk perception (i.e., the
uncertainty index and years since jurisdictiongdezience), and a second regression run was
conducted using the same two variables. Even thoagy two independent variables were
significant relative to others in the model, whieayt were run alone 2.3% less of the variance
was explained than when the initial regressionwas conducted. Therefore, results from the
stronger model (i.e., the regression equation dinall 5 independent variables found to be

significantly related to risk perception during iation testing) were used.
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The results from this study lend support to therditure’s suggestion that uncertainty
about risk influences individual risk perceptiddowever, caution is warranted in this case. It
may be beneficial to take a step back and invastighat makes up an individual’s level of
uncertainty before it is tested against risk petioepagain. Existing literature led the researcher
to believe uncertainty would have a stronger besicelation with the dependent variable than it
did, and an even heavier beta weight within theaggjon model. Until a reliable uncertainty
variable index that has a strong relationship wgk perception is better defined and
consistently used, research testing the conceptaitinue to find that it explains wildly
varying amounts of the variance in in risk peroapti

An important aspect of the dread and uncertaimigxes having statistically significant
relationships with the dependent variable in thislg is that professionally extended variables
were included within the indexes (i.e., knowledgegbople in your jurisdiction, people in your
jurisdiction’s control over risks, and fatal congeqce to people in your jurisdiction). These
extended variables focused on the people in caemigrgency managers’ jurisdictionsrsus
only focusing on the individualswnknowledge and perceptions of fatal consequences to
themselves. It appears that the professional égpeaf people—what makes them
professional—matters in risk perception. Howetes,importance of the extended variables
goes beyond inclusion of the variables alone. &tiended variables matter because they were
found to be part of risk perception. Who peopkeand how they experience risk perception
personally are part of the concept, as is how #egythe world as professionals. This study’s
findings in this regard make a noteworthy contridauto existing risk perception research.

While these extended variables did not explainmgelamount of the variance, the results suggest
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they do, in fact, matter in the measurement of psiception and should be tested in future
research.

Ideally, emergency managers at all levels areidengag the abilities of people in their
jurisdiction before and during decision-making @eges, so this result is a reflection of the
professionalism of the individuals who participatedhis research. Additionally, without this
study’s attempt to extend variables logically imie of how they apply to a professional, this
result may not have existed, and therefore providieser justification for the extension of
traditional risk perception variables. The nexdtsa will address some of the explanations of
why certain factors may have been found to be Bogmitly related to risk perception in this

study while others were not.

Operationalization of Key Variables

As previously mentioned, the results of this gtddmonstrate that some of the extended
professional variables tested in this study mattéine measurement of risk perception. What
makes individuals uniquely professional is an int@atr aspect of risk perception that previous
literature has not investigated. Had this studyapeerationalized variables in this extended way,
the results herein would not have been identified.

This research also found explanatory variables fiiee literature that were related to risk
perception. Yet, these variables did not explaimach as the literature led the researcher to
expect, and, most of the variables the literatuggested would be related to risk perception
were not. The researcher spent considerable gffecting on why this was the case—
specifically, how this study operationalized keyiahles.

Many of the reasons for the results of this stondy have to do with specification and

operationalization issues. First, the literatusymot have provided the researcher with a
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comprehensive list of explanatory variables. Tomagosition of independent variables beyond
uncertainty and dread has also varied study toystlitiere has not been a consistent set of
independent variables being tested in each stuitiyuh, several studies have found similar
independent variables to be influential to riskgeg@tion. Moreover, operationalization of
independent variables has varied.

Second, because of the various ways in which bl@sahave been operationalized in
previous studies, there was no obvious way to dipei@ize some of the key variables in this
study. For example, where regression has been run inase e overall adjusted® Ralues
have varied greatly. Kleinhesselink & Rosa (199dte that studies testing uncertainty and
dread have accounted for a clear majority (meaaingverall adjusted %of greater than .50) of
the variance in risk perception, but then go orefmrt the results of their own study as
explaining 26% of the variation in risk perceptiolh.comparison of two seminal risk perception
studies (Fischhoff et al., 1978; Slovic et al., 3P&nd one more recent one (Wright et al., 2000),
provide us with overall adjusted® Ralues ranging from .26 to .77. It should be ddtet each
of these studies operationalized uncertainty aeddlim similar but different ways, yet they still
serve as an example of the wide range of variaxgkai@ed in risk perception studies.
Additionally, previous studies investigated riskqeption itself in different ways, such as
considering perceived benefit versus perceived risk adjustment factors, and mean ratings
across hazards (see for example: Fischhoff et@r.8; Slovic et al., 1985 Wright et al., 2000).

One similarity in the previous work that this studimicked was the use of indexes for
uncertainty and dread. Therefore, the variablesmgaup the uncertainty and dread indexes in
this study were adapted from a combination of gsithhat operationalized them in similar ways

(see for example: Burns et al., 2012; KleinheskdlirRosa, 1991; McCaffrey, 2004; Slovic,
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2010; Slovic et al., 1985; Wright et al., 2000)wihe addition of professionally extended
variables. While the uncertainty index proved ¢atfis study’s most influential variable on risk
perception, the dread index was not nearly asential when tested in conjunction with other
variables in the regression model. Both indexe®wely marginally reliable with the extended
variables included, but both were unreliable whHendxtended variables were removed.
Perhaps if this study had operationalized theseeguis in an even more detailed way, while still
containing the professionally extended variablebiwithe indexes, the results would have
accounted for more variation in risk perception.

Categorical variables (i.e., income, educatioocefethnicity) were re-coded into
dichotomous variables upon data collection. Catrah testing revealed thabneof these
variables had a statistically significant relatioipswith the dependent variable. Leaving these
variables in their original categories instead akmg them dichotomous may have provided a
more pure measurement of each given concept. iftkese variables were not re-coded as
dichotomous, statistical analysis would have stdppih correlation testing and regression
would not have been possible. A relationship mayehexisted with the dependent variable and
each categorical variable in isolation, but it wbbhlve been impossible to test them in
conjunction with other independent variables.

Third, an absolutely critical aspect of this stueys the way in which the dependent
variable was operationalized. As previously merg the literature has failed to truly define
risk perception, and there is no question that eerholistic conceptualization is needed.
Additionally, there has not been a consistent wiagperationalizing risk perception in broader
research. For example, disaster literature has lilssdihood as a proxy for risk perception

because it is easier to operationalize, while pshady presents respondents with lists of hazards
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to rate, which are then rated and complied intomraéings for each hazard. There appears to
be some consensus that risk perception includesn@ioation of likelihood and consequences
(Fischhoff et al., 1978; Rayner & Cantor, 1987;d&jy, 2004). Thus, the researcher explored
the creation of a dependent variable index thatiaoed likelihood with consequences, using the
dread and uncertainty indexes to represent consegse This step was undertaken because the
researcher felt that using only likelihood as aeeent variable was insufficient and may be
partially to blame for the low explanatory powertloé independent variables. Several reliability
analyses revealed that no combination of the thietded a reliable dependent variable index.
Likelihood combined with the uncertainty index yietl a Cronbach’s Alpha of only .468, which
was the strongest reliability score produced. &fwee, risk perception was operationalized, as
suggested in the original proposal for this stadjust likelihood, with no component of
consequences. This means that respondents waverarg survey questions while considering
a hazard that happens frequently, anta hazard that might have serious consequences that
could overwhelm the capacity of their jurisdictimnaddress on its own.

The researcher was interested in respondents icigatbe hazard that posed the greatest
risk, (i.e., one that would cause a very seriontv Instead, in keeping with the instructions
they were provided (i.e., Please identify the ssngbst likely hazard to impact your
jurisdiction), we can assume respondents pickedh@zard most likely to result in an impact of
anyextent in nature, not the most serious one theareber would have wanted them to choose.
Of note, the final wording of likelihood questioragvan attempt to fix the original wording (i.e.,
How likely is it that a hazard event will impactwgurisdiction?) and all of the subsequent
guestions were in the context of “a hazard evettbecame clear in discussions with the

researcher’s advisor and another member of thargdser's thesis committee that this wording
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was too vague and that county emergency managarseptions of uncertainty, risk, availability
and affect heuristics, etcetera were likely to v@@pending on the hazard, or risk, involved.
Thus, the wording had to be changed. It was @gteuo figure out how to direct/instruct
respondents in such a way that their survey regsoregjarding risk perception and all of the
independent variables would be anchored. Thiggteuwvas increased when the researcher
attempted to also direct/instruct respondents afm suway that they would make their choice
based on the nature of the event that would oceue & hazard of a given type to interact with
people, property, and the environment in theirsgidgtion. Ultimately, the decision was made to
provide respondents with a list of hazards fromahhb choose and follow their selection of that
hazard with a question about the likelihood obitsurrence. In retrospect, had the researcher
been able to direct respondents to select theardazithin the context of consequences,
respondents may not have chosen some of the l@gbhdncy, low consequence events (i.e.,
thunderstorms and lightning, winter storms andesxrg cold) with such frequency.
Additionally, if the researcher had removed thesguently occurring, low consequence events
from the list altogether, likelihood may have beemore sufficient proxy for risk perception.
Use of the word “disaster” may seem like an obsgiohoice to have avoided this
situation (e.g., Please identify the single haraaost likely to trigger a disaster in your
jurisdiction). Emergency management scholars aadtipioners know there are differences
among, but clear definitions for different typeshaizard events (e.g., emergency, disaster,
catastrophe) do not exist. Were there a definitowreach, the researcher could have used the
word “disaster” and defined it for respondents.t,Y.ecommon consensus backed definition of
disaster does not exist among scholars, rathee théntense debate (see for example: Albala-

Bertrand, 2000; Borkosheva, 2013; Cutter, 2005; bawsky, 1995; Jensen, 2010b; Jigyasu,
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2005). Debate revolves around whether disasterssnded or unintended (Dombrowsky,
2005), whether qualitative or quantitative factoratter more (Quarantelli, 2000), and the terms
used to describe events (e.g., emergency, disastastrophe) (Britton, 2005), and more.

The debate appears to be just as strong in peaasidt is in academia. It is the
practitioners—in this case, county emergency mamsage/ho have to interpret definitions,
circumstances, and information in order to develoategies, policies, and procedures (Britton,
2005). However, the field of emergency managenseas broad as the risks that face it
(Waugh, 2000), and therefore adds to the difficaftgefining disaster. For example, there have
been contrasting uses of the words “disaster” @atkstrophe” in federal policy documents (see
for example: the National Response Plan, 2004hesNational Response Framework, 2008)
(U.S. Department of Homeland Security, 2004; 200B)e Stafford Act (Federal Emergency
Management Agency, 2013), which dictates the caitler achieving a disaster status and how
thoroughly it will be administered, has changedigéinition of disaster over time (Rubin, 2012).

Bundy (2013) used the federal government’s Presi@eDisaster Declaration (PDD)
process as a threshold for establishing that aw@isaccurred in a given county. The author
states that use of the PDD may be an imperfect snefatietermining whether a disaster
occurred, but a request for federal assistancebgty and state governments would suggest that
an event of significant magnitude took place (p- 48undy (2013) found that receipt of a PDD
had little meaning in terms of defining a disaster fact, there is minimal clarity of what receipt
of PDD means because a county can receive a PDD thbkg have received relatively minimal
impacts.

Because of the lack of a universal definition aisaful government proxy for disaster,

the researcher was not able to give “disasterballthat would be equally meaningful to all who
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read it. The fear of confusing respondents detdiredesearcher from using a term that may not
have been equally understood, and the decisiogftaim from using the word “disaster” was
discussed a number of times with the researchdvisar and another member of the
supervisory committee for this study. In retrogptee researcher should not have allowed his
fear of confusing respondents to impact this studgtead, the word disaster should have been
used, followed by a definition that the researaspoused that would have at least anchored
what was meant by the term, and directed the resgdrio more “risky” (i.e., likelihood and
consequences) hazards. Future researchers shewl@ahor their conceptualization of risk

perception in terms of what they are investigating.

Overall Significance of the Findings for Risk Perception Resear ch

If researchers would like to see more explainetwae in risk perceptions, this study
has provided them with valuable lessons to infdmmrtfuture studies. In the researcher’s
opinion, the most important contribution this studgde to existing research was the notion of
extending traditional risk perception independeaariables to logically apply to the unit of
analysis—in this case, county emergency manadgawme of the extended variables were
contained in the dread and uncertainty indexesghvhoth had a significant statistical
relationship with risk perception. Future reseasicbuld continue to logically extend variables,
but must ensure the extended variables are trphgsentations of traditional variables.

This study showed that county emergency manageesa a wide assortment of
information sources to varying degrees. In ordestitain data about information, respondents
were asked to answer 42 Likert-scale questionsemnisvely. Data analysis later revealed that
the information variables were highly intercorrethtsuggesting they were various aspects of the

same concept. Therefore, the information variablere compiled into an index. This result
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suggests that, unlike previous research, reliangst, and consistency are three dimensions of a
single concept. Previous studies have lookedlianee, or trust, or consistency, or some
combination of them when it would have been moapriate to test all three.

This research suggests that, intuitively, coumtgyency managers believe the most
likely hazards to manifest in their jurisdictioreahose that happen most frequently. This
language was intended to anchor their choice;we gispondents a reference point from which
to identify a hazard given the ambiguity of therierpreviously discussed. The researcher failed
to make clear to the respondents that they wetbdose the hazard event that would cause a
disaster, or an event with significant consequenddsis, the hazards that respondents selected
from the list were not the ones the researchermast interested in studying the independent
variables’ power in relation to. Even so, it wél s2asonable to expect the independent
variables to have more explanatory power becaukewfthey were operationalized. For
example, because lightning is something that oceftes, it would seem that respondents would
not associate great deal of uncertainty or dredld tvi However, only half of the respondents
chose these dominant types of events. The otliech@se hazards more along the lines of what
the researcher hoped would cause more uncertadtgead.

Not all contributions to future research from teisdy stemmed from mistakes or
changes made on behalf of the researcher. AsrGR@61) notes, a cause of professional
frustration has been the failure of the risk comityufdominated by psychology and hazards and
disaster researchers) to integrate knowledge, #harmgh they have evolved along similar paths.
Thus, it was the researcher’s hope that by integyaimilar bodies of research from different

disciplines, a large portion of the variance wdokdexplained.
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Additionally, to the researcher’s knowledge, thas the first study to attempt to extend
traditional variables in a professional sense. Ftamd-alone extended variables (i.e., years
since jurisdiction’s experience and budget) weobuided within the regression model, and one
proved to be particularly influential to risk pept®n relative to the other variables in the
regression model (i.e., years since jurisdicti@xXperience). The uncertainty and dread
indexes—both of which made it to the regression ehedlso contained three extended
variables (i.e., known by people in your jurisdictj control by people in your jurisdiction, and
consequences likely to be fatal to people in yatsgliction). Given the limitations of this
study, an important component of how professiopalseive risk is influenced by factors that
make individuals uniquely professional as opposddypeople. Just as this study was built on
the foundation of existing risk perception liter&tuso too should future researchers seek to
compile a comprehensive list of explanatory vaealdoupled with an appropriate dependent
variable in an effort to explain as much of theiaace in risk perception as possible. Itis
unlikely that a single study will be able to actedtis immediately, but over time, with help
from past results and input from different diseip, a more robust explanation of risk

perception can be developed.

Conclusion
Risk perception is an extremely complex and nuaroacept that is difficult to measure.
An added complicating factor in this study is thel of an agreed upon conceptualization of risk
perception. Furthermore, there have been relgtiest empirical studies that investigate the
risk perception of experts or professionals asshigy does with county emergency managers.
Considering the long history of risk perceptionei@sh, the scarcity of empirical studies on

expert or professional risk perception upon whabuild, and the subsequent failure to provide

93



an overall understanding of the topic, the findingthis study are not surprising. Additionally,
the sophistication with which county emergency ngans think about risk may have been
overestimated. The fact that so few professioretlgnded variables yielded significant
relationships with risk perception suggests thdivikuals do not consider nearly as many
explanatory factors as the literature has idemwtifis important.

Psychology and natural hazards studies have beemvb chief contributors to risk
perception research. However, these two discipliakwng with others that have developed
parallel to them, have failed to synthesize themkledge. This study attempted to synthesize
risk perception research from different disciplia@s submit new explanatory variables
alongside traditional ones in an effort to underdteounty emergency managers’ risk
perception. While these new variables producedmahsuccess, there was enough evidence to
merit further refinement and testing in future eash.

Among the five independent variables with sigmifit correlations to risk perception
highlighted by this research were two that werdipaarly influential. This finding suggests, at
the very least, the risk perception of county erapoy managers is influenced by 1) their level
of uncertainty about risks and 2) years since fleisdiction’s most recent experience related to
a particular type of hazard. Unfortunately, theutes of this study did not yield enough
explained variance of risk perception to draw cosicins about why the risk perceptions of
county emergency managers vary even while it dovstiat their perceptions of risk do vary.
Recommendations for future research will now beuwdised.

First, existing explanatory variables are valuabid should be used in conjunction with
newly developed, logically extended variables dpeth the unit of analysis. If extended

variables are continually refined in future resbarcis conceivable that they could explain a
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greater percentage of the variance. Second,itvaditvariables should be tested and
operationalized in the same way existing literahasandin different ways that may make more
sense. Consistency in operationalization and nastioll allow comparisons of the different
methods to assess which yields a stronger statisgtationship, if any.

Third, it is imperative to be willing to go outsi@df one’s traditional disciplinary
limitations. The communication and intellectualide that has limited previous research needs
to be acknowledged and circumvented. The crossuiMéerature, methods, and concepts
among different disciplines is vital to the advameat of research. Fourth, the dependent
variable must be operationalized in a way that maense for the concept being measured. As
previously mentioned, effective operationalizatwaii require a full understanding of the
explanatory variables involved. Fifth, survey rstents should be tested for ease of
completion and cleanliness through a pre-evaluairooess. Future researchers should have a
general knowledge of their respondents and use ®eaas that would be commonly understood
among individuals asked to read them. Specifitruietions should be provided as to what each
guestion means, and what it is intended to measure.

Sixth, and perhaps the most important recommeor#tiat can be made for future
research, is the need to understand the partsebgferwhole. If a better understanding of a topic
as subjective and complex as risk perception ietgained, a better understanding of the
explanatory variables related to risk perceptian ékample: uncertainty and dread) must first be
developed. Until this more holistic conceptuali@atof risk perception is achieved, researchers

can expect to see the same results that leavdiiteryadvancement of knowledge.
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APPENDIX A: IRB APPROVAL LETTER

NDSU YORTH bakota
STATE UNIVERSITY

June 12, 2014
Jessica Jensen
Emecrgency )
428814 Minard Hall

Re:  IRB Cenification of Exempt Human Subjects Research:

Protocol #HS14293, “Understanding How County Managers Sce the World: Threat of Terror or Natural
Disaster™

Co-mvestigator(s) and research team: Jared Huibregtse

Certification Date: 6/12/14 Expiration Date: 6/11/17
Study site(s): varedfonline
Sponsor: nfa

The zbove refercnced human subjects research project has been centified as exempt (category # 2) in accondance
with federal regulations (Code of Federal Regulations, Title 45, Pant 46, Protection of Human Subjects). This
determination is based on the original protocol submission (received 6/11714).

Please also note the following:

[ If you wish to continue the rescarch afier the expiration, submit a request for recertification several weeks prior
to the expiration.

[ The study must be conducted as described in the approved protocol. Changes to this protocol must be
approved prior to imtiating, imless the changes are necessary to chiminate an immediate hazard to subjects.

[ Notify the IRB promptly of any adverse events, complaints. or unanticipated problems involving risks to
subjects or others related to this project.

[ Report any significant new findings that may affect the risks and benefils to the participants and the IRB.
Rescarch reconds may be subject to a random or directed audit at any time to venfy compliance with IRB
standand operating procedures.

Thank you for your cooperation with NDSU IRB procedures. Best wishes for a successful study.

y 2 Tekay e ey

Kristy Shirley =25

Kristy Shirley, CIP, Research Compliance Administrator

For more mformation regarding IRB Office submissions and gmdelines, please consult www ndsp.edn/irh. This

Institution has an approved FederalWide Assurance with the Department of Health and Human Services:
FWADOD02439.

INSTITUTIONAL REVIEW BOARD
NDSU Dept 2000 | PO Box 6050 | Farga ND SHIDE-8050 | FOLZILE09S | Fax AL ZI1LB0O8 | ndsdedufirn

Shigpng address Research 1 1735 KDSU Research Fark Dreva. Fargo ND SEROD

W . LI Ty
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APPENDIX B: PRE NOTICE EMAIL

North Dakota State University

Center for Disaster Studies and Emergency Managemen
Department 2351

P.O. Box 6050

Fargo, ND 58108-6050

(701) 231-5595

Dear Sir or Madam,

North Dakota State University’s Center for Disagardies and Emergency Management needs
your help for an exploratory study of the role @tdl agencies in disasters. You have been
selected for participation because of your rola asunty emergency manager.

In approximately a week’s time, you will receiveiaxitation email formally inviting you to
participate in our survey. The invitation emaillwiclude the survey URL and the timeframe
allotted for survey completion.

The survey will represent an opportunity for yowctmtribute to a better understanding of the
way county emergency managers understand natwratdsand terrorist threats. This study
will also attempt to set the foundation for futuesearch on the connection between risk
perception and the behaviors that follow.

Should you have any questions, fell free to contaety phone at 507-215-0390 or email at
jared.huibregtse@my.ndsu.ed¥ou may also contact Dr. Jessica Jensen, wassisting with
this project, by phone at 701 219-4293.

Thank you in advance for your participation in tresearch project.

Best regards,

Jared Huibregtse
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APPENDIX C: PRE-NOTICE POST-CARD

NDSU &f

Date: July 7tH", 2014

From: North Dakota State University Center for Disaster
Studies and Emergency Management

Purpose: | am writing in advance to inform you that a feayd
from now you will receive an email invitation toroplete a
survey for an important research project being ootetl by
North Dakota State University.

What it is About: It concerns the way county emergency
managers understand natural hazards and tertumsits.

Usefulness of Survey: This study intends to address the lack of
research on county emergency managers’ percefomsether
natural hazards or terrorist threats constitutegtieatest threat to
their jurisdiction by asking you what you think.

Thank you in advance for your time spent in revahis
request and the time you will spend completing shiwvey.
-Jared Huibregtse

jared.huibregtse@my.ndsu.edu

(507) 215-0390
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APPENDIX D: INVITATION EMAIL

North Dakota State University

Center for Disaster Studies and Emergency Managemen
Department 2351

P.O. Box 6050

Fargo, ND 58108-6050

(701) 231-5595

Dear Sir or Madam,

North Dakota State University’s Center for Disagardies and Emergency Management needs
your help for an exploratory study of the role @tdl agencies in disasters. You have been
selected for participation because of your rolarasounty emergency manager in your local
jurisdiction.

To date, there has been limited research on theswjgrts or professionals understand risk, and
none specifically on county emergency managerss Sthdy intends to address the lack of
research on county emergency managers and thedadivevel factors that influence their
understanding of natural hazards and terroristtiriey asking you—someone we believe has
relevant, personal and professional experience digasters—what you think.

| am eager to learn about which types of hazardtswou perceive are most likely to manifest
in your jurisdiction, and what individual factorsfluence that perception. | hope that you will
take some time to complete a survey about how gocepve risk as a county emergency
manager. If you are able and willing, please fwlthe survey link to learn more about this study
and begin the surventtps://www.surveymonkey.com/s/ TERRORISMorNATURALFASTER

It is expected that it will take approximately 2@hoites to complete the survey. Should you
need to exit the survey prior to completing it, ya@n return to your survey from the same
computer any time prior to August,53014 to finish by following the link above.

Your participation in this survey and your survegponses will be kept confidential; your
participation is voluntary; and, you may choosetogtarticipate in the study anytime. Please
feel free to contact me gred.huibregtse @my.ndsu.edu(507) 215-0390. You may also
contact Dr. Jessica Jensen, if you have any qumsséitia.jensen@ndsu.edur (701) 231-5762.
Thank you in advance for your participation in tresearch project.

Best Regards,

Jared Huibregtse
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APPENDIX E: INFORMATION SHEET AND SURVEY

1. STUDY INFORMATION SHEET AND CONSENT TO PARTICIPATE

DIRECTIZNS: Please review the following information sheet. You will be directed to the survey after you
indicate your willingness to participate at the bottom of this page.

Rasearch Study

You are being invited to participate in an exploratory research project entitled “Understanding How
Emergency Management Professionals See the World: Threat of Terror or Natural Disaster.,™ This study is
being conducted by Jared Huibregtse from the Center for Disaster Studies and Emergency Management at
Morth Dakota State University, Department 2351, P.0. Box 6050, Fargo, HD 58108-6050, {T01) 231-5585,

Purpose of Study

The purpose of this research is to explore the individual factors that influence emergency management
professionals to perceive the likelinood of different types of hazard events to manifest in their local
jurisdiction.

Basis for Participant Selection
You are being invited to participate in this research project because of your position as an emergency
management professional in your region.

Expianation of Procedures
Should you choose to participate, you may exit the survey prior to completing it and you can return to your
survey from the same computer any time prior to August 15, 2014 to finish by following the survey link.

Paotential Risks and Discomforts
There should be no potential discomfort or physical, soecial, psychological, legal, or economic risk to you due
to your participation in this study.

Paotential Benefits
There is little empirical research on the risk perceptions of emergency management professionals. This
research intends to address this gap in knowledge.

Your participation in this project will help provide a better understanding of the extent to which the risk
perceptions of emergency management professionals vary and why. This study will also attempt to set the
foundation for future research on the connection between risk perception and subsequent behavior.

Assurance of Confidentiality

If you choose to participate in this study, you are guaranteed confidentiality. Your survey and the responses
you provide in the survey will not be accessible to anyone but the researchers, and once your survey is no
lenger relewant to this research project it will be destroyed. Analysis will occur across the data, not at an
individual level. No identifying information will be included in the final reporting of the results.

Violuniary Participation and Withdrawal from the Stwdy

Your participation is voluntary and you may guite at any time. Your decision whether or not to participate will
not affect your present or future relationship with Morth Dakota State university or any other benefits to which
you are otherwise entitled. If you decide to participate, you are free to withdraw your consent and to
discontinue participation at any time.

Cffer to Answer Questions

You should feel free to ask gquestions now or at any time. If you have any questions, you can contact me,

Jared Huibregtse, at (507) 215-03%0 or jared.huibregtsedmy.ndsu.edu or Dr. Jessica Jensen, at (701)231-5886 or
jajensenEndsu. edu. If you have any questions about the rights of human research participants, or wish to
report a research-related oroblem. contact the HDSU Institutional Research Board (IRB} OFice at B55-800-6717
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or by email at ndsu.irb&ndsu.edu.

* | have read the above information sheet and consent to participate in this study.

O ves
O) e
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2. Most Likely Hazard

*please identify the single most likely natural hazard to impact your jurisdiction.

O Biglcgical Threals
O Charmcal Theeals

O Finads

O HurT Carss

O Lardahgaaidabng Mo

O Hischaar Blast

O Radiohgiesl Dsporsan Revdce [Diny Bomb]

O Thundergtarms. and Lighlneng

D Tamadons
() Taumarms
() veteara
(0 wiittre

O Wintar Stoerms and Extrerne Coid

O Orther (pleass soocify)

*¥Indicate the extent to which you believe an event related to this hazard will occur in your
jurisdiction in the next five years.

Dedinitely Wil
Wi Hal Deliriely Do ot Mot
Occur Uridkesy Lty Dot Know  Apalicabie

Likeiihood (5 f_]:I é é é é (5 (?:' é
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3. Answer the following questions with the most likely hazard in mind.

* Indicate the level of precision te which you believe the risk associated with this type of
hazard is known.

it Krcram

Baraly Soempwhat Enown Cia Mot et}
at Al

Hraeti LR Pracisly Braire Applitable

= O O O O
o

O O O O O
———— G T & T © O O O O O
- W B R B e (@ %

o 0O
* Indicate the extent to which you believe this type of hazard is a new risk.

Sertawial D Mt L]
ey Oad Cild Py Yooy Mew B Applicabie
T A

0 1 ] 3 4 8 é

mnwmenes () O O O O O O O O
¥ Indicate the extent to which you believe the following people can avoid death related to
this type of hazard by virtue of the actions they take.

Sorngwhal D Wt ]
wary Likaly
Imoassiblo Uriikaly Likaky sy Applicable

O O 0 O O 0 0 O O
Poopie in your |urisdictian & O @) ) ) ¢ 2] £ D

* Indicate the extent to which you believe the following conseguences associated with
this type of hazard are likely.

s & O O O 6 O O 6 O
oaraze O O O O O O O O O
Spovmin & @ NS S 8RS 8/ U@ 8N e S 8
cemmaemaviote- () (3 0D @ ) @ O QO D)

1okl to peooen in your
saradictian

* Have you ever personally experienced an event related to this type of hazard?

() ves
@1
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4. Continue to answer the following questions with the most likely hazar...

How many times have you experienced an event related to this type of hazard?

A of b in your Dietime | |

When did you most recently experience an event related to this type of hazard?

8 of vears since you porsonally exporknood: | |

With respect to your most recent experience with an event related to this type of hazard,
how severe were the impacts experienced?

Very Sovome
Mingr Sgailicart Ca Kot Perd
W Impact Impact
et LTS = 8 B Applicabis

Savaity of smgncin G é é é é é O é {5

AxDorsencos

Indicate the intensity with which you personally experienced the following feelings related
to your most recent experience with an event related to this type of hazard.

S o 0 0O O 0 O 0O 0 O
snger o 0 0 0 0 O O O O
W c 0O 0 O 0 O Q@ 0O O
ity o 0 o 0o 0 0 O 0o O
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5. Continue to answer the following questions with the most likely hazar...

* As far as you are aware, has the jurisdiction you serve ever experienced an event
related to this type of hazard?

O
O
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6. Continue to answer the following questions with the most likely hazar...

As far as you are aware, how many times has your jurisdiction experienced an event
related to this type of hazard?

B il e ara Bwiate ol | |

When did the jurisdiction you serve most recently experience an event related to this type
of hazard?

B ol years alnee yeur jursdiclion eepeciancedg | |

With respect to your jurisdiction’s most recent experience with an event related to this
type of hazard, how severe were the impacts experienced?

Wy Sevene
. Minis Signilicand o G st Kt
M lififaat g
Impact Impesct L Appilicabie

L 1 2 3 4 ] e 7 B
Sarvanly of shpacts O D O D O O D D D
oxporigncod by beopsa in
wat pafiadiction

Indicate the intensity with which you perceive the people in your jurisdiction to have
experienced the following feelings related to your most recent experience with an event
related to this type of hazard.

S o Q0 g O Q0 0 o9 O
Anger O 0O 0O 0O 0 0O 0 0 0O
ol GE @ 8 S IR IS 6 B
sy Q © 0 O 0 Q o 0 0
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1. Continue to answer the following questions with the most likely hazar...

Indicate your ratings regarding the exent to which you first, rely on, second, trust, and,
third, perceive as consistent the following sources of information about this type of hazard,

D Al

#F
=

Peard Ciftee:

3
]

OO0000 OO0 OOOOOOOOOOOOO0O0-
CO000C0O OO0 OOOOO0O0O0O0OOO0OO00O0 -
OC0O000 OO0 OCOOOOO0OO0O0O0O0O0O0 -~
010/0/0/0NCI[ONG[00/0/0600/0/00/0/0/60.008
OO000 OO0 OOOOOOOOOOOOOO00O -1
QO000 OO0 COOOOOOOO00O0000O00-
OO000 OCO OOCOOCOOO0O0000O0O0-

i
=5
=
i
g

CO0CO00O OO0 OOOOOOO0OOLOO000O00 -
OCO0C00O OO0 OOOOOO0COO0OO0OO0O0O0

]

Holy o HESTORIGAL ARCHIVES

Truwd hilkderical archives

| ariFinm nd lias i soeisalani
Holy cn RADID
Trust locai radic
Local radi infamestion i canaisieni
Ruly oo TELEVISIGN
Trust ielevizan
Tedwi gean informaatian Is conaistani
Ruly o NEWSPFAPERS
Trust rewspapors
Nowspaper information s consizent
Ruly oo INTERHET

Tritd ihilgrnal

Rply ur FEDERAL BRUREAL OF
INVESTIGATION (FBI}

Trast FAI
FHI Indorration is condatem

Rply vr DEPARTMENT OF HOMEL KD
BECURITY |DHS)

Trasl DHS

DHE infertmadon B enraigiont

Holy on DEPARTMENT OF STATE |Da3)
Trast Do

DaS informatan m comsaian
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8. Continue to answer the following questions with the most likely hazar...

Indicate the exent to which you rely on, trust, and perceive as consistent the fellowing
sources of information about this type of hazard,

Pl Tl

= T
qgg
&

o
g

Holy on STATE FUtSION CENTER [5FC)
Tl GFRC
SFC wlamastion ik consdaleng

Haly or STATE DEPARTMEMT OF
EMERGENCY MANAGEMENY (SDEM)

Truwt SOEM
SNEM infarmatan i consalen

Holy ocr MATIOHAL WEATHER SERVICE
W)

Trust W¥s
MNWE infprmation ig-congistand

Hely on UNITED STATES GEOLOGICAL
SURVEY [USGS)

Trust USES
LSGS mblarmalion i cons il

Holy cr COMMUNICATION WITH PEQPLE
IH MY SOCIAL HETWORK

Trusl thore communicaolions
Ihizse communications are coraisient
Ruly vr SOHOLARSSCIENTISTS

Trust sohoinraisnentisis

OCO0000 OO0 OO0 OO0 OOO00-§
OCO000C0O OO0 OO0 00O 0000+
0000 QOO 00O OO0 OO0 -
QOO0 QOO OO0 00O 0000«
00000 OO0 OO0 OO0 0000
00000 QOO OO0 000 0000«
CO000 000 000 OO0 OO00-i
O0000 QOO0 OO0 OO0 0000
0000 OO0 00O OO0 0OO000-;¢

infarmaton Thorn eeicd arsiassiniE ik
oo tetom
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* What is the total population of your jurisdiction?

| E

* What is the total budget for your emergency management program?

* How recently did your county conduct/update a hazard analysis?

O W havn redl sondatied 6 hasand analyss

O Wi s syl lated a | analyea. Nurmber of paars since covclucaiiasdaling

* How recently did your county conduct/update a vulnerability analysis?

O ‘W hve ol coeducied a uulnmblny anaEyals

O W have conductediupdated o vulnerabdily anatysis. Mumisr o poars sinco conouniadupciaiog.

How recently did your county conduct/update a risk assessment?

O W hing not conducied o risk aszessmaonl.

O W& hove conduciodrupcated o rsk assessment. Numder of poors sincg condociodiundolag
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10. Individual Demographic Information

* How many years of experience do you have as a county emergency manager?

Wears ol ciperienco |_ J
* How old are you?
L] | . |

* please identify your sex.

O 525, 00:0-540, 200

() ssoi000574, 5
O Wors than 575, 000

* please identify the highest level of education you have completed.
O Lass than Mgk sohod
O Reguiar high schoal diplorsa or GED

O =ame collego

O ASEOCANS CoyTe

O Bachalor's dogroa

O WMuptats chagton

() Protessioral dagran beyond & tachalar's degrae
Q Docioes! degres

*po you hold the following types of emergency management certification?

Yos 2t
Bare smeigancy marmgemen] canificaticn 0 G
Prodaptngl organizalion emengansy manapaman] samdestian E) O
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* |dentify the total number of hours of training you have had related to the following areas.
Exsting hazards and horw they wock | |

Conducting & hazord arsysis

Conducting a vulnetaieliby analysis | |
Comducting o nsx assossmert | |

* please identify the option that best describes your race/ethnicity.
Q Binck, Adrican American, or Megmno

O Hispanic, Lating, of Sparlsh Qg

O Wi

D Arnpress Indlarn of Alasks Maliva

() onw: (piaass soesty)

* Do you own or rent your place of residence?
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11. WHY NATURAL OR TERROR

You indicated that a natural disaster or act of terror was the greatest risk to the jurisdiction

you serve. Use the space provided to describe why you chose one or the other.
=
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Thank ywou for your time and participation in this sureey.

Please identify the county you serve as an emergency manager so that we do not send
you further reminders regarding the opportunity to participate in this study. The county
name you provide will not be used in any reports related to the data gathered through this

SUTVey.
I I
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APPENDIX F: REMINDER EMAIL

North Dakota State University

Center for Disaster Studies and Emergency Managemen
Dept. 2351

P.O. Box 6050

Fargo, ND 58108-6050

Dear Sir or Madam,

Approximately a week ago, a formal invitation tatpapate in a study on the way county
emergency managers understand natural hazardemodst threats was sent to you along with
a link to the survey. To the best of our knowledgrir survey has not yet been completed.

This survey represents an opportunity for you tp lpeovide a better understanding whether
county emergency managers perceive natural hanatdsrorist threats as the greatest threat to
their jurisdiction by asking you what you thinkh@ results of this survey will benefit students
and faculty in emergency management higher edutasovell as county emergency managers
across the United States. Please do not allowltherce to share your experience to pass. You
can complete the survey now at:

https://www.surveymonkey.com/s/ TERRORISMorNATURALFASTER

The survey should take about 20 minutes to completieyou can stop and return the survey any
time before August % 2014 from the computer on which you started theesy.

Should you have just completed the survey, thankfgoyour contribution to the emergency
management community’s knowledge about the waytgoemergency managers understand
natural hazards and terrorist threats. If you leawequestions, feel free to contact Jared
Huibregtse at (507)-215-0390 or emaijatd.huibregtse@my.ndsu.ed¥ou may also contact
Dr. Jessica Jensen by phone at (701) 219-4293 emiayl atja.jensen@ndsu.edu

Best Regards,

Jared Huibregtse
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APPENDIX G: REMINDER POST-CARD

NDSU SR RVERS T

Date: July 18", 2014

From: North Dakota State University Center for Disaster
Studies and Emergency Management

Purpose: Approximately a week ago, a formal invitation to
participate in a study on the way county emergenaypagers
understand natural hazards and terrorist threatsseat to you
along with a link to the survey. To the best of kmowledge,
your survey has not yet been completed.

What it is About: This survey represents an opportunity for yqu
to help provide a better understanding of whetla¢unal hazards
or terrorist threats constitute the greatest siaur jurisdiction
by asking you what you think.

Usefulness of Survey: The results of this survey will benefit
students and faculty in emergency management hagharation
as well as county emergency managers across thedsiates.

Thank you in advance for your time spent in reviadhis
request and the time you will spend completing shisey.

-Jared Huibregtse
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APPENDIX H: FINAL REMINDER EMAIL

North Dakota State University

Center for Disaster Studies and Emergency Managemen
Dept. 2351

P.O. Box 6050

Fargo, ND 58108-6050

Dear Sir or Madam,

Approximately a week ago, a formal invitation tatpapate in a study on the way county
emergency managers perceive natural hazards andgethreats was sent to you along with a
link to the survey. To the best of our knowledgmyr survey has not yet been completed.

Your participation in the survey is needed to eaghat survey results meet the scientific
standards for research. Thus, if you have the tor@®mplete the survey, we would be most
grateful.

| hope that you will take this opportunity to paipiate in this research endeavor by completing
the survey athttps://www.surveymonkey.com/s/ TERRORISMorNATURALFASTER

Should you have just completed the survey, thankfgoyour contribution to the emergency
management community’s knowledge of how county gercy managers perceive risk.

Should you have any questions, fell free to comaety phone at 507-215-0390 or email at
jared.huibregtse@my.ndsu.eddou may also contact Dr. Jessica Jensen, wassisting with
this project, by phone at (701) 219-4293 or by é@iga.jensen@ndsu.edu

Thank you in advance for your participation in tresearch project.

Sincerely,

Jared Huibregtse
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APPENDIX I: STEPS LEADING UP TO MULTIPLE REGRESSION

Defining Variables
e Variables were defined along the following paramrsete
o Name- names were provided for each variable
0 Label- labels were questions that appeared onuitve g
o0 Values- labels were defined that correspondedtaicenumerical values (e.g., 0
for male and 1 for female)
0 Missing- missing values were set where approp(atg, 7 = Do Not Know, 8 =
Not Applicable)
0 Measure- defined the scale of measurement thathesacterizes the variable
(nominal, ordinal, or interval)

Entering Data
e Survey Monkey Data was downloaded into and SPS&afpheet

Skip Pattern
e Where there is was a skip pattern built into thwey the value of zero was inserted in order
to make completed surveys appear so within SPSS

Descriptive Statistics
e |dentify central tendencies of independent and déget variables using descriptive statistics
as appropriate given the level of measurement
0 Includes:
» Frequency distributions (histogram and/or table)
Mean
Median
Mode
Minimum/Maximum/Range
Standard Deviation
Skewness/kurtosis

Check Reliability of Variable Indexes
e Ensure all items are measured on the same scale
e Reverse code variables if necessary
e Reliability checks include:
o Chronbach’s Alpha
0 This step helps to ensure goodness of fit betwieelata and the assumptions for
regression
o If an outlier causes a significant skew, that entwill be dropped if it violates
assumptions for regression

Creating Variable Indexes
e Necessary for variables that require multiple syiyeestions (e.g., dread, uncertainty, and
feelings)
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e Must be done for both personal and professional lev
e Recoded into dichotomous variables as necessa&y {ewhite, 2=non-white)
o0 This includes:
= Dread
= Uncertainty
= Feelings related to hazard impact
e Personal and jurisdictional
= Information sources as a whole
= Reliability, Trust, and Consistency separately
= |nformation sources separately

Multicollinearity
e Multicollinearity means that multiple independeatiables are highly correlated with one
another. A high level of multicollinearity makedifficult to determine the relationship
between 1V1 and DV when controlling for IV2, andeiversa.
o It might make sense to combine these two comporsnt®nducting a principle
component analysis

One-way Correlation Testing

e Pearson Correlation Coefficiem (

e One-Way Analysis of Variance (ANOVA)
e CramersV

Regression
e Linear

What to look for after Regression is run
e R
o Ranges in value from 0-1. A value of 1 meanstiatVs perfectly predict the DV. A
value of 0 means there is no relationship betwken\{s and DV.
e R

o Computed by squaring (R?). For example, af? of .25 for a block of IVs means that
25% of the variance of the DV can be accountedbyats relationship with that block.
= R’ may be higher if a certain variable is dropped
i I:Qzadj

o AdjustedR? accounts for the increased effect IVs have orDitién a small sample.

This will be particularly important to pay attemnti¢o in this study
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APPENDIX J: MULTICOLLINEARITY TABLE USING PEARSON ORRELATION FOR

INTERVAL TO INTERVAL INDEPENDENT VARIABLES
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APPENDIX K: MULTICOLLINEARITY TABLE USING ONE-WAY ANOVA FOR

NOMINAL TO INTERVAL INDEPENDENT VARIABLES
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APPENDIX L: MULTICOLLINEARITY TABLE USING CRAMER’SV FOR NOMINAL TO

NOMINAL INDEPENDENT VARIABLES
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APPENDIX M: DISTRIBUTION FOR UNCERTAINTY
Statement 1 2 3 4 5 6
...known by you... 0 .6 0O 90 417481 O 0
...known by people in your 6 32 45 391346 179 O 0
jurisdiction...
...known by scientists... 0 0 19 103276 500 7.7 1.9
...extent to which hazard is new... 0O 13 45 23777 622 0 .6
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APPENDIX N: DISTRIBUTION FOR DREAD

Statement 0 1 2 3 4 5 6 7
...controlled by you... 0 0 1.3 0 26 45 9170 0
...controlled by people in your 0 0 1.3 19 16.717.3 628 O 0
jurisdiction...

...kill large numbers of people... 45 179 519 147 96 1.3 0 0
...consistently kill people over 7.1 179 385 135 160 38 32 O
time...

...consequences likely to be fatal 4.5 25.6 545 7.7 45 2.6 0 .6

to you...

...consequences likely to be fatal .6 9.6 32.7 23.7 21.8 90 26 O 0

to people in your jurisdiction...
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APPENDIX O: DISTRIBUTION FOR PERSONAL SEVERITY OMPACTS AND THE

AFFECT HEURISTIC

Statement 0 1 2 3 4 5 6 8
...how severe were the impacts 3.8 5.8 30.119.2 30.1 51 5.1 0
experienced...
...you personally experienced 42.3 179 218 64 51 19 13 1.3
sadness...
...you personally experienced 58.3 17.3 103 7.1 19 26 0 .6
anger...
...you personally experienced 17.3 13,5 295 135 16.0 64 26 0
worry...
...you personally experienced 23.7 154 288 135 9.0 58 26 0

anxiety...
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APPENDIX P: DISTRIBUTION FOR JURISDICTIONAL SEVERM OF IMPACTS AND

THE AFFECT HEURISTIC

Statement 0 1 2 3 4 5 7
...how severe were the impacts 1.3 2.6 27.6205 327 83 64 O 0
experienced...
...people in your jurisdiction 186 224 21.2 115 141 38 32 38 13
experienced sadness...
...people in your jurisdiction 186 21.2 23.7 103 115 64 26 45 13
experienced anger...
...people in your jurisdiction 6.4 109 256 141 23.7 83 83 19 6
experienced worry...
...people in your jurisdiction 58 14.1 205 19.2 21.2 96 64 26 .6

experienced anxiety...
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APPENDIX Q: DISTRIBUTION FOR INFORMATION

Statement 0 1 2 3 4 5 6 8
...rely on historical archives... 38 45 141212 314 115 10313 1.9
...trust historical archives... 1.9 38 7.7 147359 218 109 1.3 1.9
...historical archive information is .6 3.2 7.7 16.737.2 186 96 45 19
consistent...
...rely on radio... 19 38 128122 455 154 83 O 0
...trust local radio... 3.2 51 16.044.2 205 90 .6 1.3
...local radio information is 0 38 7.1 16.742.3 199 83 13 6
consistent...
...rely on television... .6 6 7.7 17.346.8 192 7.7 O 0
...trust television... .6 1.3 7.1 250417 179 64 O 0
...television information is .6 19 9.0 224417 173 64 O 0
consistent...
...rely on newspapers... 71 7.1 308179 256 58 45 13 O
...trust newspapers... 32 96 128288 314 7.7 38 O 2.6
...newspaper information is 32 96 115308 288 7.7 58 O 2.6
consistent...
...rely on internet... 13 19 1227.7 295 327 1470 0
...trust internet... .6 45 179 141 308 231 90 O 0
...internet information is 26 5.1 19.219.2 250 212 7.7 O 0
consistent...
...rely on FBI... 218 64 109 45 10964 7.1 13 3038
...trust FBI... 96 26 6.4 6.4 19.210.3 109 1.3 333
...FBI information is consistent... 96 26 7.7 7.1 16.710.3 109 19 33.3
...rely on DHS... 122 38 83 83 179179 1090 20.5
...trust DHS... 6.4 26 51 10919.2 205 1350 21.8
...DHS information is consistent...6.4 45 7.1 122179 16.7 1350 21.8
...rely on DoS... 186 58 96 83 12877 64 13 28.8
...trust DoS... 115 45 64 109147 115 7.7 13 314
...DoS information is consistent...10.9 45 7.7 115147 96 83 13 314
...rely on SFC... 115 7.1 135 109 173 7.7 51 51 212
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...trust SFC... 64 38 64 7.1 20516.0 10.3 58 23.7
...SFC information is consistent...6.4 3.8 7.1 5.1 21816.0 10.3 6.4 231
...rely on SDEM... 38 1.3 51 10.330.1 224 21.2 .6 4.5
...trust SDEM... 26 13 26 135288 23.7 218 .6 51
...SDEM information is 26 13 51 16.026.3 224 205 .6 51
consistent...

...rely on NWS... 0 0 12.2 21.2 66.7 0

...trust NWS... 0 1.3 12828.2 57.70

...NWS information is 0 6 13 19 17.328.2 506 0 0
consistent...

...rely on USGS... 10.3 3.2 128 51 16.7 154 13551 17.9
...trust USGS... 6.4 13 45 6.4 19.2205 17364 17.9
...USGS information is 64 13 3.8 7.1 205192 17964 173
consistent...

...rely on communication with 64 19 179186 199 135 16.0 .6 5.1
people in my social network...

...trust communication with 51 19 16.025.6 199 154 9.0 6 6.4
people in my social network...

...these communications are 51 38 237186 199 128 83 13 6.4
consistent...

...rely on scholars/scientists... 10.3 45 14.7 109 218 135 7.7 26 141
...trust scholars/scientists... 51 19 96 128244 192 7.1 26 17.3
...information from 51 19 90 17.3224 173 58 3.8 17.3

scholars/scientists is consistent...
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