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ABSTRACT 

The design of today’s gas turbine engines is heavily reliant on accurate computational 

fluid flow models. Creating prototype designs is far more expensive than modeling the design on 

a computer; however, current turbulence and transitional flow models are not always accurate. 

Several turbulence and transition models were validated at North Dakota State University by 

analyzing the flow through a low pressure turbine of a gas turbine engine. Experimental data for 

these low pressure turbines was provided by the University of North Dakota. Two separate 

airfoil geometries are analyzed in this study. The first geometry is a first stage flow vane, and the 

second geometry is an incidence angle tolerant turbine blade. Pressure and heat transfer data 

were compared between computations and experiments on the turbine blade surfaces. 

Simulations were conducted with varying Reynolds numbers, Mach numbers, and free stream 

turbulence intensities and were then compared with experiments.  
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1. INTRODUCTION AND RESEARCH OBJECTIVES 

 As new aircraft are developed for higher altitudes and higher speeds while lowering 

pollution, complex flow conditions are introduced into gas turbine engines. These complex flows 

include higher turbulence intensities and higher Mach numbers, both of which can increase the 

levels of heat transfer on the turbine blades (Ames, Wang, & Barbot, 2003). Flight at higher 

altitudes also results in lower Reynolds numbers. During flight at low Reynolds number 

conditions, flow separation can occur and turbine efficiency can drop as a result (Glassman, 

Whitney, & Steward, 1994). This research will explore each of these conditions in detail. When 

designing components in gas turbine engines, it is much more cost effective to model flows using 

computational fluid dynamics (CFD) rather than analyzing prototypes in wind tunnels. In order 

for computational studies of heat transfer and losses to be accurate, designers must have flow 

models that are capable of detecting transitional and turbulent flow. Current turbulence models 

are fairly accurate at low turbulence intensities; however, heat transfer is usually over predicted 

as turbulence intensities and Reynolds numbers rise.  The model used in this research is the γ-

Reθ transition model, which has proven to accurately capture the results of transitional flows 

over a wide range of flow characteristics. Unfortunately, heat transfer calculations are over 

predicted with this model when turbulence intensities and Reynolds numbers increase. 

 The goal of this research is to implement changes to the γ-Reθ transition model that 

account for increased turbulence levels. Experiments have been done by Dr. Forrest Ames and 

his research group at the University of North Dakota detailing flows over low pressure turbine 

blades and vanes. Simulations conducted at NDSU are compared to the experimental results, and 

the transition model is modified according to any discrepancies found between simulations and 
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experiments. These cases will be used to test and validate the newly modified γ-Reθ model.  The 

results from this study will also establish a base for future model refinement and improvement. 
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2. TURBULENCE AND TRANSITION REVIEW 

2.1. Turbulent Flow 

When working with any fluid flow, the flow can be laminar, turbulent, or in a transitional 

state between the two. For most engineering applications, fluid flows are considered to be 

turbulent. Turbulence describes the random fluctuations in flow properties along with eddy 

formation and dissipation. The random and chaotic nature of turbulence makes it incredibly 

difficult for researchers to simulate.   

2.1.1. Introduction to Turbulence 

The study of turbulence is not at all new, in fact the first documented studies of 

turbulence go back over 500 years to the sketch books of Leonardo da Vinci. Figure 2.1 below 

shows da Vinci’s famous sketch of turbulence. Along with this sketch he describes turbulence 

with a surprisingly modern definition (McDonough): 

“… the smallest eddies are almost numberless, and large things are rotated only by large 

eddies and not by small ones, and small things are turned by small eddies and large.”  

 

Figure 2.1. Leonardo da Vinci's Sketch of Turbulent Flow (McDonough) 
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As time moves forward to the present day, there are still unanswered questions in the 

field of turbulence research. Through many experiments and simulations, researches have 

gathered a much better picture of the mechanisms of turbulent flow. The current problem in the 

field of fluid dynamics is the mathematical modeling of turbulent flow. This field of study has 

rapidly progressed over recent decades due to significant increases in computational power. The 

goal of the current project is to validate and expand on current turbulence models for turbine 

flows. 

There are many different definitions of turbulence, but perhaps the most basic definition 

from a fluid mechanics standpoint is a flow that contains random, chaotic behavior of the fluid 

parameters. These parameters include the three velocity components, shear stresses, temperature, 

pressure, or any other field variable (Munson, Young, Okiishi, & Huebsch, 2010). This 

fluctuating behavior is not the only thing that makes up a turbulent flow, however. Frank White 

suggests that there are several other characteristics that come with turbulent flow in addition to 

these fluctuations. There will also be eddies of continuously varying sizes from the thickness of 

the boundary layer down to small fractions of a millimeter. The turbulent motion will be self-

sustaining, so once turbulent flow is initiated, new eddies will be produced as others are 

dissipated, continuing the turbulent trend. Finally, turbulent flows will have mixing 

characteristics that are much stronger than that of laminar flow. The diffusion of mass, 

momentum, and energy is significantly increased due to turbulent mixing (White, 2006). 

Because turbulence is such a complex topic, turbulence modeling has been extremely 

difficult for researches. Although significant progress has been made in turbulence simulation, 

there is a great deal of work to be done in this field.  
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2.1.2.  The Scales of Turbulence  

While turbulence is regarded as a random and chaotic phenomenon, it can be quantified 

in terms of a wide range of eddy sizes, or scales. If an eddy has a length scale, l, and a velocity 

scale, u, then it has a time scale, l/u. These scales are used to describe the different characteristics 

of a turbulent flow (Burden, 2008). A continuum approach may still be used when solving 

problems that involve turbulence because even the smallest scales in a turbulent flow are still 

much larger than any molecular length scale (Tennekes & Lumley, 1972). Figure 2.2 below 

shows an example of the varying eddy sizes in a turbulent flow. 

 

Figure 2.2. Eddy Size Variation in a Turbulent Flow (ANSYS , 2010) 

Turbulent flow consists of a continuous range of scales. Turbulence is dominated by the 

largest eddies, which are considered to be the energy carrying eddies. These larger eddies are 

responsible for the enhanced diffusivity and added stresses of a turbulent flow. Turbulent eddies 

are dissipative by nature, but the largest eddies can persist for distances up to 30 times the width 

of the flow. Because of this, a turbulent flow requires knowledge of the upstream history before 

the state of the flow can be solved at a downstream location (Wilcox, 2006).  

As the turbulence decays, energy transfers from the larger eddies to smaller ones. The 

smallest eddies then dissipate into heat by means of molecular viscosity. It can be inferred from 

these mechanisms that turbulence is always dissipative by nature. In a 1941 publication by 

Andrei Kolmogorov, a dimensional analysis technique was implemented to estimate the smallest 
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turbulence scales. Kolmogorov’s theory, called the universal equilibrium theory, stated that the 

smallest eddies should be in a state in which the rate of energy received from larger eddies is 

equal to the rate that the energy is dissipated to heat (Kolmogorov, 1941). From this theory, the 

smallest scales should only depend on the rate that energy is supplied by the larger eddies, ε, and 

the kinematic viscosity, ν. Based on these two variables, characteristic scales of length, time, and 

velocity are given below in equation (2.1). 

 𝜂 ≡ (
𝜐3

𝜀
)

1
4

,          𝜏 ≡ (
𝜐

𝜀
)

1
2
,          𝜈 ≡ (𝜐𝜀)

1
4   (2.1) 

 These equations are known as the Kolmogorov scales of length, time, and velocity. To 

provide an example of how small the Kolmogorov length scale really is, consider an air flow at 

65 mph. The Kolmogorov length scale is of the order (10)-4, which is still hundreds of times 

greater than the molecular diameter. For this reason, the continuum approach is valid for 

turbulence modeling (Wilcox, 2006). 

2.1.3.  Governing Equations of Fluid Flow 

Before any turbulence modeling discussion can take place, the equations that govern all 

fluid motion must be discussed. There are three physical phenomena that the governing 

equations are derived from: the conservation of mass, the conservation of momentum, and the 

conservation of energy. The conservation of mass equation is often referred to as the continuity 

equation, and it physically means that mass can neither be created nor destroyed. There are three 

equations that make up the momentum equations—one for each direction. These momentum 

equations are referred to as the Navier-Stokes equations, which are named after the two scientists 

who derived them. The momentum equations are derived from Newton’s second law, which 

states that force is equal to the product of an object’s mass and acceleration. One additional 



 

7 

 

equation governs the conservation of energy. This brings the total number of governing 

equations for any fluid flow up to five. Equation (2.2) below is the complete mass conservation 

equation, and equations (2.3), (2.4), and (2.5) are the x, y, and z momentum conservation 

equations. 

 
𝜕𝜌

𝜕𝑡
+ [

𝜕(𝜌𝑢)

𝜕𝑥
+ 
𝜕(𝜌𝑣)

𝜕𝑦
+ 
𝜕(𝜌𝑤)

𝜕𝑧
] =  0 (2.2) 

 
𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
+ 𝑤

𝜕𝑢

𝜕𝑧
=  
1

𝜌
[−
𝜕𝑝

𝜕𝑥
+ 
𝜕𝜏𝑥𝑥
𝜕𝑥

+ 
𝜕𝜏𝑦𝑥

𝜕𝑦
+ 
𝜕𝜏𝑧𝑥
𝜕𝑧

] (2.3) 

 
𝜕𝑣

𝜕𝑡
+ 𝑢

𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
+ 𝑤

𝜕𝑣

𝜕𝑧
=  
1

𝜌
[−
𝜕𝑝

𝜕𝑦
+ 
𝜕𝜏𝑥𝑦

𝜕𝑥
+ 
𝜕𝜏𝑦𝑦

𝜕𝑦
+ 
𝜕𝜏𝑧𝑦

𝜕𝑧
] (2.4) 

 
𝜕𝑤

𝜕𝑡
+ 𝑢

𝜕𝑤

𝜕𝑥
+ 𝑣

𝜕𝑤

𝜕𝑦
+ 𝑤

𝜕𝑤

𝜕𝑧
=  
1

𝜌
[−
𝜕𝑝

𝜕𝑧
+ 
𝜕𝜏𝑥𝑧
𝜕𝑥

+ 
𝜕𝜏𝑦𝑧

𝜕𝑦
+ 
𝜕𝜏𝑧𝑧
𝜕𝑧

] (2.5) 

These equations can be condensed and rewritten into vector form. They then take the form of 

 
𝐷𝜌

𝐷𝑡
+  𝜌 div 𝑽 = 0 

(2.6) 

 𝜌
𝐷𝑽

𝐷𝑡
=  𝜌𝑔 − ∇𝑝 + 

𝜕

𝜕𝑥𝑗
[𝜇 (

𝜕𝑣𝑖
𝜕𝑥𝑗

+
𝜕𝑣𝑗

𝜕𝑥𝑖
) + 𝛿𝑖𝑗𝜆 𝑑𝑖𝑣 𝐕] (2.7) 

 Several simplifications can be made to these equations depending on flow characteristics. 

For a potential flow, which is assumed to be incompressible and inviscid, the density (ρ) and 

viscosity (μ) terms are constant. These assumptions reduce the governing equations down to a 

much simpler form. (White, 2006).  The simplified continuity and the Navier-Stokes equations 

are shown below with the assumption of an incompressible flow: 
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 div 𝐕 = 0 (2.8) 

 𝜌
𝐷𝑽

𝐷𝑡
=  𝜌𝑔 − ∇𝑝 +  𝜇∇2𝐕 

(2.9) 

The final governing equation, the conservation of energy, is shown below: 

 𝜌
𝐷

𝐷𝑡
(𝑒 + 

𝑝

𝜌
) =

𝐷𝑝

𝐷𝑡
+ div(𝑘∇𝑇) + 𝜏𝑖𝑗

′
𝜕𝑢𝑖
𝜕𝑥𝑗

 (2.10) 

The conservation of energy is derived from the 1st law of thermodynamics, which states that if 

work and heat are added to a system, the energy in the system will also increase. Several 

simplifications can also be made to the energy equation depending on the flow type. Instead of 

using the internal energy variable, enthalpy can be used instead. Enthalpy is related to internal 

energy by the following equation: 

 ℎ = (𝑒 + 
𝑝

𝜌
) (2.11) 

This substitution is made because enthalpy is often a more useful variable in fluid flows. 

The energy equation can be further simplified by collecting the last term in equation (2.10) and 

calling it the dissipation function, Φ. This function is given below: 

 Φ = 𝜏𝑖𝑗
′
𝜕𝑢𝑖
𝜕𝑥𝑗

 
(2.12) 

The full energy equation is now given by 

 𝜌
𝐷ℎ

𝐷𝑡
=
𝐷𝑝

𝐷𝑡
+ div(𝑘∇𝑇) +  Φ (2.13) 
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If a flow is traveling with a low velocity, it can be considered incompressible. If this is the case, 

equation (2.13) can be simplified and written in terms of thermodynamic properties. This 

simplified equation is given below: 

 𝜌𝑐𝑝
𝐷𝑇

𝐷𝑡
≈ div(𝑘∇𝑇) 

(2.14) 

If a constant thermal conductivity is assumed, the energy equation can be simplified even further. 

This following equation is referred to as the incompressible heat-convection equation (White, 

2006): 

 𝜌𝑐𝑝
𝐷𝑇

𝐷𝑡
≈ 𝑘∇2𝑇 

(2.15) 

The three principle equations discussed in this section in this section govern all fluid 

flows. In the world of computational fluid dynamics, every flow model is based on the principals 

that mass, momentum, and energy must be conserved. 

2.1.4.  Reynolds-Averaged Equations 

Because turbulence exhibits random and chaotic fluctuations of flow characteristics, the 

flow variables can hold different values at a given location as time progresses. Figure 2.3 below 

shows an example of velocity profile fluctuations on a flat plate. These fluctuations are not 

limited to velocity profiles, however.  



 

10 

 

 

Figure 2.3. 17 Different Instances of a Velocity Profile at the Same Location on a Flat Plate 

(Wilcox, 2006) 

Due to the fluctuating nature of the turbulent variables, a statistical approach is taken to 

solve the governing equations. The most common type of statistical averaging was given by 

Osborn Reynolds in 1895, and this approach is still used as the basis for many current turbulence 

models today. This method is referred to as Reynolds averaging, where all flow variables are 

given by the sum of mean and fluctuating components. In other words, 

 𝑢(𝑥) = 𝑢̅(𝑥) + 𝑢′(𝑥) (2.16) 

where u is any turbulent variable, 𝑢̅ is the average component of u, and 𝑢′ is the fluctuating 

component of u. When the Navier Stokes equations are expanded into mean and fluctuating 

components of velocity, there are some additional terms that appear in the equations. These 

additional terms are called momentum fluxes, and they act as apparent stresses throughout the 

flow. These stresses represent new unknowns into the Navier Stokes equations, so additional 

equations are required to solve. With the addition of new equations, there are even more 

unknowns introduced. The challenge of creating enough equations to represent each of the 

unknowns in the Navier Stokes equations is called the “Turbulent Closure Problem”.   

Figure 2.4 below shows a sample of boundary layer velocity profiles at a given location 

with an instantaneous snapshot versus the average flow profile. The fluctuations in a turbulent 

boundary layer are too large to be ignored, so the Reynolds averaging technique is implemented 
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to simplify the problem. When Reynolds averaged equations are used, the average velocity 

profile is considered, and the velocity fluctuations are buried in the new stress term called 

Reynolds stresses. 

 

Figure 2.4. Instantaneous and Average Boundary Layer Velocity Profiles (Wilcox, 2006) 

Similarly, Figure 2.5 below shows a velocity contour for an instantaneous snapshot of the 

flow against a time-averaged contour of the flow. In most engineering applications, the average 

flow characteristics are sufficient, so statistical averaging techniques provide a useful way to 

approach turbulence modeling.  

 

Figure 2.5. Instantaneous vs Time-averaged Velocity Contours (ANSYS , 2010) 
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There are three forms of Reynolds averaging in turbulence modeling research. These are 

the time average, spatial average, and ensemble average. (Wilcox, 2006).  Time averaging is 

used for stationary turbulence, the most common type of turbulence for engineering applications.    

Figure 2.5 above was obtained using time averaging. If f(x,t) is an instantaneous flow variable, 

then its time average, FT(x), is defined by 

 𝐹𝑇(𝑥) =  lim
𝑇→∞

1

𝑉
∫ 𝑓(𝑥, 𝑡)𝑑𝑡
𝑡+𝑇

𝑡

 
(2.17) 

Spatial averaging is used for homogenous turbulence, which is turbulence that is uniform 

in all directions on average. Spatial average can be completed by doing a volume integral in all 

directions.  If f(x,t) is an instantaneous flow variable, then its spatial average, FV, is given by 

 𝐹𝑉(𝑡) =  lim
𝑉→∞

1

𝑉
∭ 𝑓(𝑥, 𝑡)𝑑𝑉

𝑉

 (2.18) 

Ensemble averaging is used for flows that decay with time. It is the most general type of 

Reynolds averaging. (Wilcox, 2006).  If N experiments are performed with identical boundary 

and initial conditions where 𝑓(𝑥, 𝑡) = 𝑓𝑛(𝑥, 𝑡) in the nth experiment, then ensemble average, FE, 

is given by 

 𝐹𝐸(𝑥, 𝑡) =  lim
𝑁→∞

1

𝑁
∑𝑓𝑛(𝑥, 𝑡)

𝑁

𝑛=1

 
(2.19) 

The time averaging technique applies best to the turbine flows that are analyzed with this 

project, so this will be the only technique discussed moving forward. The equation development 

below will show how the conservation equations can be time averaged for simplification. 

Equations (2.20) and (2.21) below show for the conservation of mass and momentum for an 

incompressible flow. 
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𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 
(2.20) 

 
𝜌
𝜕𝑢𝑖
𝜕𝑡

+  𝜌𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗

= −
𝜕𝑝

𝜕𝑥𝑖
+ 
𝜕𝑡𝑗𝑖

𝜕𝑥𝑗
 

(2.21) 

where ui  is velocity,  xi is position, t is time, p is pressure, ρ is density, and tij is the viscous stress 

tensor given by  

 𝑡𝑖𝑗 = 2𝜇𝑠𝑖𝑗 (2.22) 

where μ is molecular viscosity and sij is the strain rate tensor, 

 𝑠𝑖𝑗 =
1

2
 (
𝜕𝑢𝑖
𝜕𝑥𝑗

+ 
𝜕𝑢𝑗

𝜕𝑥𝑖
) 

(2.23) 

To simplify the Reynolds averaging process, the convective terms are re-written in conservation 

form. For example, 

 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗

=
𝜕

𝜕𝑥𝑗
(𝑢𝑗𝑢𝑖) − 𝑢𝑖

𝜕𝑢𝑗

𝜕𝑥𝑗
=

𝜕

𝜕𝑥𝑗
(𝑢𝑗𝑢𝑖) (2.24) 

After simplifying and rewriting the convective terms in conservation form, the Navier-Stokes 

equation becomes 

 𝜌
𝜕𝑢𝑖
𝜕𝑡

+  𝜌
𝜕

𝜕𝑥𝑗
(𝑢𝑗𝑢𝑖) =  −

𝜕𝑝

𝜕𝑥𝑖
+ 

𝜕

𝜕𝑥𝑗
(2𝜇𝑠𝑗𝑖) (2.25) 

When the velocity components of the continuity equation (2.20) and Navier Stokes equation 

(2.25) are time averaged, the Reynolds averaged equations of motion are obtained and they are 

as follows: 
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 𝜕𝑈𝑖
𝜕𝑥𝑖

= 0 
(2.26) 

 𝜌
𝜕𝑈𝑖
𝜕𝑡

+  𝜌
𝜕

𝜕𝑥𝑗
(𝑈𝑗𝑈𝑖 − 𝑢𝑗′𝑢𝑖′̅̅ ̅̅ ̅̅ ) =  −

𝜕𝑃

𝜕𝑥𝑖
+ 

𝜕

𝜕𝑥𝑗
(2𝜇𝑆𝑗𝑖) (2.27) 

The instantaneous components of the velocity don’t show up in the time averaged continuity 

equation, so there is nothing out of the ordinary when solving this equation. The Navier Stokes 

equation, on the other hand, has a new term introduced in terms of the fluctuating velocity 

components. The correlation 𝑢𝑗′𝑢𝑖′̅̅ ̅̅ ̅̅  is introduced, and solving for this correlation requires an 

additional equation. Modeling this term is the fundamental problem of turbulence modeling.  To 

find all of the mean flow properties of the turbulent flow, a method for calculating 𝑢𝑗′𝑢𝑖′̅̅ ̅̅ ̅̅  is 

required. 

 A more popular form of the time averaged Navier Stokes equation is given below in 

equation (2.28). 

 𝜌
𝜕𝑈𝑖
𝜕𝑡

+  𝜌𝑈𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗

= −
𝜕𝑃

𝜕𝑥𝑖
+ 

𝜕

𝜕𝑥𝑗
(2𝜇𝑆𝑗𝑖 − 𝜌𝑢𝑗′𝑢𝑖′̅̅ ̅̅ ̅̅ ) 

(2.28) 

This equation is referred to as the Reynolds-Averaged Navier-Stokes, or RANS, equation.  The 

term −𝜌𝑢𝑗′𝑢𝑖′̅̅ ̅̅ ̅̅  is called the Reynolds-stress tensor and is denoted by ρτij, where τij is the specific 

Reynolds stress tensor given by (Wilcox, 2006). 

 𝜏𝑖𝑗 = −𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅  (2.29) 

This is a symmetric tensor, so 𝜏𝑖𝑗 = 𝜏𝑗𝑖, and it has 6 independent components. Unfortunately, the 

process of time averaging added 6 unknowns to the problem, but it didn’t add any new equations. 

At this point, there are ten unknowns and only four equations to solve them.  This turbulence 
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closure problem introduces the need for turbulence modeling. The primary goal of turbulence 

modeling research is to develop accurate relationships that satisfy the Navier Stokes equations. 

(Wilcox, 2006). 

2.2.  Laminar to Turbulent Flow Transition 

Up to this point, the discussion has been limited to turbulent flow. However, this research 

project focuses on flows over low pressure turbine sections, which are not always fully turbulent. 

Low pressure turbines often have extended regions of transitional flow that must be considered 

in design. Unfortunately, the prediction of transition is very difficult because flow stability 

theory predicts the end of laminar flow, but it doesn’t predict the onset of turbulent flow. There 

is no theory of transition, only experimental correlations (White, 2006). Large strides have been 

made in the prediction of transitional flow, but much of the transition process remains a mystery 

to predict. From basic fluid mechanics, it is known that flow can transition at a critical Reynolds 

number, but this Reynolds number doesn’t give any information about the flow characteristics 

during transition. The flow characteristics are influenced by many factors, the most important 

being the pressure distribution from the outer flow, the wall roughness and curvature, and the 

free stream turbulence intensity (Schlichting, 1979). There have been four main approaches to 

tackling the problem of predicting transition: Mayle’s correlation of spot production rate based 

on acceleration parameters and the free stream turbulence levels, correlations by Gostelaw based 

on a pressure gradient parameter, correlations based on stability theory developed by Walker, 

and correlations in terms of turbulence intensity from Narasimha (Walker, 1993). One of the 

primary goals for the current research project is to validate commercially available transition 

models and offer suggestions for improvement in low pressure turbine flows. 
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2.2.1.  Modes of Transition 

When a flow reaches a critical point where it can longer remain a stable laminar flow, it 

can transition to turbulent flow by several different transition mechanisms. These modes of 

transition are natural, bypass, separated flow, periodic-unsteady, and reverse transition (Mayle, 

1991).  

2.2.1.1. Natural Transition 

When a flow reaches a critical state where it can no longer remain laminar, several phases 

take place before the flow becomes fully turbulent. First, the boundary layer forms small 

instabilities called 2-D Tollmien Schlichting waves. These instabilities then grow into three 

dimensional vortices. As the vortices break down, turbulent spots form and they are spread 

downstream until fully turbulent flow is developed (Mayle, 1991). This process of transition is 

shown below in Figure 2.6.Figure 2.7 

 

Figure 2.6. Steps of Natural Transition (White, 2006) 
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2.2.1.2. Bypass Transition 

When a flow has a high free stream turbulence intensity, the first stages of natural 

transition can be completely bypassed. A laminar flow will form turbulent spots in the boundary 

layer, and the flow becomes turbulent without the formation of T-S waves (Mayle, 1991).  

2.2.1.3. Separated-Flow Transition 

If a flow separates from the surface, transition can occur in the free-shear layer near the 

surface. Once the flow becomes turbulent, it can reattach to the surface. This separation and 

reattachment forms a bubble on part of the surface. The separated transition is very common in 

gas turbine engines. The flow can separate in high speed regions on the suction surface of an 

airfoil where the pressures are low. The flow can also separate near an airfoil’s leading edge. 

Figure 2.7 below shows how flow transitions from laminar to turbulent over a separation bubble.  

 

Figure 2.7. Transitional Flow over a Separation Bubble (Mayle, 1991) 

As the flow transitions over a separation bubble, it can go through all the phases of natural 

transition, depending on the turbulence levels in the free stream.  

 Separated flow transition is an important thing to consider in airfoil design. Large 

separation bubbles can cause significant aerodynamic losses in turbines. Short separation bubbles 

can force the flow to become turbulent and give designers more control on performance (Mayle, 
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1991). Modeling these types of flows is something that needs much more development. The 

present research focuses primarily on separated flow transition and how it can be predicted 

accurately.  

2.2.1.4. Periodic-Unsteady Transition 

The rotational nature of a gas turbine engine causes wakes to be passed downstream from 

each turbine in a periodic manner. These wakes can each induce an unsteady turbulent flow 

downstream. This can pose difficulties for designers because at any point in time, the flow could 

be laminar at a given location, but due to the periodic nature of the flow, it could be turbulent at 

another time. 

2.2.1.5. Reverse Transition 

The modes of transition discussed thus far occur when flow transitions from laminar to 

turbulent, but the reverse can also occur. This process is called relaminarization or reverse 

transition. This type of transition can occur when a flow goes through a strong acceleration 

through a nozzle. Since the airfoils in a gas turbine engine generate flows with high levels of 

acceleration, reverse transition is very possible. In general, this relaminarization can occur on an 

airfoil under low free stream turbulence levels (Mayle, 1991).  

2.2.2.  Factors Affecting Flow Transition 

There are several different flow characteristic that can affect the onset of transition. These 

factors include pressure gradients, turbulence conditions, surface characteristics, flow speeds, 

and heat transfer levels. One of the goals of this project was to simulate the flow over a given 

airfoil while manipulating turbulence intensity and flow speed (compressibility) to investigate 

the effects on transition.  



 

19 

 

2.2.2.1. Pressure Gradient 

Pressure gradient plays a role in the onset of transition when the free stream turbulence 

levels are relatively low. In gas turbines, the dominating factor that affects transition is the 

turbulence level (Mayle, 1991). As the turbulence levels decrease, a favorable pressure gradient 

will decrease the production rate of turbulent spots, effectively delaying the transition to 

turbulent flow. Experiments have shown that as the pressure gradient becomes more and more 

adverse, turbulent spot production increases, and the onset of transition occurs much sooner. It 

was also found that the length of the transition flow region is shorter under an adverse pressure 

gradient. In other words, the flow goes from laminar to turbulent with very almost no transitional 

region between (Gostelow, Blunden, & Walker, 1994). 

2.2.2.2. Free Stream Turbulence 

When designing a gas turbine engine, it is important to consider higher levels of 

freestream turbulence. Within the gas turbine, the turbulence level is the most dominant factor on 

the characteristics of flow transition. Previous research has shown that the production of 

turbulent spots increases with increased free stream turbulence levels. Because of this increase, 

transition is more likely to begin sooner. At higher turbulence levels, the transition length also 

shortens. (Gostelow, Blunden, & Walker, 1994) (Mayle, 1991). 

2.2.2.3. Compressibility 

When a flow is supersonic, the compressibility can have an effect on the characteristics 

of transition. The shockwaves that come with supersonic flows can also affect flow transition. 

Research on the compressibility effects on transition is very limited to this day, but the general 

trend that has been found is that spot production is decreased with an increasing Mach number, 

and therefore transition is delayed with increased Mach numbers (Mayle, 1991).  
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2.2.2.4. Surface Roughness 

As one might expect, surface roughness can change the transition Reynolds number. A 

smooth surface corresponds to a later transition location, while a rougher surface would promote 

transition into turbulence much sooner. Similar to each of the other factors affecting transition to 

this point, surface roughness plays a larger role on transition onset when the free stream 

turbulence intensity is lower. The higher turbulence intensities found in gas turbine engines 

generally allows designers to neglect the effects of roughness on transition (Mayle, 1991). 

2.2.2.5. Surface Curvature 

The concavity of a surface can also affect the onset of transition. Previous experiments 

have shown that flows on a concave surface can become unstable due to the centrifugal forces 

that are encountered. These forces cause the flow to become unstable and undergo transition 

sooner. When a flow is passing a convex surface, transition can be slightly delayed. At higher 

free stream turbulence levels, however, the transition occurs exactly like it would on a flat 

surface (Mayle, 1991).  

2.2.2.6. Heat Transfer 

The high turbulence levels encountered in a gas turbine engine generally outweigh any 

heat transfer effects that might affect transition. At lower turbulence levels, however, heat that 

transfers from the airfoil surface to the surrounding flow field can speed up the process of 

transition into turbulent flow. Turbine blades are often cooled with a technique called film 

cooling. This technique involves injecting coolant into the flow from the surface of the airfoil. 

While this may reduce the heat transferred to the surrounding flow, the process of the injection 

introduces enough free stream turbulence to cause the flow to become turbulent (Mayle, 1991).  
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2.2.3.   Transition and Turbulence in Turbomachinery Applications 

In many fluid flow applications, design is based around the assumption that the flow is 

completely turbulent. In gas turbine engines, this assumption cannot be made. A significant 

portion of the turbines can be exposed to laminar, transitional, or turbulent flow, and it is critical 

that this information be designed around. Figure 2.8 below shows a basic schematic of flow over 

a turbine. This turbine encounters a significant portion of laminar flow followed by a region of 

separated flow. The flow then transitions until it reattaches and becomes turbulent. 

 

Figure 2.8. Transition over a Separation Bubble on the Suction Surface 

 While laminar and turbulent flow can be modeled very accurately, transitional flow 

remains very difficult to model. The low pressure turbine of a gas turbine engine significantly 

accelerates the flow, and this causes an extended transition region. As discussed previously in 

section 2.2.2 above, there are many factors that affect transition.  
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3. TURBULENCE AND TRANSITION MODELING 

3.1. Turbulence Modeling 

Turbulence and transition both remain very complex phenomena to predict. Using 

Reynolds averaging techniques discussed above in section 2.1.4 allows researchers to predict the 

characteristics of turbulent flow in a simplified way with a high level of accuracy. There are 

several different turbulence models that take advantage of this Reynolds averaging technique, 

and three common models used in this research will be discussed below.  

3.1.1.  Model Types 

Depending on the flow problem, there are many different turbulence models to choose 

from. The most basic models are called zero equation models, which are algebraic models. In 

zero equation models, the eddy viscosity of the fluid is algebraically related to the length scales 

of the flow. This simple models can be useful and easy to solve, but higher order models are 

much more accurate. There are several “one equation” models which use a single differential 

equation to calculate the turbulence kinetic energy in the flow field. The eddy viscosity is 

obtained from this energy transport equation, and the turbulent flow field can be resolved. While 

the one equation models are more accurate than algebraic models, they are more computationally 

expensive to solve. With the rapid growth of computer power in today’s world, it is becoming 

much more realistic to use two equation models, or even higher order models that can model 

turbulence very accurately. This project relies on two very common two-equation models that 

will be discussed in more detail below.  

3.1.1.1. k-ε Models 

For many years, the k-ε turbulence model was perhaps the most common of all two 

equation models. There are many variations of the k-ε model, but the standard model will be 



 

23 

 

described here. The idea of this model is to calculate the turbulence kinetic energy along with the 

eddy dissipation rate at every location in the flow field. With these variables, the eddy viscosity 

can be calculated by the following equation.  

 𝜈𝑡 = 𝐶𝜇
𝑘2

𝜖
 (3.1) 

where Cμ is a constant.  The following equations show the transport of turbulence kinetic energy 

and turbulence eddy dissipation rate (Wilcox, 2006): 

 
𝜕𝑘

𝜕𝑡
+ 𝑈𝑗

𝜕𝑘

𝜕𝑥𝑗
= 𝜏𝑖𝑗

𝜕𝑈𝑖
𝜕𝑥𝑗

− 𝜀 +
𝜕

𝜕𝑥𝑗
[(𝜈 +

𝜈𝑡
𝜎𝜀
)
𝜕𝑘

𝜕𝑥𝑗
] 

(3.2) 

 
𝜕𝜀

𝜕𝑡
+ 𝑈𝑗

𝜕𝜀

𝜕𝑥𝑗
= 𝐶𝜀1

𝜀

𝑘
𝜏𝑖𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗

− 𝐶𝜀2
𝜀2

𝑘
+

𝜕

𝜕𝑥𝑗
[(𝜈 +

𝜈𝑡
𝜎𝜀
)
𝜕𝜀

𝜕𝑥𝑗
] 

(3.3) 

Where the closure coefficients are defined as 

 𝐶𝜀1 = 1.44; 𝐶𝜀2 = 1.92; 𝐶𝜇 = 0.09; 𝜎𝜀 = 1.0;    𝜎𝜀 = 1.3 (3.4) 

Many modifications of this model exist for different applications. Modifications may 

include different closure coefficients or additional terms to incorporate different flow properties 

like wall effects or compressibility effects.  

3.1.1.2. k-ω Models 

The k-ω model is set up very similarly to the k-ε model in that it is a model which uses 

two transport equations to solve for the eddy viscosity of the flow field. In this case, the two 

transport equations are solving for the kinetic energy (k) of the flow and the dissipation per unit 

turbulence kinetic energy (ω) of the flow. This model calculates eddy viscosity in the flow field 

with the following equation (Wilcox, Turbulence Modeling for CFD, 2006): 
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 𝜈𝑡 =  
𝑘

𝜔̅
;        ω̅ =  max (𝜔, 𝐶𝑙𝑖𝑚√

2𝑆𝑖𝑗𝑆𝑖𝑗

𝛽∗
);     𝐶𝑙𝑖𝑚 =

7

8
 

(3.5) 

The following equations show the transport of the kinetic energy and the specific dissipation 

rate: 

 
𝜕𝑘

𝜕𝑡
+ 𝑈𝑗

𝜕𝑘

𝜕𝑥𝑗
= 𝜏𝑖𝑗

𝜕𝑈𝑖
𝜕𝑥𝑗

− 𝛽∗𝑘𝜔 +
𝜕

𝜕𝑥𝑗
[(𝜈 + 𝜎∗

𝑘

𝜔
)
𝜕𝑘

𝜕𝑥𝑗
] 

(3.6) 

 
𝜕𝜔

𝜕𝑡
+ 𝑈𝑗

𝜕𝜔

𝜕𝑥𝑗
= 𝛼

𝜔

𝑘
𝜏𝑖𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗

− 𝛽𝜔2 +
𝜎𝑑
𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
+

𝜕

𝜕𝑥𝑗
[(𝜈 + 𝜎

𝑘

𝜔
)
𝜕𝜔

𝜕𝑥𝑗
] 

(3.7) 

Where the closure coefficients are  

 𝛼 =
13

25
; 𝛽 = 𝛽0𝑓𝛽; 𝜎 =

1

2
;    𝛽∗ =

9

100
;     𝜎∗ =

3

5
;     𝜎𝑑0 =

1

8
  

(3.8) 

 𝜎𝑑 =

{
 
 

 
 0,           

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
≤ 0

𝜎𝑑0 ,        
𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
> 0 

 
(3.9) 

 𝛽0 = 0.0708; 𝑓𝛽 =
1 + 85𝜒𝜔
1 + 100𝜒𝜔

; 𝜒𝜔 = |
𝛺𝑖𝑗𝛺𝑗𝑘𝑆𝑘𝑖

(𝛽∗𝜔)3
|;     

(3.10) 

Ωij and Sij are the mean-rotation and mean-strain-rate tensors, respectively. These quantities are 

given by 

 
  𝛺𝑖𝑗 =

1

2
(
𝜕𝑈𝑖
𝜕𝑥𝑗

−
𝜕𝑈𝑗

𝜕𝑥𝑖
) ;         𝑆𝑖𝑗 =

1

2
(
𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖
)       

 

(3.11) 

Like the k-ε model, the k-ω has undergone many changes since its beginning in the 

1970s. To this day, the model continues to change as new developments become available with 
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higher powered computers. The current model presented in this section is capable of predicting 

shock-separated flows without the need of adding compressibility corrections. It can also predict 

flows with attached boundary layers, or mildly separated flows. Overall, the k-ω model is a very 

robust model with many applications in the gas turbine industry.  

3.1.1.3. Shear Stress Transport Model 

The Shear Stress Transport (SST) turbulence model that is based from the k-ω equations. 

It is a two equation eddy viscosity model that combines the benefits of the k-ω and k-ε models 

together. This SST model behaves very well with adverse pressure gradients and separated 

flows. It has been validated with many standard engineering flow data, and for these reasons, it is 

the model that is used in this research.  

The SST turbulence model switches between the k-ε and k-ω model based on a blending 

function that is governed by distance to the nearest wall. The model coefficients change based on 

wall distance, effectively blending the models together. For areas closest to the wall, the original 

Wilcox k-ω coefficients are implemented. As the wall distance increases into the freestream 

flow, the standard k-ε coefficients are used. This switching of coefficients allows researchers to 

obtain the accurate results given by the k-ω model without having the free stream sensitivity. The 

coefficient blending function is given by Menter (Menter, 1994): 

 𝜙 = 𝐹1𝜙1 + (1 − 𝐹1)𝜙2 
(3.12) 

where ϕ1 represents any constant in the original k-ε model, ϕ2 represents the same corresponding 

constant in the k-ω model, and F1 is a blending function based on the distance from the nearest 

wall. ϕ then represents the corresponding constant for the new SST model.  

 The key improvement of the SST model from an aerodynamic perspective is that it 

accounts for the transport of the turbulent shear stresses. The inclusion of these shear stress terms 
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in the model are what make it behave so well in adverse pressure gradient flows. The second 

improvement of the SST model is its definition of eddy viscosity given here: 

 𝜈𝑡 = 
𝑎1𝑘

𝑚𝑎𝑥(𝑎1𝜔;𝛺𝐹2)
 

(3.13) 

where a1 is a constant, Ω is a measure of the strain rate, and F2 is a blending function that equals 

1 for boundary layer flows and 0 for free shear layers. This new eddy viscosity formulation more 

accurately predicts adverse pressure gradient flows (Wilcox, 2006) (Menter, 1994). 

3.1.1.4. Modified k-ε Turbulence Model Development 

One of the primary goals of this project was to implement modifications to the default 

turbulence models to improve the results. To accommodate the effects of high turbulence 

intensity, Ames et al. developed an algebraic turbulence model (Ames F. E., 1999). This 

algebraic model works well in the outer regions of the boundary layer, but fails near the wall. To 

accommodate for the effects near the wall, the algebraic turbulence model is coupled with a 

mixing length model by means of a natural blending function. Implementing the mixing length 

model near the wall ensures appropriate log law behavior in the inner regions of the boundary 

layer. The goal of this project was to take the ideas of the algebraic turbulence model and apply 

them to the Shear Stress Transport model in the ANSYS CFX software. The damping function 

was to be applied to the k-ε portion of the SST model, which captures the flow effects away from 

the wall. Because the turbulence models in this software are somewhat restricted, a study was 

done strictly on the k-ε model instead. A test was completed with the mixing length model to 

verify whether or not the turbulence models in CFX could be modified with positive results. The 

development of the mixing length model, which stems from the k-ε model, is given below (Ames 

& Kwon, 1996): 
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The original k-ε model defines eddy viscosity as 

 
𝜈
𝑚=𝐶µ

𝑘2

𝜀

 
(3.14) 

Where Cµ = 0.0945 

At this point, the turbulent kinetic energy (k) and turbulent eddy dissipation (ε) need to be 

resolved. 

The standard definition of k is 

 𝑘 =
1

2
(𝑢′

2
+ 𝑣′

2
+ 𝑤′2) 

(3.15) 

 

If an isotropic turbulence condition is assumed,  

 𝑢′
2̅̅ ̅̅ = 𝑣′

2̅̅ ̅̅ = 𝑤′2̅̅ ̅̅̅ (3.16) 

 

Substituting this into the k equation above, a relationship between k and u’ is developed. 

 𝑘 =
3

2
𝑢′

2̅̅ ̅̅  
(3.17) 

 

Solving for the fluctuating velocity component, 

 𝑢′ = 𝑣′ = 𝑤′ = √
2

3
𝑘 (3.18) 

Based on these definitions, a new mixing length model for eddy viscosity has been proposed, the 

v’l model: 
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 𝜈𝑚=𝑣′𝑙 (3.19) 

Where l is the turbulence length scale and v’ is the fluctuating component of the velocity normal 

to the streamwise direction.  

From the previous formulation,  

 𝑣′ = √
2

3
𝑘 (3.20) 

The length scale for the v’l model is given as 

 𝑙 = 𝐶µ√
3

2

𝑘
3
2

𝜀
 (3.21) 

To account for the effects near the walls, a damping function based on the curve of 
𝑣′
2

𝑣∞′2
 vs. 

𝑦

𝐿𝑢
 

was developed. The proposed damping function is 

 (1 − 𝑒
−2.9𝑦
𝐿𝑢 )

2
3 (3.22) 

Where y is the normal distance from the wall and Lu is the turbulence energy scale defined as  

 𝐿𝑢 = 1.5
𝑢′3

𝜀
 (3.23) 

 

Substituting for u’, 

 𝐿𝑢 = √
2

3

𝑘
3
2

𝜀
 (3.24) 

Near the wall, a new expression is formed for the length scale: 

 𝑙 = 𝐶µ1.5𝐿𝑢(1 − 𝑒
−2.9𝑦
𝐿𝑢 )

2
3 (3.25) 

Incorporating the near wall effects into the k-ε model, the length scale now becomes 
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 𝑙 = min (𝐶µ√
3

2

𝑘
3
2

𝜀
, 𝐶µ√

3

2

𝑘∞
3
2

𝜀∞

(

 
 
1 − 𝑒

−2.9𝑦

√2
3
𝑘∞

3
2

𝜀∞

)

 
 
) 

(3.26) 

Similarly, the v’ component of the model is defined as 

 𝑣′ = min (√
2

3
𝑘,√

2

3
𝑘∞

(

 
 
1 − 𝑒

−2.9𝑦

√2
3
𝑘∞

3
2

𝜀∞

)

 
 
) 

(3.27) 

With the turbulence length scale and fluctuating component fully defined, the mixing length 

model can now be implemented into ANSYS CFX using the built-in CFX Expression Language. 

Upon successful implementation of this mixing length model, the proposed algebraic turbulence 

model with a blending function will be implemented into the k-ε portion of the SST model. The 

goal of this model is to better represent flows with high turbulence levels. 

3.1.1.5. Higher Order Modeling Techniques 

The two-equation turbulence modeling techniques discussed above are used exclusively in 

this research. However, with emerging computer technology, there are new techniques that allow 

researchers to obtain even more accurate results. The k-ε, k-ω, and SST models use Reynolds 

averaging approximation techniques to obtain closure with the models. To solve the Navier 

Stokes and continuity equations without Reynolds averaging, Direct Numerical Simulation 

(DNS) techniques can be implemented. This technique requires that the grid spacing is small 

enough to resolve the smallest turbulence scales throughout the entire domain. This is the 

limiting factor of DNS, as current computer technology is still not powerful enough to simulate a 

flow in a reasonable amount of time. Another technique for highly accurate simulation is the 

Large Eddy Simulation (LES) in which the smallest eddies in the flowfield are modeled, and the 

largest eddies are simulated exactly. The idea behind this method is that computational time can 
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be saved by modeling the smaller eddies because they are less critical in the final solution. A 

third modeling method is called Detached Eddy Simulation (DES). DES handles large eddies by 

simulating them exactly, just like LES. However, DES handles thin shear layers and boundary 

layers with Reynolds averaging techniques. The advantages of this DES technique are that it can 

produce very accurate results while saving computational time (Wilcox, Turbulence Modeling 

for CFD, 2006). 

These modeling techniques are relatively new in the turbulence field, and they are capable 

of producing very accurate results. As computer power continues to grow, these techniques will 

become more and more relevant. For this current research, the computational time is too great, 

and a two-equation Reynolds averaged model is implemented instead. 

3.2. Transition Modeling using Intermittency 

To this point, the flow modeling discussion has been limited to fully turbulent flow. In the 

case of gas turbine engines, or more specifically low pressure turbines, a significant portion of 

the flow can be in a transitional state. To maximize efficiency of the low pressure turbine, it is 

imperative that the flow is modeled correctly, regardless of the turbulent state it is in. Small 

increases in turbine efficiency can yield significant fuel savings over the lifespan of an aircraft. 

The modeling of transition poses a difficult problem in the world of computational fluid 

dynamics, but predictions are becoming more accurate as computational power grows.  The 

current research project predicts transition by means of an intermittency transport model, which 

will be detailed in the sections below.  
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3.2.1.  Model Development 

A concept of intermittency is employed to predict transitional flows. This intermittency 

variable, γ, is incorporated into the computations to modify the effective eddy viscosity, µ𝑡,𝑒𝑓𝑓, 

such that   

 µ𝑡,𝑒𝑓𝑓 = 𝛾µ𝑡 (3.28) 

This transition model is coupled with Menter’s SST turbulence model to calculate the eddy 

viscosity along with other turbulence parameters.  

The study of intermittency based transition models stems back to the 1950s with 

experimental data from Dhawan and Narasimha. An empirical intermittency distribution function 

was developed across a region of flow transition (Dhawan & Narasimha, 1958). Similar 

correlations were developed in the 1970s through experiments from Chen and Thyson. These 

experiments improved the intermittency distribution for flows with changing pressure gradients 

(Chen & Thyson, 1971). Significant improvements to these intermittency correlations have come 

in the mid-1990s. Based on the work of Chen and Thyson, Solomon et al. have developed an 

improved method for calculating transitional flows with changing pressure gradients. The model 

of Solomon is based on the breakdown physics and the rate of turbulent spot production through 

the transition zone (Solomon, Walker, & Gostelow, 1995).  

In 1996, Steelant and Dick developed an intermittency transport equation such that the 

intermittency distribution of Dhawan and Narasimha was reproduced. This model was coupled 

with two sets of Navier Stokes equations to predict transitional flows with varying pressure 

gradients. Unfortunately, this model was developed with two sets of strongly couple equations, 

and this method is not compatible with existing CFD codes. Today’s codes only use a single set 
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of Navier Stokes equations for solving. Another drawback of this model is its lack of variation of 

intermittency in the cross-stream direction (Steelant & Dick, 1996).  

In 1992, a model from Cho and Chung implemented a three equation k - ε – γ turbulence 

model. This model explicitly includes intermittency into the standard k – ε that was discussed in 

section 3.1.1.1 above. This model was not designed to predict flow transition, but it did provide 

an accurate intermittency distribution in the cross stream direction (Cho & Chung, 1992).  

In 1999, Suzen and Huang developed a new transport model for intermittency to combine 

the best features of the models discussed above. This model reproduces the intermittency 

distribution of Dhawan and Narasimha, and it also provides a proper variation of intermittency in 

the cross stream direction. To accomplish this, Steelant and Dick’s and Cho and Chung’s models 

were blended. The idea of this model was to be able to predict transitional flow under a range of 

turbulence intensities and pressure gradients. The intermittency can be implemented into the 

calculation by using a condition averaged set of Navier Stokes equations. This method can be 

difficult because the conditioned equations are highly coupled. Instead, the eddy viscosity 

calculated by a turbulence model is simply multiplied by the intermittency factor to obtain the 

effective eddy viscosity (Suzen & Huang, 1999).  

A series of experiments from Savill called the T3- series cases were designed to test any 

turbulence model’s ability to predict the effects of turbulence intensity on the transition of a 

laminar boundary layer for varying pressure gradients (Savill, 1993). The transition model 

showed a good transition behavior for each of these test cases along with the low-pressure 

turbine experiments of Simon et al. (Simon, Qiu, & Yuan, 2000). 

The model developed by Suzen and Huang proved that an intermittency based could 

reliably be used to predict transition.  The difficulty with this model is the additional equation 
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required to calculate the intermittency. This additional transport equation is solved for the 

momentum thickness Reynolds number. The momentum thickness Reynold number is used to 

define the onset criteria in the intermittency equation. This intermittency function is coupled with 

the SST turbulence model from Menter and Langtry, and it affects the production term of the 

turbulent kinetic energy downstream of the transition point. In an effort to make the model more 

generic and compatible with all CFD codes, the model is based only on local variables, so it can 

be used in unstructured parallel Navier-Stokes solvers (Menter & Langtry, 2012). 

The γ-Reθ model is formulated based on a combination of experimental correlations and 

locally formulated transport equations. The quantity that triggers the transition process is the 

strain rate Reynold number, which is defined as follows: 

 𝑅𝑒𝜈 = 
𝜌𝑦2

𝜇
|
𝜕𝑢

𝜕𝑦
| =

𝜌𝑦2

𝜇
𝑆  

(3.29) 

where y is the distance to the nearest wall and S is the shear strain rate.  This strain rate Reynolds 

number is a local property so it can easily calculated at each grid point, making it compatible 

with many modern CFD codes.  Figure 3.1 below shows a scaled profile of the strain rate 

Reynolds number for a Blasius boundary layer. 
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Figure 3.1. Scaled Vorticity Reynolds Number, Reν, Profile for Blasius Boundary Layer (Menter 

& Langtry, 2012) 

This scaling is implemented so the maximum vorticity Reynolds number in the Blausius 

boundary layer is one. This is done by dividing the Blausius velocity profile by the 

corresponding momentum thickness Reynolds number along with a constant, which turns out to 

be 2.193.  With this relationship, it turns out that vorticity Reynolds number and momentum 

thickness Reynolds number are directly related: 

 𝑅𝑒𝜃 = 
max (𝑅𝑒𝜈)

2.193
 

(3.30) 

This relationship is valid for moderate pressure gradients, as the difference between the actual 

momentum thickness Reynolds number and the maximum of the vorticity Reynolds number is 

less than 10%. Based on these relationships, a framework can be built for correlation based 

transition models (Menter & Langtry, 2012). 

3.2.1.1. γ-Reθ Model Equations  

The transition model utilized in this research project is called the γ-Reθ transition model. 

It was designed to couple with the Shear Stress Transport turbulence model discussed in section 

3.1.1.3 above. This transition model introduces two new variables into the flowfield: 
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intermittency (γ) and momentum thickness Reynold number (Reθ). Each of these variables is 

governed by a transport equation that is solved everywhere in the flowfield. The intermittency 

variable is used to determine whether or not the flow is laminar, turbulent, or somewhere in 

between. If the intermittency is zero, the flow is laminar. If the intermittency value is one, the 

flow is turbulent. If the intermittency carries any value between zero and one, the flow is 

considered transitional, and the γ-Reθ transition model accounts for this (Menter & Langtry, 

2012). The development of this transitional model is given below.  

 The transport equation for the intermittency, γ, is given by 

 
𝜕(𝜌𝛾)

𝜕𝑡
+
𝜕(𝜌𝑈𝑗𝛾)

𝜕𝑥𝑗
= 𝑃𝛾 − 𝐸𝛾 +

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡
𝜎𝑓
)
𝜕𝛾

𝜕𝑥𝑗
] 

(3.31) 

where the transition sources, Pγ, are given by 

 𝑃𝛾 = 𝐹𝑙𝑒𝑛𝑔𝑡ℎ𝑐𝑎1𝜌𝑆[𝛾𝐹𝑜𝑛𝑠𝑒𝑡]
0.5(1 − 𝑐𝑒1𝛾) (3.32) 

where S is the strain rate magnitude and Flength is an empirical correlation that controls the length 

of transition. The destruction/relaminarization source, Eγ, is defined as: 

 𝐸𝛾 = 𝑐𝑎2𝜌𝛺𝛾𝐹𝑡𝑢𝑟𝑏(𝑐𝑒2𝛾 − 1) (3.33) 

where Ω is the vorticity magnitude.  The onset of transition is controlled by the following 

functions: 

 𝑅𝑒𝑉 =
𝜌𝑦2𝑆

𝜇
 (3.34) 

 
𝐹𝑜𝑛𝑠𝑒𝑡 1 = 

𝑅𝑒𝜈
2.193 𝑅𝑒𝜃𝑐

 (3.35) 

 𝐹𝑜𝑛𝑠𝑒𝑡 2 = 𝑚𝑖𝑛(𝑚𝑎𝑥(𝐹𝑜𝑛𝑠𝑒𝑡 1 , 𝐹𝑜𝑛𝑠𝑒𝑡 1
4 ) ,2.0) (3.36) 
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𝑅𝑇 = 

𝜌𝑘

𝜇𝜔
 (3.37) 

 
𝐹𝑜𝑛𝑠𝑒𝑡 3 = 𝑚𝑎𝑥 (1 − (

𝑅𝑇
2.5
)
3

, 0) (3.38) 

 𝐹𝑜𝑛𝑠𝑒𝑡 = max(𝐹𝑜𝑛𝑠𝑒𝑡 2 − 𝐹𝑜𝑛𝑠𝑒𝑡 3, 0) (3.39) 

where Reθc is the critical Reynolds number where the intermittency begins to increase in the 

laminar boundary layer. This increase in intermittency occurs upstream of the transition 

Reynolds number, 𝑅𝑒̃𝜃𝑡. The Flength and Reθc correlations are both functions of the transition 

Reynolds number.  A correlation for Flength based on 𝑅𝑒̃𝜃𝑡 has been developed based on the T3 

series and Schubauer and Klebanof test cases. This correlation is given below. 

𝑭𝒍𝒆𝒏𝒈𝒕𝒉

=  

{
 
 

 
 [𝟑𝟗𝟖. 𝟏𝟗𝟖 ∗ 𝟏𝟎−𝟏 + (−𝟏𝟏𝟗. 𝟐𝟕𝟎 ∗ 𝟏𝟎−𝟒)𝑹𝒆̃𝜽𝒕 + (−𝟏𝟑𝟐. 𝟓𝟔𝟕 ∗ 𝟏𝟎−𝟔)𝑹𝒆̃𝜽𝒕

𝟐
] ,  𝑹𝒆̃𝜽𝒕 < 𝟒𝟎𝟎

[𝟐𝟔𝟑. 𝟒𝟎𝟒 + (−𝟏𝟐𝟑. 𝟗𝟑𝟗 ∗ 𝟏𝟎−𝟐)𝑹𝒆̃𝜽𝒕 + (𝟏𝟏𝟗. 𝟓𝟒𝟖 ∗ 𝟏𝟎−𝟓)𝑹𝒆̃𝜽𝒕
𝟐
+ (−𝟏𝟎𝟏. 𝟔𝟗𝟓 ∗ 𝟏𝟎−𝟖)𝑹𝒆̃𝜽𝒕

𝟑
] , 𝟒𝟎𝟎 ≤ 𝑹𝒆̃𝜽𝒕 < 𝟓𝟗𝟔

[𝟎. 𝟓 − (𝑹𝒆̃𝜽𝒕 − 𝟓𝟗𝟔. 𝟎) ∗ (𝟑. 𝟎 ∗ 𝟏𝟎−𝟒)], 𝟓𝟗𝟔 ≤ 𝑹𝒆̃𝜽𝒕 < 𝟏𝟐𝟎𝟎

[𝟎. 𝟑𝟏𝟖𝟖], 𝟏𝟐𝟎𝟎 ≤ 𝑹𝒆̃𝜽𝒕  

 

(3.40) 

 

The correlation between Reθc and 𝑅𝑒̃𝜃𝑡 is defined as: 

𝑹𝒆𝜽𝒄 = {
[𝑹𝒆̃𝜽𝒕 − (

𝟑𝟗𝟔. 𝟎𝟑𝟓 ∗ 𝟏𝟎−𝟐 + (−𝟏𝟐𝟎. 𝟔𝟓𝟔 ∗ 𝟏𝟎−𝟒)𝑹𝒆̃𝜽𝒕 + (𝟖𝟔𝟖. 𝟐𝟑𝟎 ∗ 𝟏𝟎−𝟔)𝑹𝒆̃𝜽𝒕
𝟐

+(−𝟔𝟗𝟔. 𝟓𝟎𝟔 ∗ 𝟏𝟎−𝟗)𝑹𝒆̃𝜽𝒕
𝟑
+ (𝟏𝟕𝟒. 𝟏𝟎𝟓 ∗ 𝟏𝟎−𝟏𝟐)𝑹𝒆̃𝜽𝒕

𝟒 )] ,  𝑹𝒆̃𝜽𝒕 ≤ 𝟏𝟖𝟕𝟎

[𝑹𝒆̃𝜽𝒕 − (𝟓𝟗𝟑. 𝟏𝟏 + (𝑹𝒆̃𝜽𝒕 − 𝟏𝟖𝟕𝟎. 𝟎) ∗ 𝟎. 𝟒𝟖𝟐)], 𝑹𝒆̃𝜽𝒕 > 𝟏𝟖𝟕𝟎

 
(3.41) 

The constants for the intermittency equation are given by: 

 𝑐𝑎1 = 2.0; 𝑐𝑒1 = 1.0; 𝑐𝑎2 = 0.06; 𝑐𝑒2 = 50.0; 𝜎𝑓 = 1.0; (3.42) 

If transition is induced by flow separation, the following modification is made: 
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 𝛾𝑠𝑒𝑝 = 𝑚𝑖𝑛 (𝑠1𝑚𝑎𝑥 [0, (
𝑅𝑒𝜈

3.235𝑅𝑒𝜃𝑐
) − 1] 𝐹𝑟𝑒𝑎𝑡𝑡𝑎𝑐ℎ, 2) 𝐹𝜃𝑡 (3.43) 

 
𝐹𝑟𝑒𝑎𝑡𝑡𝑎𝑐ℎ = 𝑒

−(
𝑅𝑇
20
)
4

 (3.44) 

 𝛾𝑒𝑓𝑓 = max(𝛾, 𝛾𝑠𝑒𝑝) (3.45) 

 𝑠1 = 2 (3.46) 

The transport equation that governs the momentum thickness Reynolds number for transition, 

𝑅𝑒̃𝜃𝑡, is given by: 

 
𝜕(𝜌𝑅̃𝑒𝜃𝑡)

𝜕𝑡
+
𝜕(𝜌𝑈𝑗𝑅̃𝑒𝜃𝑡)

𝜕𝑥𝑗
= 𝑃𝜃𝑡 +

𝜕

𝜕𝑥𝑗
[𝜎𝜃𝑡(𝜇 − 𝜇𝑡)

𝜕𝑅̃𝑒𝜃𝑡
𝜕𝑥𝑗

] 
(3.47) 

where the source term, 𝑃𝜃𝑡, is given by: 

 𝑃𝜃𝑡 = 𝑐𝜃𝑡
𝜌

𝑡
(𝑅𝑒𝜃𝑡 − 𝑅̃𝑒𝜃𝑡)(1.0 − 𝐹𝜃𝑡) (3.48) 

 
𝑡 =

500𝜇

𝜌𝑈2
 (3.49) 

where t is a time scale implemented for dimensional reasons.  The time scale was determined 

based on dimensional analysis with the requirement that it scales with the convective and 

diffusive terms in the transport equation. The blending function, 𝐹𝜃𝑡, turns the source term on 

and off in the boundary layer and allows 𝑅̃𝑒𝜃𝑡 to diffuse in from the freestream. This blending 

function holds a value of zero in the freestream and one in the boundary layer. The blending 

function is given below: 

 𝐹𝜃𝑡 = 𝑚𝑖𝑛 (𝑚𝑎𝑥 (𝐹𝑤𝑎𝑘𝑒𝑒
−(
𝑦
𝛿
)
4

, 1.0 − (
𝛾 − 1/𝑐𝑒2
1.0 − 1/𝑐𝑒2

)
2

) , 1.0) (3.50) 

where 
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 𝛿 =
50𝛺𝑦

𝑈
∗ 𝛿𝐵𝐿; 𝛿𝐵𝐿 =

15

2
𝜃𝐵𝐿; 𝜃𝐵𝐿 =

𝑅̃𝑒𝜃𝑡𝜇

𝜌𝑈
 (3.51) 

 
𝐹𝑤𝑎𝑘𝑒 = 𝑒−(

𝑅𝑒𝜔
1𝐸+5

)
2

; 𝑅𝑒𝜔 =
𝜌𝜔𝑦2

𝜇
 (3.52) 

The model constants for the 𝑅̃𝑒𝜃𝑡equation are: 

 𝑐𝜃𝑡 = 0.03; 𝜎𝜃𝑡 = 2.0; (3.53) 

The onset of transition is based on an empirical correlation with the following two parameters: 

 𝜆𝜃 = 
𝜌𝜃2

𝜇

𝑑𝑈

𝑑𝑠
 (3.54) 

 
𝑇𝑢 = 100

√2𝑘/3

𝑈
 (3.55) 

This γ-Reθ transition model was developed to couple with the SST turbulence model. It does so 

by modifying the turbulent production and destruction terms in the transport equations of the 

SST model. The coupled model is given below: 

 
𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑗
(𝜌𝑢𝑗𝑘) = 𝑃̃𝑘 − 𝐷̃𝑘 +

𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎𝑘𝜇𝑡)

𝜕𝑘

𝜕𝑥𝑗
] (3.56) 

 𝑃̃𝑘 = 𝛾𝑒𝑓𝑓𝑃𝑘 (3.57) 

 𝐷̃𝑘 = 𝑚𝑖𝑛[𝑚𝑎𝑥(𝛾𝑒𝑓𝑓 , 0.1), 1.0]𝐷𝑘 (3.58) 

where Pk and Dk are the original turbulence production and destruction terms in the SST 

turbulence model. 

This transition model can be unstable for certain types of flows, however. To improve 

numerical stability, the acceleration parameters, turbulence intensity, and empirical correlations 

should be limited as shown below: 
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 −0.1 ≤ 𝜆𝜃 ≤ 0.1; 𝑇𝑢 ≥ 0.027; 𝑅𝑒𝜃𝑡 ≥ 20; (3.59) 

One other critical parameter for accurate use of this model is grid density. For the boundary layer 

to be accurately captured, the grid must have a y+ value of approximately one at the first grid 

point off the wall.  If the y+ spacing is too large, the location of the onset of transition moves 

upstream, so it is critical that a fine enough grid is used to capture all of the boundary layer 

effects.  

3.2.1.2. γ-Reθ Model Validation 

Before any turbulence or transition model can be applied to a specific case, it should be 

validated against accepted data for basic engineering flows. This includes, but is not limited to, 

flow over a flat plate, flow over a cylinder in crossflow, and flows over a common airfoil. The γ-

Reθ transition model has gone through many changes since its inception, and with each change, 

the new model is rigorously tested before it is accepted as an accurate transition model.  

The following is a list of several publications that validate the γ-Reθ transition model for 

various flow cases: 

 Flat plate experiments (Schubauer & Klebanoff, 1955) 

 European Research Community On Flow, Turbulence, and Combustion 

(ERCOFTAC) benchmarks (Savill, 1993) 

 Low-pressure turbine experiments (Simon, Qiu, & Yuan, 2000) 

 PAK-B blade experiments (Lake, King, & Rivir, 1999), (Huang, Corke, & 

Thomas, 2003), (Volino, 2002) 

 Unsteady wake-blade interactions (Kaszeta, Simon, & Asphis, 2001), (Stieger, 

2002) 
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Previous work at NDSU has also detailed the limitations of the γ-Reθ transition model by 

testing over a wide range of Reynolds numbers and turbulence intensities over a first stage 

incompressible flow vane (Kingery, Suzen, & Ames, 2010). Each of these cases listed above 

covers a wide range of flow characteristics including turbulence levels, Reynolds numbers, 

boundary conditions, and flow field geometries.  The γ-Reθ transition model behaves very well 

for each of these flows, so it is considered a validated model of the turbine flows that are being 

analyzed in this research project. 
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4. UND COMPRESSIBLE FLOW EXPERIMENTS 

This section details the wind tunnel experiments conducted at the University of North 

Dakota.  The data gathered by these experiments is directly used for the current simulations that 

are conducted at NDSU. All initial and boundary conditions of the flows come directly from 

these experiments. 

4.1. Wind Tunnel Characteristics and Capabilities 

The UND wind tunnel facility is unique because it can operate at steady state, whereas 

many transonic wind tunnels use a blow down technique.  Most existing transonic wind tunnels 

are limited to a narrow range of Reynolds numbers, but this facility is capable of reaching exit 

chord Reynolds numbers as high as 1 million and as low as 50,000.  This capability is desirable, 

as it allows for a wide range of experiments. One important study investigating the effects of 

large scale turbulence in turbines due to advanced combustor design was conducted at University 

of North Dakota’s large-scale high-speed cascade wind tunnel (Ames F. , 1997). The current 

facility is capable of running at Reynolds numbers between 50,000 and 1,000,000 and Mach 

numbers ranging from 0.5 to 0.9. Free stream turbulence levels can range from 0.8% for the low 

turbulence (LT) cases to 9% for the Dry Low NOx (DLN) combustor cases. At the top and 

bottom of the cascade section are 2 bleed valves. These valves can be opened to allow a specified 

amount of the flow out of the cascade to provide consistent flow characteristics around each 

blade or vane surface (Ames F. E., 2013). The cascade test section can also be removed and 

replaced to test different geometries. Figure 4.1 below shows the full schematic of the closed-

loop wind tunnel at UND. Figure 4.2 shows a detailed view of the turbine cascade from which all 

data is gathered. The inlet static and exit static taps provide boundary conditions for the 
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computations, and the instrumented blade or vane offer experimental results for comparison with 

the computations. 

 

Figure 4.1. Schematic of Closed-loop High-speed Low Reynolds Number Flow Facility with 

Linear Vane Cascade Test Section (Ames F. E., 2013) 

 

Figure 4.2. Schematic of Cascade Test Section (Ames F. E., 2013) 

For this project, the wind tunnel at UND was used to provide data for 2 different 

geometries. The first geometry was a first stage flow vane in a NASA Global Hawk aircraft. The 

second geometry analyzed was an incidence angle tolerant turbine blade.  

4.2. Compressible Vane Cascade Setup 

The geometry used to test NASA Global Hawk vane is shown above in Figure 4.2. The 

pitch is 9.77 cm with a chord length equal to 12.1 cm.  The cascade consists of four vanes (2.8 
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times scale) with the third from the bottom vane being instrumented.  For this study, data was 

gathered at Reynolds numbers 90,000, 180,000, 360,000, and 720,000. Each of the experiments 

were run at an exit Mach number of 0.7, 0.8, and 0.9. At each condition, a high (9%) and low 

(0.8%) turbulence setting was also computed. These experiments detailed heat transfer and 

aerodynamic losses on a conventionally loaded first stage vane. A total of 48 cases were 

analyzed for this Global Hawk geometry.    

4.3. Incidence Angle Tolerant Turbine Blade Cascade Setup 

The second geometry involved in this project is an incidence angle tolerant turbine blade 

that comes from the low pressure turbine of the NASA Large Civil Tilt Rotor Vehicle, which is 

currently under development. This prototype aircraft is shown below in Figure 4.3. 

 

Figure 4.3. NASA Large Civil Tilt Rotor (LCTR) Vehicle (Snyder, 2012) 

This aircraft has a variable speed power turbine, and as the rotational speed of the turbine 

changes, so does the perceived angle of attack (Snyder, 2012). As the rotational speed of the 

turbine increases, the normal component of the flow decreases, and therefore the angle of attack 

decreases. Figure 4.4 below displays a breakdown of the turbine flow’s velocity components.   
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Figure 4.4. Variable Speed Turbine Flow Speed Characteristics (Hodson, 2005) 

In general, the highest rotational speeds will be encountered during take-off conditions, 

and as the rotational speed slows for cruise flight, the angle of attack moves to the design angle 

for the given airfoil. The idea of the incidence angle tolerant turbine blade being analyzed in the 

current project is to minimize aerodynamic losses during take-off conditions while retaining 

optimal aerodynamic characteristics during cruise flight. 

The experimental setup for the incident tolerant turbine blade is very similar to that of the 

vane in Figure 4.2 above. The blade geometry is substituted into the cascade section and the new 

shape is analyzed in the same way. In this case, two of the blades are instrumented. The 3rd blade 

from the bottom is again the primary instrumented blade with taps running along its surface at 

the midspan location. The 2nd blade from the bottom is also instrumented, but it has half of its 

taps located at ¼ span and the other half located at midspan. The additional data locations allow 

researchers to ensure that the flow is consistent through each passage as data is being collected. 

It also shows if there is any change in flow characteristics across the span of the blade surface. 

These characteristics can then be compared with computational results. Figure 4.5 shows blade 2 

and blade 3, the two instrumented blades. Note that blade 2 has taps only at the midspan location, 

and blade 3 has taps at ¼ span and midspan. 
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Figure 4.5. Experimental Data Tap Locations for Compressible Turbine Blade Cases 

 Once all the experiments are completed at UND, the raw pressure and temperature data is 

provided from each of the tap locations in the experiments. Turbulence characteristics are also 

estimated based on previous experiments conducted at UND. These data are then translated into 

the proper information used for computational inputs at NDSU. 

 

  

Blade 2        Blade 3 
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5. METHODS OF CFD COMPUTATIONS AT NDSU 

5.1. Hardware and Software Descriptions 

The computations completed in this project were done with the aid of the high powered 

computing cluster at NDSU called the Center for Computationally Assisted Science and 

Technology (CCAST). Initially, the computations were run on a system called Cluster 3, which 

had 128 compute nodes with 8 processors per node. The theoretical maximum performance was 

10.9 TFLOPS, and 20 ANSYS CFX licenses were available for use. As of the spring of 2014, a 

new system was installed called Thunder cluster. This new cluster has 53 compute nodes with 20 

processors per node. The theoretical performance of the Thunder cluster is 40 TFLOPS, nearly 4 

times that of Cluster 3. The ANSYS CFX license count was also increased to 128. These 

performance increases have greatly decreased the runtime required to complete each of the 

simulations in this project. Figure 5.1 below shows a photo of the CCAST computer clusters 

utilized for this project. 

 

Figure 5.1. Center for Computationally Assisted Science and Technology 
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 Several different software were used on the computational side of this project. 

Solidworks was used to generate the flowfield geometries. Once the geometries were available, a 

mesh was created using ANSYS CFX. ICEM CFD was also used to create several mesh grids, 

but the primary mesh software used in finding the results in the following sections was ANSYS 

CFX. Once the grid was established, the primary flow solver the simulations was ANSYS CFX. 

CFX is a very powerful computational tool that has all of the turbulence and transitional flow 

models that are being validated with this project. 

5.1.1. Turbulence Models Implemented 

One of the goals of this project was to validate current turbulence models for the given 

flowfields that were commercially available. In this case, the Shear Stress Transport turbulence 

model coupled with the γ-Reθ transition model were the models selected for validation. As 

discussed in section 3.1.1.3 above, the SST model provides very accurate predictions for 

turbulent flows. Should any discrepancies be encountered with this SST- γ-Reθ model 

combination, the second goal of this project was to implement model improvements. Model 

improvements are based on the k-ε turbulence model. This model will be manipulated to better 

represent flows at high turbulence levels and near-sonic Mach numbers.  

5.1.2. Flowfield Geometry and Mesh Generation 

3D flowfield models are provided by UND for each selected geometry, but the mesh is 

generated for each case at NDSU. In this project, two separate geometries were analyzed, and 

both will be shown below. A detailed mesh study was done by Jamison Huber (Huber, 2013), 

and the final mesh grids of that study will be discussed in the sections below.  
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5.1.2.1. First Stage Stator Vane 

The first geometry analyzed in this project was a first stage stator vane from the NASA Global 

Hawk. An aerodynamic study as well as a heat transfer study will be conducted on this geometry. 

The computations will be run at several different Mach numbers and Reynolds numbers. The 

geometry will also be tested at a high turbulence (HT) setting of 9% and a low turbulence (LT) 

setting of 0.8%. Table 5.1 below shows each of the simulations to be conducted for the 

aerodynamic study, and Table 5.2 shows a tabulated breakdown of all the simulations to be 

completed for the heat transfer study.   

Table 5.1. Aerodynamic Vane Simulations To Be Conducted 

Mach Number Turb. Level Reynolds Numbers 
0.7 LT 90K, 180K, 360K, 720K 

HT 90K, 180K, 360K, 720K 

0.8 LT 90K, 180K, 360K, 720K 

HT 90K, 180K, 360K, 720K 

0.9 LT 90K, 180K, 360K, 720K 

HT 90K, 180K, 360K, 720K 

 

Table 5.2. Heat Transfer Vane Simulations To Be Conducted 

Mach Number Turb. Level Reynolds Numbers 
0.7 LT 90K, 180K, 360K, 720K, 1000K 

HT 90K, 180K, 360K, 720K, 1000K 

0.8 LT 90K, 180K, 360K, 720K, 1000K 

HT 90K, 180K, 360K, 720K, 1000K 

0.9 LT 90K, 180K, 360K, 720K, 1000K 

HT 90K, 180K, 360K, 720K, 1000K 

 

A total of 54 simulations were completed for the Global Hawk flow vane; however, to 

acquire the desired results for the heat transfer computations, each case had to be run with an 

adiabatic wall condition in addition to a heat flux condition. This doubled the number of 
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simulations required for the heat transfer cases, so the total number of simulations required for 

this geometry was 84. Figure 5.2 below shows the 3D models of the vane geometry used in these 

simulations. 

  

Figure 5.2. Compressible Flow Vane Geometry for Low (left) and High (right) Turbulence 

Settings 

 Depending on the turbulence condition desired, a different nozzle is attached to the 

cascade. The final mesh previously created by Jamison Huber for the high turbulence vane 

cascade is shown below in Figure 5.3 and Figure 5.4  (Huber, 2013).  
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Figure 5.3. Compressible Flow Vane Mesh-Side and Zoomed View 

 

Figure 5.4. Compressible Flow Vane Mesh-Front View 
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 The final mesh was developed based on solution convergence and the accuracy of the 

results. Three different grids were tested, and the shown grid was selected for the computations. 

The entire domain had a body spacing of 6 mm, the vane passage and wake region had a body 

spacing of 1.5 mm, and the vane surfaces each had a set of inflation layers extending into the 

passages. Because the SST model works best with a y+
 value near 1 (Menter, 1994), the first 

layer thickness was determined to be 1.5 (10)-6 m thick. An inflation layer was also placed on the 

walls of the inlet nozzle to gather information about the viscous effects near the walls of the 

flowfield. The total number of nodes and elements for the vane mesh is 6.4 million and 18.7 

million, respectively. A mesh with identical parameters was created for the low turbulence 

nozzle.  

5.1.2.2. Incidence Angle Tolerant Turbine Blade 

The second geometry analyzed in this project was an incidence angle tolerant turbine 

blade from the NASA Large Civil Tilt Rotor Vehicle. It was tested at 8 different angles of attack, 

from the take-off angle (-17 degrees) to the cruise angle (40 degrees). The inlet nozzle was 

changed in the experiment to obtain each different angle of attack. The 3D flowfield models for 

each angle of attack are shown below in Figure 5.5. 
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Figure 5.5. Flowfield Geometry for Each Angle of Attack 

 This geometry was also tested at four Reynolds numbers ranging from 50,000 to 568,000. 

A low turbulence (0.8%) and a high turbulence (4%) setting were also implemented at each 

Reynolds number and angle of attack. Table 5.3 below shows each of the simulations to be 

completed on the turbine blade. A total of 64 computations were completed on this geometry.  

Table 5.3. Tabulated List of Simulations To Be Conducted 

Incidence Angle Turb. Level Reynolds Numbers 
40° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 

34° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 

28° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 

18° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 

8° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 

-2° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 

-12° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 

-17° LT 50K, 66K, 228K, 568K 

HT 50K, 66K, 228K, 568K 
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The mesh generation for this turbine geometry was identical to that of the Global Hawk 

vane. A mesh study was conducted in a previous project (Huber, 2013), and the final mesh will 

be discussed here. A body sizing of 5.7 mm was implemented on the entire domain. Near the 

blade passages, a body was placed that contained a much finer spacing of 0.76 mm. This fine 

spacing allows the solver to more accurately capture the flow characteristic in the wake region. 

Because the SST model works best with a y+ value of 1, an inflation layer was placed on each 

blade surface with the first layer thickness being 1(10)-6 m. The total number of nodes was 

approximately 11.5 million for each case. Figure 5.6 below shows the final mesh used in the 

turbine blade cases. As the angle of attack changes, all mesh parameters remain constant, but the 

geometry changes.  

 

Figure 5.6. Final Mesh for Turbine Blade Cases 

 With the geometry and mesh developed, the next step of the project is to implement the 

experimental data into the CFD software as boundary or initial conditions.  
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5.1.3. Transitioning from Experimental Data to Computational Inputs  

 The following is a list of variables given by the experiments conducted at UND: 

• Total Temperature 

• Total Pressure 

• Reynolds Number 

• Mach Number 

• Static Pressure  

• Static Temperature 

• Velocity 

 These variables are provided at locations ¼ chord upstream, ¼ chord downstream, and 

around the instrumented blade or vane surface. The following list gives each of the variables 

required for input into the CFX simulations conducted at NDSU: 

• Reference pressure 

• Relative pressure at inlet 

• Turbulence kinetic energy (k) 

• Turbulence eddy dissipation (ε) 

• Total temperature at inlet 

• Relative pressure at the outlet 

 The reference pressure (domain pressure) in CFX is set equal to the static pressure in the 

outlet of the experiments. Relative pressure at the inlet is calculated by subtracting the domain 

pressure (above) from the total inlet pressure in the experiments. The experimental pressures are 

given along the entire height of the cascade, so the values are averaged. Turbulence kinetic 

energy is calculated by the following equation: 
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 𝑘 = 1.5(𝑈𝐼)2 
(5.1) 

where U is the average velocity at the inlet and I is free stream turbulence intensity, both of 

which are calculated experimentally.  

Turbulent eddy dissipation is calculated with the following equation: 

 1.5 ∗
𝑢′3

𝜀
= Lu (5.2) 

where u’ is the fluctuating component of the streamwise velocity and Lu is the energy scale (cm), 

both of which are obtained experimentally.  

Total temperature at the inlet is given experimentally. Relative pressure at the outlet is set 

to 0 Pa for each case. At this point, there is enough information to begin the computations. Since 

the data locations are slightly different between the experiments and computations (i.e. ¼ 

upstream vs. nozzle inlet), the data may slightly deviate from the experimental values. If this is 

the case, the computations are iterated until the experimental data is perfectly matched. This 

process will be discussed in more detail in the results sections below.  
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6. RESULTS AND DISCUSSION OF COMPRESSIBLE FLOW 

SIMULATIONS 

6.1. Part I—First Stage Stator Vane 

As the vane data is presented, note the variables on each axis and how they are represented. 

The y-axis presents the variable of interest, and the x-axis represents the surface arc around the 

vane. The center of each plot on the x-axis represents the stagnation region where S = 0. As the S 

value become negative, the data presented corresponds to the top surface of the vane, or the 

suction surface. As the S value grows positive, the data shown represents the suction surface. 

Figure 6.1 below shows a schematic of how the data is displayed regarding the x-axis.  

 

 

Figure 6.1. Vane Surface Arc X-axis Notation 

 An aerodynamic study along with a heat transfer study was conducted on the flow vane.  

Each set of results will be presented separately in the following sections. 

6.1.1. Aerodynamic Simulation Results 

During the aerodynamic simulations of the NASA Global Hawk vane, pressure data 

along the instrumented vane surface was compared between the UND experiments and the 
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computations conducted at NDSU. Figure 6.2 through Figure 6.5 display the results of these 

simulations for each Reynolds number and turbulence level tested.  

 

Figure 6.2. Ps/Pt Plots for Re = 90,000 at High Turbulence (left) and Low Turbulence (right) 

Setting. 

 

Figure 6.3. Ps/Pt Plots for Re = 180,000 at High Turbulence (left) and Low Turbulence (right) 

Setting. 
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Figure 6.4. Ps/Pt Plots for Re = 360,000 at High Turbulence (left) and Low Turbulence (right) 

Setting. 

 

Figure 6.5. Ps/Pt Plots for Re = 720,000 at High Turbulence (left) and Low Turbulence (right) 

Setting. 

 In general, the SST turbulence model and the γ-Reθ transition modeled provided nearly 

perfect predictions on the pressure surface of the vane. On the suction surface, the data was 

slightly over predicted at lower Reynolds numbers and under predicted at the higher Reynolds 

numbers. When investigating these discrepancies, it was found that the exit Mach number was 

slightly off from the experimental values. To remedy this problem, the pressure at the outlet of 



 

59 

 

the domain was increased or decreased to speed up or slow down the flow to match the 

experimental values, depending on the initial prediction. Once the exit Mach number was 

matched with the experimental values, the Ps/Pt plots show a near perfect prediction across the 

entire vane surface. An example of this improvement at a Reynolds number of 360,000 is shown 

in Figure 6.6 and Figure 6.7 below.  

 

Figure 6.6. Corrected Pressure Distribution for Re = 360,000 at Low Turbulence 

 

 

Figure 6.7. Corrected Pressure Distribution for Re = 360,000 at High Turbulence 
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Before any heat transfer or wall shear investigations take place, it is important to verify that the 

experimental parameters are matched correctly. At this point, it is safe to begin comparing wall 

heat transfer data with the experimental results at UND.  

6.1.2. Heat Transfer Simulation Results 

After an aerodynamic study was conducted on the vane geometry, a separate heat transfer 

study was completed at the same flow conditions. In this study, the variable of interest was the 

heat transfer coefficient, which was calculated by the following equation: 

 ℎ =
𝑞′′

(𝐵𝑙𝑎𝑑𝑒 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐴𝑟𝑒𝑎) ∗ (𝑇𝑓𝑙𝑢𝑥 − 𝑇𝑎𝑑𝑖𝑎𝑏𝑎𝑡𝑖𝑐)
 

(6.1) 

where q’’ is a heat flux on the vane surface, which is found experimentally. Tflux is the 

temperature of the vane surface during the simulation run with a heat flux condition, and Tadiabatic 

is the temperature of the vane surface during the adiabatic condition. Because both an adiabatic 

and a heat flux condition are required to obtain results, the heat transfer study required twice the 

amount of computations to acquire the results.  

 Previous studies at NDSU (Kingery, Suzen, & Ames, 2010) have shown that heat transfer 

is over predicted by the SST model on the suction surface of the vane during higher turbulence 

settings and higher Reynolds numbers for incompressible flows. These studies also predicted an 

early onset of transition using the SST-γ-Reθ model combination. The geometry in the present 

study is very similar, however the compressibility effects of the flow are now being analyzed. 

Results for all heat transfer cases are shown below in Figure 6.8-Figure 6.12.  



 

61 

 

 

Figure 6.8. Heat Transfer Coefficient for Re = 90,000 

 

Figure 6.9. Heat Transfer Coefficient for Re = 180,000 



 

62 

 

 

Figure 6.10. Heat Transfer Coefficient for Re = 360,000 

 

Figure 6.11. Heat Transfer Coefficient for Re = 720,000 
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Figure 6.12. Heat Transfer Coefficient for Re = 1,000,000 

 As expected, the heat transfer becomes over predicted on the suction surface for all 

Reynolds numbers above 360,000 at the high turbulence setting. Transition onset is also 

predicted too early, and the severity of the discrepancy decreases as the Mach number decreases.  

 In all low turbulence cases, the heat transfer predictions are nearly perfect on both the 

pressure and suction surfaces, but the computations slightly over predict heat transfer in the 

stagnation region.  

6.1.2.1. Heat Transfer Results with Modified Turbulence Model 

To improve the heat transfer predictions at the high turbulence settings, a modification to 

the k-ε section of the SST turbulence model was to be implemented as discussed in section 

3.1.1.4 above. Before modifying the SST model, the k-ε model alone was modified with a 

mixing length model (Ames & Kwon, 1996). The goal of this implementation was to test the 

model manipulation tools offered in the CFX software. Ideally, the new model should match the 
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heat transfer coefficient in the turbulent region of the vane surface. Once the turbulent section is 

matched, a transition model will be coupled with the new turbulence model to improve the 

predictions across the entire surface. Figure 6.13-Figure 6.15 show the heat transfer results with 

two versions of the new turbulence model implemented.  

 

Figure 6.13. Heat Transfer Coefficient for Re=720k and M=0.7 with New Turbulence Model 
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Figure 6.14. Heat Transfer Coefficient for Re=720k and M=0.8 with New Turbulence Model 

 

Figure 6.15. Heat Transfer Coefficient for Re=720k and M=0.9 with New Turbulence Model 
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With the first version of the modified k-ε turbulence model implemented, the results 

improve on the pressure surface of the vane, but heat transfer is over predicted in the stagnation 

region and under predicted on the suction surface. The second implementation of this model over 

predicts heat transfer across the entire surface. The differences between these implementations 

will be discussed below. 

6.1.2.2. Flat Plate Turbulence Model Investigation 

At this point, it was evident that the new model needed to be validated against an 

accepted turbulence model to ensure that it was implemented correctly. In this case, the various 

models available in CFX were tested against a set of NASA data across a 2 meter long flat plate 

(Rumsey, 2012). The grid used for these simulations had a y+ value of about 0.25, and it was 

provided by NASA. Some of the important parameters to investigate in a turbulence model are 

the eddy viscosity, skin friction, and boundary layer velocity profiles. Plotting these values 

against accepted values give researchers hints as to whether or not the models are behaving as 

they should. Several models were tested in this flat plate study, including Shear Stress Transport, 

k-epsilon, and Eddy Viscosity Transport model, which is a one equation model based on k-

epsilon. Figure 6.16 below shows the skin friction plotted along the length of the flat plate. The 

data lines labeled CFL3D and FUN3D are data from NASA that use an in-house code for 

structured and unstructured grids.  
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Figure 6.16. Skin Friction along a Flat Plate 

The k-epsilon models tend to slightly over predict along the entire length of the flat plate, while 

the SST and eddy viscosity transport models predict very closely to the accepted data.  

 Eddy viscosity contours can also be a useful tool to determine whether a turbulence 

model is implemented correctly. Figure 6.17 below shows a non-dimensionalized eddy viscosity 

contour provided by NASA’s CFL3D solver code running the SST turbulence model. Figure 

6.18 and Figure 6.19 represent the eddy viscosity contours obtained with the ANSYS CFX solver 

using the SST and k-ε turbulence models. Figure 6.20 and Figure 6.22 then show contours for 

eddy viscosity using the modified k-ε models. 



 

68 

 

 

Figure 6.17. Nondimensionalized Eddy Viscosity Contour for NASA CFL3D Code 
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Figure 6.18. Eddy Viscosity Contour for SST Turbulence Model at NDSU 

 

Figure 6.19. Eddy Viscosity Contour for k-ε Turbulence Model at NDSU 
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Figure 6.20. Eddy Viscosity Contour for Modified k-ε Turbulence Model at NDSU 

 

 

Figure 6.21. Eddy Viscosity Contour for Modified k-ε Version 2 Turbulence Model at NDSU 
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The SST model at NDSU provides a very similar result to the NASA model, however the 

ANSYS CFX model does not capture the sharp wave at the edge of the boundary layer. The k-ε 

contour shows a boundary layer that grows more rapidly than the SST model. The first version of 

the modified k-ε contour shows that there is a major error with the implementation of the new 

model. Over the course of the 2 meter flat plate, the eddy viscosity too low by more than a factor 

of 10. At this point, it was clear that the implementation of this model required further 

investigation. A second model was implemented with all the same equations; however, the 

turbulence kinetic energy and dissipation rates in the damping function were calculated at each 

point in the flowfield instead of being held at freestream values. While there are still 

discrepancies, this improved the model significantly, as shown in Figure 6.21. While contours 

are useful for portraying an overall picture of the flow, it can be difficult to quantify any 

discrepancies with the models. Instead, Figure 6.22 below shows each model’s eddy viscosity at 

a location approximately halfway across the plate. This plot shows the problematic areas much 

more clearly.  
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Figure 6.22. Eddy Viscosity for Each Model at X = 0.97 m 

The SST model at NDSU behaves very similarly to the NASA code; however, there is a small 

discrepancy at the outer edge of the boundary layer at a reference viscosity of about 125. The 

CFX solver used at NDSU fails to model the sharp increase in eddy viscosity at that point. One 

other key point that should be noted is the fact that the CFX eddy viscosity never actually returns 

to zero beyond the boundary layer. This result is unexpected, although the discrepancy is very 

small. The k-ε model predicts a much taller boundary layer than the SST model. The shape near 

the wall is accurate until the center of the boundary layer is reached, at which point the eddy 

viscosity levels increase over 10% more than that of the SST code. The orange line shows the 

modified k-ε model tested in the CFX solver. This plot again exemplifies that this model is 

incorrectly implemented and is not functioning properly. The light blue line shows that version 2 

of the new model is behaving much more accurately. Model manipulation in the CFX solver is 

limited, so an in-house code may need to be produced for testing to improve the results.   
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 Perhaps the most telling plot to determine a turbulence model’s behavior in the boundary 

layer is the u+ vs. y+ plot. u+ represents a non-dimensionalized velocity while y+ represents a 

non-dimensionalized distance from the wall. Near the wall up to a y+ value of about 10, the u+ 

and y+ values should have a linear relationship. This region is called the viscous sublayer. When 

y+ is near 10, an inflection point should occur into a logarithmic region. This is often referred to 

as the log law region. As the distance grows to the edge of the boundary layer, the wake region is 

reached (White, 2006). If the profiles for each of these three regions is not matched, something 

may be incorrectly implemented with the turbulence model. Figure 6.23 below shows u+ vs y+ 

profiles for several turbulence models at a location approximately halfway across the plate. 

 

Figure 6.23. u+ vs y+ for Each Model at X = 0.97008 

From this plots, the SST model at NDSU is very comparible to the CFL3D solver from 

NASA. However, it is evident that the k-ε and eddy viscosity transport models are exibiting very 

interesting behavior in the near-wall viscous sublayer. The initial modified k-ε implentation 
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shows a very poor result and grossly overpredicts the u+ value beyond the log law region of the 

boundary layer. Version 2 of the implementation shows the three very distince boundary layer 

regions, but they are offset by a u+ value of approximately five. After extensive testing and 

investigation, it was found that the CFX k-ε solver does not behave properly with a low y+ 

value. One of the main criteria for this flat plate test is that an identical mesh be used for 

comparison. Because of the low y+ value on this mesh, the wall function of the k-ε and Eddy 

Viscosity Transport models are displaying an incorrect result. Unfortunately, the deficiencies 

discovered with the k-ε model in ANSYS make the model less reliable for manipulation. The 

quantities investigated in this project, especially heat transfer, require a very fine mesh density 

near the wall, so the k-ε model should not be used with this solver. The mixing length and 

algebraic models should be implemented into the k-ε portion of the SST turbulence model, and 

the flat plate analysis should be repeated.     

6.2. Part II—Incidence Angle Tolerant Turbine Blade 

In addition to the first stage vane discussed previously, an incidence angle tolerant turbine 

blade design was analyzed. The idea behind this geometry is to develop a turbine blade that 

minimizes aerodynamic losses over a wide range of attack angles. The data will be presented in 

the same way as the vane, with the variable of interest on the Y axis and the surface arc on the X 

axis. In this case, the variable of interest is the pressure coefficient, Cp, and it is calculated with 

the following equation: 

 
𝐶
𝑝
=
𝑃𝑏𝑙𝑎𝑑𝑒 − 𝑃∞
𝑃∞ − 𝑃𝑒𝑥𝑖𝑡

 

 
(6.2) 

 Figure 6.24 below shows the x-axis notation of the Cp data charts. The S value is zero at 

the front pressure tap, or the stagnation region. As S becomes positive, the data comes from the 



 

75 

 

suction surface of the blade. As S becomes negative, the data comes from the pressure surface of 

the blade.  

 

Figure 6.24. Turbine Blade X-Axis Notation 

6.2.1. Aerodynamic Simulation Results 

Figure 6.25 to Figure 6.40 below show the Cp distribution for each of the turbine cases. 

Note that the 40, 34, and -2 degree low turbulence plots have an additional experimental data set 

for blade 3. The extra set is used to verify that the flow is uniform through each blade passage.  

 

Figure 6.25. Pressure Coefficient Distribution for 40 Degree High Turbulence Cases 
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Figure 6.26. Pressure Coefficient Distribution for 40 Degree Low Turbulence Cases 

 
Figure 6.27. Pressure Coefficient Distribution for 34 Degree High Turbulence Cases 
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Figure 6.28. Pressure Coefficient Distribution for 34 Degree Low Turbulence Cases 

 
Figure 6.29. Pressure Coefficient Distribution for 28 Degree High Turbulence Cases 
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Figure 6.30. Pressure Coefficient Distribution for 28 Degree Low Turbulence Cases 

 
Figure 6.31. Pressure Coefficient Distribution for 18 Degree High Turbulence Cases 
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Figure 6.32. Pressure Coefficient Distribution for 18 Degree Low Turbulence Cases 

 
Figure 6.33. Pressure Coefficient Distribution for 8 Degree High Turbulence Cases 
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Figure 6.34. Pressure Coefficient Distribution for 8 Degree Low Turbulence Cases 

 
Figure 6.35. Pressure Coefficient Distribution for -2 Degree High Turbulence Cases 
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Figure 6.36. Pressure Coefficient Distribution for -2 Degree Low Turbulence Cases 

 
Figure 6.37. Pressure Coefficient Distribution for -12 Degree High Turbulence Cases 
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Figure 6.38. Pressure Coefficient Distribution for -12 Degree Low Turbulence Cases 

 
Figure 6.39. Pressure Coefficient Distribution for -17 Degree High Turbulence Cases 
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Figure 6.40. Pressure Coefficient Distribution for -17 Degree Low Turbulence Cases 

The general trend with the turbine blade results showed overpredictions of the pressure 

coefficient on the suction surface of the blade. A significant amount of time has been dedicated 

to matching the experimental data by adjusting the flow speed to better match the experimental 

flow speed. Another key to this problem is matching the transition and separation regions on the 

blade surface. Current efforts involve matching experimental flow parameters such as Mach 

number and turbulence levels before and turbulence model manipulation takes place.  

6.2.1.1. Results After Experimental Load Matching 

To improve pressure coefficient predictions across the turbine blade surface, it is 

imperative that the simulation boundary conditions match those of the experiments as closely as 

possible. To test the accuracy of the flow conditions, the exit Mach number was plotted ¼ chord 

downstream, as this value was provided experimentally. Initially, the computational Mach 

number was much too low for each of the cases. To resolve this issue, the back pressure was 
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decreased at the outlet of the domain, effectively speeding up the flow. Once the outlet flow 

speed matched that of the experiment, the pressure coefficient was again compared with the 

experiments. Figure 6.41 below shows the experimental Mach number along with the 

downstream Mach number found with the computations. The blue line represents the 

experimental Mach number at ¼ chord downstream from the top of the cascade to the bottom. 

The red line represents the initial computational run, and the green line represents the 

computations after the back pressure was decreased to match the experimental flow speed.  

  

  

Figure 6.41. Downstream Mach Number Matching for 34 Degree Low Turbulence Case 



 

85 

 

After matching the Mach number with the experimental values through a trial and error 

process, the pressure coefficient distribution was much more accurate. Figure 6.42 and Figure 

6.43 below reflect the changes of pressure coefficient across the surface before and after 

matching the Mach number. The lower Reynolds number cases are much more sensitive to the 

back pressure changes.  

  

Figure 6.42. Pressure Coefficient before Mach Number Matching 

 

  

Figure 6.43. Pressure Coefficient after Mach Number Matching 
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 These improvements are only shown for 2 of the cases; however, this process was 

completed for several other cases and the results are consistent with those shown above.  

One other major discrepancy that was found between the computational data and the 

experiments was the length of separation bubble on the blade surface. The reason for this 

discrepancy is most likely that the turbulence levels were not consistent with those of the UND 

experiments. Since the experimental values are provided at a location ¼ chord upstream, the inlet 

turbulence must be estimated in the computations to match the experimental levels ¼ chord 

upstream. This estimation was an iterative process to match the experimental values. The yellow 

line along the inlet nozzle in Figure 6.44 below shows where inlet turbulence data was gathered. 

The turbulence kinetic energy and eddy dissipation rates both vary through the inlet along this 

line. 

 

Figure 6.44. Inlet Line for Turbulence Matching 

For this particular case, the turbulent kinetic energy decayed about 25% from the inlet of the 

nozzle to the ¼ upstream location, as shown in Figure 6.45 below. This rate of decay varies 

based on the inlet angle and Reynolds number, but it is important that the flow characteristics 
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match the experiments as closely as possible before any turbulence model manipulation take 

place.  

 

Figure 6.45. Decay of Turbulence Kinetic Energy through Inlet Nozzle 

The turbulence kinetic energy and the eddy dissipation rate both vary through the inlet, and it is 

important to match both quantities to the experimental values before developing any changes to a 

turbulence model. A very small trial was conducted on a 40 degree case with varying inlet 

kinetic energy. As with most of the blade cases, a small separation bubble was detected in the 

computations, but the experiments showed no separation. Figure 6.46 below shows the pressure 

distribution after increasing the kinetic energy.  
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Figure 6.46. Pressure Coefficient after Turbulence Matching 

It took nearly 100 times the experimental value of kinetic energy to prohibit the flow from 

separating. This discrepancy is far larger than expected, and it implies that something is setup 

incorrectly. Possible culprits include the implementation of the turbulence and transition model 

and the calculated experimental values. This discrepancy must be further investigated before any 

new turbulence modeling takes place.  
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7. CONCLUSIONS AND FUTURE WORK 

7.1. Conclusions 

Turbulence and transition modeling is a very important topic in the world of computational 

fluid dynamics. When dealing with gas turbine engines, accurate predictions of fluid flows 

require robust numerical models that incorporate the effects of turbulence levels, surface 

characteristics, pressure gradients, and flow speeds among many other factors. Because the 

nature of any turbulent flow is random and chaotic, modeling the flow is a complex subject that 

requires thorough testing and validation. This research project involved validating the Shear 

Stress Transport turbulence model coupled with the γ-Reθ transition model on both an incidence 

angle tolerant turbine blade geometry and a first stage stator vane. When compared with the 

experimental data provided by UND, the simulation results are excellent for a large portion of 

the surface; however, the CFD model presented some discrepancies in areas where the flow 

transitions from laminar to turbulent. 

The turbine blade predictions matched very closely to the experimental data on the 

pressure surface for positive angles of attack. As the angle of attack moves toward the takeoff 

position, the flow begins to separate on the pressure surface. The computations at NDSU also 

predict this separation bubble, but the length of separation and the onset position differ from 

experimental results. This behavior is very similar on the suction surface near the trailing edge of 

the blade for all the cases. At the lower Reynolds number range and the low turbulence 

conditions, the experimental data shows a small separation bubble, but the CFD simulations 

predicted a much larger region of separation. Possible causes of these discrepancies include 

inconsistent turbulence conditions from the experiment to the computations or deficiencies with 

the transition model.  
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When comparing aerodynamic data along the surface, the vane computations also 

exhibited very good results. The pressure surface predictions were nearly perfect over the entire 

Reynolds number range, and there were slight discrepancies on the suction surface that could be 

remedied by matching the experimental vane loading through a trial and error process. When a 

heat transfer study was conducted on this geometry, a major deficiency of the transition or 

turbulence model was uncovered on the suction surface. The onset of transition occurs too early 

when the Reynolds number increases of 360,000. Not only does the flow transition too early, it 

over predicts the heat transfer levels on the turbulent region of the vane surface. The fundamental 

goal of this project was to develop model corrections that would account for these discrepancies. 

The SST turbulence model was the primary turbulence model used in this project due to its 

optimal performance near the wall, but the k-ε model was implemented and modified to try to 

correct these heat transfer issues.   

A modified k-ε model was implemented to better match the surface heat transfer results on 

the vane cases. Due to improper implementation or insufficient experimental turbulence data, the 

heat transfer predictions for this model were very close to that of a laminar solution. A second 

modification to the k-ε model was implemented with much more reasonable results. To test the 

implementation of these modified models, a comprehensive test was conducted and solution data 

was compared to experiments of a fundamental flow problem, a flat plate. The flat plate tests 

showed that there is further investigation to be done with the implementation of these modified 

k-ε models. One of the difficulties when modifying models in the ANSYS CFX software is the 

very limited access to the variables in the solver. CFX generally allows for small changes in 

model coefficients and properties, but not a complete overhaul of the model. To test this model 

further, a separate solver code should be used with complete access to model properties.  
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The discrepancies encountered with this project show that there is still a need for further 

transition and turbulence model refinement for flows at high turbulence intensity and Reynolds 

number. These findings are consistent with previous research projects at NDSU, and corrections 

are currently being developed to improve flow predictions under these conditions.  

7.1.1.  Future Work 

To date, simulations have been conducted to compare with experimental data for all data sets 

provided. This totals 118 data sets, although it took a significantly higher number of simulations 

to properly set up and test the cases to ensure the proper settings were used. These simulations 

provide a comparison for the performance of the current SST turbulence model coupled with the 

γ-Reθ transition model over a low pressure turbine geometry. This project can be taken a step 

further by implementing model changes that account for the shortcomings in the transition 

regions. Recommendations for improvement include developing an in-house source code that 

gives users full access to the solver and including corrections for compressibility effects to the 

transition model.   
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APPENDIX. IMPLEMENTATION OF NEW K-E MODEL INTO 

CFX USING CFX EXPRESSION LANGUAGE 

The simulation setup software used in this research, CFX-Pre, allows users to modify 

various parts of the solver. In this case, the goal was to resolve the turbulence and transition 

models for cases with high turbulence intensity and high Mach numbers. This was done by 

manipulating the eddy viscosity based on a near wall damping function (Ames F. E., 1999).  The 

following procedure is used to implement this new eddy viscosity model. 

1. In the outline of CFX Pre, right click on the Expressions folder and click Insert 

Expression. 

 

Figure A.1. Insert CFX Expression 
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2. In the new Expressions tab, right click again on the Expressions folder, click Insert 

Expression, and give the expression a name. 

 

 

Figure A.2. Insert and Name the Expression 

3. Expressions can be constants or equations made up of any variables that are available in 

CFX. Equations can also be made up of any other user-defined expressions or functions 

as well. An extensive list of the available functions and variables can be found by right 

clicking in the Definition area of the expression and hovering the mouse over the desired 

category, as shown in the figure below. 
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Figure A.3. Insert Software Functions into CFX Expressions 

4. In this case, an expression was created to represent the eddy viscosity based on the Wall 

Distance variable. As the distance from the wall grows, a different equation for eddy 

viscosity is implemented based on the CFX expression. When all of the expressions and 

equations are defined, the modified eddy viscosity can be implemented by entering the 

expression name under the Fluid Models tab. 
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Figure A.4. Implement the New Expression 

5. The expression name is “eddyviscositymu” in this case, and it is entered by clicking 

Default Domain in the model outline, then the Fluid Models tab, and finally the “+” 

symbol next to advanced turbulence control. Note that all units must be specified in the 

expressions created previously, or CFX will not allow the new eddy viscosity to be 

implemented. It should also be noted that this model was added to modify the k-epsilon 

turbulence model. Different turbulence models will have different options when clicking 

on the advanced turbulence control button. 


