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ABSTRACT 

Silicon nanocrystal’s (SiNCs) size dependent optical properties and nontoxic nature 

portend potential applications across a broad range of industries. With any of these applications, a 

thorough understanding of SiNC photophysics is desirable to tune their optical properties while 

optimizing quantum yield. However, a detailed understanding of the photoluminescence (PL) from 

SiNCs is convoluted by the complexity of the decay mechanisms, including a stretched-

exponential relaxation and the presence of both nanosecond and microsecond decays. 

In this dissertation, a brief history of semiconductor nanocrystals is given, leading up to 

the first discovery of room temperature PL in SiNCs. This is then followed by an introduction to 

the various nanocrystal synthetic schemes and a discussion of quantum dot photophysics in 

general. Three different studies on the PL from SiNCs are then presented. In the first study, the 

stretched nature of the time dependent PL is analyzed via chromatically-resolved and full-spectrum 

PL decay measurements. The second study analyzes the size dependence of the bimodal PL decay, 

where the amplitude of the nanosecond and microsecond decay are related to nanocrystal size, 

while the third project analyzes the temperature and microstructure dependencies of the PL from 

SiNC solids. 

After an indepth look at the PL from SiNCs, this report examines preliminary results of 

SiNC and silver nanocrystal self-assembly. When compared to metal and metal chalcogenide 

nanoparticles, there is a dearth of literature on the self-assembly of SiNCs. To understand these 

phenomena, we analyze the size dependent ability of SiNCs to form a ‘superlattice’ and compare 

this with silver nanocrystals. Although the results on self-assembly are still somewhat preliminary, 

it appears that factors such as SiNC concentration and size dispersity play a key role in SiNC self-
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assembly, while suggesting intrinsic differences between the self-assembly of SiNCs and silver 

nanocrystals. 

Finally, at the end of this dissertation, a corollary project is presented on the computational 

analysis of fluorescent silver nanoclusters (AgNCs). Due to their small size and non-toxic nature, 

AgNCs are an ideal fluorophore for biological systems, yet there is a limited understanding of their 

photophysics, which is the focus of this part of the dissertation. 
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CHAPTER 1. INTRODUCTION TO NANOPARTICLES AND 

NANOTECHNOLOGY 

 

1.1. Introduction 

 

At the turn of the 20th century, viewing and manipulating atoms was only the talk of science 

fiction. Yet, in 1959, famous American physicist Richard Feynman gave credibility to this idea in 

his famed speech “There’s plenty of room at the bottom”.1, 2 In this speech, Feynman discusses the 

possibility of controlling small hands that controlled even smaller hands that would control yet 

smaller hands, until the hands were small enough to manipulate atoms. At this scale, Feynman 

reasoned, the entirety of the Encyclopedia Britannica could be printed on the head of a pin. Since 

this speech, atoms have in fact been manipulated through the use of scanning tunneling microscopy 

(STM)3, while the advent of the integrated circuit has drastically reduced the space required to 

store data, thanks in part to Moore’s Law. 

At the atomic length scales described by Feynman, the physics of quantum mechanics starts 

to play a crucial role, and due to quantum confinement, the optical and electrical properties of 

materials become size dependent. These size dependent systems were predicted in the early 1900’s 

with the development of quantum mechanics and Schrodinger’s equation4, yet it wasn’t until the 

second half of the twentieth century before synthetic schemes were able to fully realize these 

nanomaterials.5-7 The timeline in Figure 1.1 highlights some of the major nanomaterial 

‘discoveries’ while the following section goes over a brief history of the field of nanotechnology. 
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1.2. History of Nanotechnology 

 

 

Figure 1.1. Timeline of Nanotechnology  

 

The term discovery is placed in quotes in the previous section because several of these 

nanoparticles have been unknowingly used or can be found in nature. The discovery aspect comes 

in the ability to characterize and isolate such materials. For instance, graphene was under scientists’ 

noses for decades as graphite, the material used for pencil lead. It was not until 2004 when 

Novoselov and Geim used tape to mechanically exfoliate graphene sheets from graphite that they 

were able to characterize the material, earning them a Nobel prize six years later.8 Looking further 

back, ancient sword makers and cup designers unknowingly used nanotechnology as part of their 

craft. The Damascus saber blade, known for its light weight yet durable blade, was a result of the 

alignment of carbon nanotubes (Figure 1.2a-b)9, 10,  while the Lycurgus Cup of Rome is an 

example of plasmonic gold and silver nanoparticles interacting with light (Figure 1.2c-d).11 
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Figure 1.2. Nanoparticles have been used in ancient instruments throughout time. Damascus 

blacksmiths were able to create strong and light (a) ‘Damascus saber blades’ that had aligned 

carbon nanotubes in the blade. Reprinted from Ref. [10] with permission from Springer Nature.  

In ancient Rome, gold and silver nanoparticles were created in situ in the Lycurgus Cup of Rome. 

(b) Light reflected from this cup would appear opaque green while (c) transmitted light would be 

scattered due to the embedded plasmonic nanoparticles giving the cup a translucent red 

appearance. © Trustees of the British Museum 

 

Although more modern examples of scientists working within the current definition of 

nanotechnology existed prior to Feynman’s 1959 speech, such as Richard Zsigmondy’s work on 

colloids12-14 and Irving Langmuir and Katherine Blodgett’s work on nanometer sized coatings15-

17, Feynman’s ‘Plenty of Room at the Bottom’ speech is most often recognized as the starting point 

for the field of nanotechnology. The term nanotechnology was coined fifteen years later, in 1974, 

when Japanese scientist Norio Taniguchi used it to describe semiconductor processes that occurred 

on the nanoscale.18 After that, a series of ground-breaking discoveries were made related to 

nanoparticles. In 1985, Richard Smalley, a major proponent of the field of nanotechnology, helped 

discover the Buckminster fullerene or buckyball, the first of the nanoscale carbon allotropes.19 The 

buckyball is a series of sp2 hybridized carbon atoms that resemble a soccer ball.  That same year, 

Louis Brus discovered colloidally stable quantum dots, a hallmark material in nanotechnology, 

and the effect of quantum confinement in nanoparticles.20 In 1990, Canham discovered room 

temperature photoluminescence (PL) in silicon quantum wires, signaling the first observation of 

room temperature PL from silicon, which represents a significant breakthrough pertinent to this 
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report.21 A year later, the second major nanocarbon allotrope was discovered, the carbon nanotube 

(CNT), by Sumio Iijima using arc-discharge synthetic methods similar to those used for the 

synthesis of the Buckminster fullerene.22 At this point in time, although nanomaterials exhibited 

highly size dependent properties, very few synthetic protocols were able to fully exploit these 

effects. However, in 1993 Moungi Bawendi and coworkers developed a method for the controlled 

synthesis of quantum dots, while significant synthetic improvements related to the size and 

morphology of metal nanoparticles were observed over this same time period.5, 23-25  In 2004, as 

discussed earlier, the last of the major nanocarbon allotropes, graphene, was discovered by 

Novoselov and Geim.8 Two years later, in 2006, a non-thermal plasma synthetic method was 

developed by Mangolini et. al. which was capable of producing silicon nanocrystals (SiNCs), a 

nontoxic alternative to metal-chalcogenide quantum dots, with quantum yields (QYs) greater than 

60 %.26 Since then, several commercial applications of nanoparticles have been developed, such 

as ultralight sports equipment, transparent sunscreen, and high definition TV screens, to name a 

few. 

1.3. What are Quantum Dots 

 

Figure 1.3. Quantum dots of increasing size will emit, when properly excited, with increasingly 

lower energy photons due to the quantum confinement effect. Quantum dots above were 

produced by PlasmaChem and are reprinted under the Creative Commons Attribution-Share 

Alike 3.0 Unported License.   
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Figure 1.4. Typically, a quantum dot or nanoparticle consists of two main components, the 

inorganic core and the outer ligand layer. The size of the inorganic core is used to control various 

optical properties while the ligand is most typically used to invoke colloidal stability. In some 

cases, an inorganic shell can cap the inorganic core to help improve optical properties or to limit 

the toxic effects of the core. Panel (b) shows a model nanoparticle with a core (black), shell (gray), 

and ligand layer, while (a) shows a transmission electron micrograph of two silicon nanocrystals 

on a graphene substrate, where one can see both the crystalline planes of the silicon atoms as well 

as the brush-like layer of the ligands surrounding the nanoparticles. Reprinted with permission 

from Ref. [28] 

 

Quantum dots are a form of semiconducting material where, because of their small size, 

the quantum confinement effect plays a significant role in the observed optical and electrical 

properties. The electronic structures of these nanoparticles can be modeled, in the simplest of 

senses, as a particle-in-a-box, although, in practice this is not strictly the case due to the presence 

of surface states, chelating ligands, and the nature of the bulk band gap. A basic quantum dot can 

consist of just the inorganic semiconductor core material, such as CdTe, PbS, or silicon, with a 

ligand layer surrounding this core material for colloidal stability. These ligands are typically short 

carbon chains (such as dodecene or octadecene) that sterically prevent nanoparticles from 

aggregating.27, 28 Ligands have also been used to affect the photophysics of the quantum dot 

itself,29, 30 while work by Talapin et al. showed that inorganic ligands can be used to enhance the 

inter-nanocrystal coupling in nanocrystal solids.31  In other cases, the semiconducting core of the 

quantum dot will be surrounded by another material, typically an insulating material (Figure 1.6b) 
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referred to as the shell, to limit the number of surface states on the quantum dot surface32, 33 or as 

an engineering control to limit the toxicity of the core.34  

1.4. Applications of Quantum Dots 

 

Figure 1.5. Nanoparticles can be used in several applications ranging from energy capture to 

biological markers. In panel (a), quantum dots are used as a solar cell collector to gather light from 

a window and direct it to an inline photovoltaic. Reprinted with permission from Ref. [48]. (b) 

Nanoparticles with the appropriate passivation are attached to different parts of the cell, 

demonstrating their applicability as biomarkers. Reprinted with permission from Ref. [57]. (c) 

Typical monocrystalline solar cells with a band gap of approximately 1.1 eV can only achieve an 

overall efficiency of 33 %. Quantum dot solar cells on the other hand, due to the confined nature 

of the exciton, can excite two electrons into the valance band, through a process known as multiple 

exciton generation, effectively doubling the possible overall efficiency.  In (d), PbS quantum dots 

are shown to have external quantum efficiencies greater than 100 %, indicative of multiple exciton 

generation in these devices. Reprinted with permission from Ref. [38]. 

 

Due to their unique size dependent properties, nanoparticles have promising applications 

in several commercial sectors. In this section, however, we will only focus on one particular type 

of nanoparticle, the quantum dot, as the SiNC is part of this family of nanoparticles. Furthermore, 

we will only focus on three promising technologies for this material: photovoltaic cells, light 

emitting diodes (LEDs), and fluorescent biomarkers and sensors. 
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1.4.1. Quantum Dot Solar Cells 

With global temperatures on the rise, the need for clean renewable energy is a priority, and 

although several renewable energy sources exist, the photovoltaic cell offers the most freedom in 

form factor while boasting some of the greatest energy potentials. For example, the sun delivers 

165,000 terawatts of clean power to the earth at every instant.35 To put that in perspective, the total 

global energy consumption in 2016 was 154,000 terawatt hours.36 This means that in one hour, the 

sun has provided enough energy to power the earth for one entire year. Unfortunately, typical 

crystalline silicon solar cells are expensive to manufacture and can only reach a maximum 

efficiency of 33 % due to the Shockley-Queisser (SQ) limit.37 Fortunately, the current generation 

of photovoltaic cells are working on this challenge, attempting to reduce manufacturing costs while 

also overcoming this SQ limit. 

Quantum dot solar cells show promise for both lowering manufacturing costs and 

exceeding the SQ limit. The polycrystalline silicon solar cell uses expensive high-temperature 

processes while requiring a relatively clean environment for manufacturing, which raises the cost 

of production. Colloidally stable quantum dots, on the other hand, can ideally be manufactured 

using wet processing techniques under ambient conditions. Furthermore, the small size of quantum 

dots give rise to several key mechanisms that can overcome the SQ limit. Multiple exciton 

generation (MEG), for example, limits thermalization energy loss by producing two or more 

excitons from a single photon of sufficient energy38-43, while theoretical reports have indicated that 

ordered arrays of quantum dots can produce minibands between the valance and conduction band, 

where lower energy excitons can occupancy these states until another photon excites them into the 

conduction band.43-47 These mechanisms highlight the tunability of quantum dots, where size and 

microstructure play a role in the final device performance (Figure 1.7). 



 8 

 

Figure 1.6. The synthesis and self-assembly of nanoparticles, or superlattice development, both 

play a significant role in the performance of devices such as a quantum dot solar cell, field effect 

transistor, or light emitting diode. This inherently allows for several degrees a freedom in 

fabrication methods and tunability in the corresponding device. 

 

Another promising application of quantum dots in energy generation comes in the form of 

solar cell concentrators (SCC) (Figure 1.5a). Glass or plastic quantum dot composites can absorb 

high-energy radiant light and then re-emit light at a lower energy.48-50 A solar panel strategically 

placed along the edge of this glass pane can then collect all the fluorescence from the embedded 

nanoparticles for conversion into electric energy. This SCC could be used in sky scrapers, 

effectively turning every window into an energy collection source.  
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Figure 1.7. (a) A typical bulk heterojunction organic photovoltaic device consists of a positive 

and negative electrode, a hole transport layer and electron transport layer, as well as the active 

layer. Plasmonic nanoparticles can be incorporated into the (b) active layer, (c) hole transport layer, 

and (d) the interface of the hole transport layer and the active layer. 

 

One final application of nanoparticles in photovoltaic cells is the incorporation of 

plasmonic nanoparticles into organic photovoltaics (OPVs). Although plasmonic nanoparticles are 

not considered to be quantum dots, this application of nanoparticles in solar energy harvesting is 

still in line with the current discussion. Solution-based methods to produce OPVs have proven to 

be considerably cheaper than many other photovoltaic processing techniques, due in part to the 

scalability of polymer synthesis and the processability of polymers.51, 52 Although the typical 

efficiencies of these devices currently pale in comparison to traditional silicon based devices, the 

extremely low price of roll-to-roll manufacturing techniques makes these materials a viable 

competitor.52 To boost efficiency in these devices, plasmonic nanoparticles have been shown to be 

quite effective.53 Figure 1.7a shows a typical OPV device consisting of a positive and negative 

electrode, hole transport layer (HTL) and electron transport layer (ETL), as well as the active layer, 
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while Figure 1.7b-d shows the diverse ways in which plasmonic nanoparticles can be incorporated 

into the device, all of which impact the final device performance. 

1.4.2. Light Emitting Diodes and Displays 

LEDs are another promising application of quantum dots. LEDs are extremely energy 

efficient lighting sources that have a host of benefits over more traditional incandescent and 

fluorescent light sources. The superior energy efficiency could have huge energy savings, with 

predictions that by 2030, the widespread use of LEDs could save about 190 terawatt hours of 

electricity per year.54 Furthermore, the considerably long lifetime of these devices lowers the 

maintenance costs, while its semiconducting nature makes for simple electronics incorporation. 

Also, the solution processing of colloidal quantum dots could lower the cost of manufacturing, 

further improving the marketability of these materials.55  

However, one of the biggest advantages for using quantum dots as the emitting material in 

LED displays comes from the size-dependent band gap. Where many traditional fluorophores 

exhibit multipeak/broad emission, quantum dots give single-peak emission with a narrow 

linewidth. Figure 1.8a-b shows the gaussian PL and electroluminescence (EL) of size separated 

SiNCs, where it is clear that the PL emission matches the electrically driven EL emission.56 Note 

that the typical emission linewidth from QD-LEDs is usually much narrower, but electron-phonon 

coupling across the indirect band gap of SiNCs results in a much broader peak. Commercial 

applications of quantum dot displays have already been realized, such as the QLED TV from 

Samsung (Figure 1.8c), yet many of these current displays use quantum dots only as a fluorophore 

layer, with a blue pumping LED behind the QD layer to drive the nanoparticle emission. 
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Figure 1.8. The size tunable Gaussian emission of quantum dots makes them ideal candidates for 

applications in light emitting diodes and displays. The photoluminescence and 

electroluminescence of size separated silicon nanocrystals are compared (a) while the stacked light 

emitting device is shown in (b). (a) and (b) are reprinted with permission from Ref. [56] (c) 

Quantum dots can be found in commercial displays such as the Samsung QLED TV. Typically a 

blue light-emitting diode is used to drive fluorescence in a layer of quantum dots to achieve the 

high-quality display.  

 

1.4.3. Fluorescent Biomarkers and Sensors 

The anatomy of a nanoparticle has key features that are well suited for applications as 

biomarkers and biosensors. The small size allows for permeation throughout the body while 

specific biotags can be grafted to the surface to steer the nanoparticles to specific targets.57-59 All 

the while, the core can be chosen based on the specific application. For instance, Halas and 

coworkers developed a bio-nanoparticle system for the treatment of cancer using silica 

nanoparticles with a gold shell.60 Because of their size, these nanoparticles assimilate in cancer 

cells due to the ‘enhanced permeability and retention’ effect,61, 62 absorb infrared (IR) light that 

easily passes through bodily tissue, and photothermally ablate the local cancer cells.60 There had 

been several attempts at using photothermal treatments for cancer prior to this work, but these were 

hindered by the inability to achieve focused heating.63-65 

Quantum dots can also be used as fluorescent sensors by exploiting mechanisms such as 

Förster resonance energy transfer (FRET). FRET describes the energy transfer between two 

fluorophores. The first fluorophore, in an excited state, can transfer energy to the second 
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fluorophore, which then emits light in accordance with Kasha’s rule.66 The efficiency of FRET 

and the rate of this process are strongly coupled to the distance between each fluorophore, making 

it an ideal sensor. This concept can be applied to quantum dots by attaching a fluorescent molecule 

at a known distance from the quantum dot surface and measuring the associated FRET for the 

system.67-71 Any changes to the distance between the quantum dot and attached fluorophore can 

be detected, so if the attached ligand has a cleavage site, one can determine the concentration of 

bio-analytes, for example, based on the rates at which the quantum dot and fluorophores are 

dissociated. 

 

Figure 1.9. Silver nanoclusters have been shown to be ideal candidates for biological markers and 

sensors. The small size is ideal for intracellular transport while the photoluminescence is strong 

but highly sensitive to the surrounding environment. (a) Representation of a silver nanocluster 

with twelve cytosine molecules complexed to the surface while (b) shows the increase in 

photoluminescence of DNA complexed silver nanoclusters when they are hybridized with the 

appropriate target. (a) and (b) are reprinted with permission from Ref. [80] and Ref. [79], 

respectively.  

 

 

Although not strictly classified as a quantum dot, fluorescent-DNA-complexed silver 

nanoclusters (Figure 1.10a) have started carving out a niche in nanoparticle sensor and 

fluorophore research for biological applications, due in part to the non-toxic nature of silver and 

its unique PL.72-81 Furthermore, the small size (~ 1nm in diameter) and the typical ligand used for 

passivation (DNA) allow for easy intracellular transport and bioconjugation, respectively.72 The 

PL in these silver nanoclusters, albeit not fully understood, appears to be strongly dependent on 
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the shape77, charge80, 81 and surrounding passivation.77, 79, 82 The strong dependence of PL on the 

nanocluster’s local environment has been shown to be a good means for developing silver 

nanocluster sensors. For instance, in one particular example by Yeh et al., the PL of silver 

nanoclusters would increase 100-fold upon DNA hybridization with a specific target material 

(Figure 1.10b).79 

1.5. Toxicity and Environmental Concerns 

 

Figure 1.10. Many nanoparticles can present toxicity concerns. (a) In Michael Crichton’s book, 

Prey, he describes the tale of rogue nanoparticle robots terrorizing any living thing within reach. 

(b) The small size of nanoparticles allows for cellular uptake and decomposition inside the cell 

membrane. This highly localized concentration of ions can then be toxic to the cell. Reprinted from 

Ref. [96] with permission from Elsevier. 

 

In 2002, two years after President Clinton launched the National Nanotechnology Initiative 

(NNI), Michael Crichton, author of the classic Jurassic Park series, wrote about the potential 

hazards associated with nanotechnology. In his book, Prey, a nanorobotics company develops a 

method to produce mass quantities of nanorobots. Initially designed with good intentions, these 

nanorobots turn on the company, becoming self-replicating and self-sufficient. The nanoparticles 

work together in swarms, wreaking havoc across the company campus and threatening the safety 

of the greater public. 

Crichton’s fears in Prey may be farfetched, but toxicity concerns in nanomaterials are 

warranted. For example, at the end of the 19th century, asbestos was used in various applications 
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requiring thermal insulation. Yet, as is now know, this fibrous mineral with a high aspect ratio and 

needle like structure causes mesothelioma in the lungs. Unfortunately, CNTs share a similar 

needle-like structure and have thus been dogged by some of the associated carcinogenic 

concerns.83-85 This potential toxicity is not limited to needlelike nanoparticles such as CNTs, as 

spherical nanoparticles have been shown to be toxic as well.84, 86, 87 Many of the semiconducting 

nanoparticles or quantum dots are made with cadmium and lead, both known toxic substances, and 

the size scale characteristic of these nanoparticles can result in an enhanced toxicity (Figure 

1.3b).86, 88-95 Due to their small size, some nanoparticles can pass through the cell membrane, and 

once inside the cell, the nanoparticles breakdown, resulting in an abnormally high concentration 

of ions, which in turn leads to cellular mortality.96 In dramatic fashion, Figure 1.4 shows the effects 

that size alone can have on the resulting toxicity. In this study Meng et al. analyzed the size 

dependent effects that copper particles had on mice, using micro, nano and ionic sized samples.92 

The stomach of the mouse that ingested the copper nanoparticles showed the greatest damage, 

indicating the potential dangers of nanoparticles as a result of the unique size scale alone. 

 It is important to emphasize that studies such as the one cited above are not intended to 

scare away researchers in the field of nanotechnology, but to highlight the importance of finding 

safe and viable solutions in the field. In fact, many solutions have already been developed. For 

example, instead of using toxic starting materials such as lead and cadmium, many nanoparticles 

are developed using safe alternatives, such as InP and silicon. SiNCs, the topic of this dissertation, 

have in fact gone through several different toxicity studies, including tests on mice and macaques, 

where no harmful effects were identified, suggesting that silicon might offer a safe alternative to 

materials derived from the metal-chalcogenides.97 
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Figure 1.11. Images of mouse stomach after a single oral gavage for 24 h of (a) nano-sized 

copper (b) micro-sized copper (c) ionic-sized copper and (d) no copper. The mouse that digested 

nanosized copper shows clear discoloration and swelling. Reprinted from Ref. [92] with 

permission from Elsevier. 

 

1.6. Silicon Nanocrystals 

This introduction has mainly focused on nanotechnology and quantum dots in general, and 

we have discussed the main topic of this report, SiNCs, only in passing. SiNCs are a subset of the 

quantum dot family sharing many of the potential applications mentioned earlier, such as solar 

cells39, 98-101, LED displays56, and biological markers.102 However, because of their nontoxic 

nature,97 SiNCs avoid many of the environmental and toxicological pitfalls associated with metal 

chalcogenide quantum dots outlined above. 

Although bulk silicon is currently the king of the electronics and microelectronics sector, 

very little ground has been made with silicon in the photonics sectors. This is primarily due to 

inefficient electron hole recombination in bulk silicon in part because of the indirect band gap. 

Unlike a direct band gap semiconductor, an indirect semiconductor requires the participation of a 

phonon to facilitate electron hole recombination. This phonon dependence appeared to be relaxed 
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when room-temperature PL from silicon quantum wires was first observed in 1990 by L.T. 

Canham.21 The quantum wires in question had nanosized structures that confined the exciton, 

allowing for efficient recombination and thus PL. Although this was very intriguing, it was a few 

years before research on colloidal SiNCs could really begin, as practical synthetic schemes were 

not yet available. As synthetic techniques for SiNCs have become more refined,103, 104 coupled 

with the advances in purification and size separation,105-107 the analysis and understanding of the 

mechanisms of electron-hole recombination in SiNCs has also improved. As such, several studies 

have now been completed on the subject of electron-hole recombination in SiNCs, but many 

researchers are still at odds on the subject.30, 105, 106, 108-128 As a result, this report will focus mainly 

on fully understanding the mechanisms of PL in SiNCs.  
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CHAPTER 2. SILICON NANOCRYSTAL SYNTHESIS, PASSIVATION, 

AND SIZE SEPARATION 

 

2.1. Introduction 

Several nanoparticles are currently synthesized using what is referred to as the “hot 

injection” method.2, 129 Although this synthetic technique has been quite successful for a variety of 

nanoparticles, unfortunately the same chemistry cannot be easily applied to silicon. Thus, several 

alternative methods have been developed, including a non-thermal plasma,103, 130, 131 laser 

ablation,132, 133 CO2 laser pyrolysis of silane,134 silicon suboxide annealing,104, 135, 136 and several 

simple single-pot methods.137-139 Three of these methods will now be discussed in greater detail, 

as they represent the diverse methods by which SiNCs are made and highlight the pros and cons 

of each approach.  

Additionally, this chapter will discuss the passivation and size separation of SiNCs. Surface 

passivation plays a key role in SiNC colloidal stability,27 charge transport140 and self-assembly,141 

as well as strongly influencing SiNC photophysics.142, 143 Finally, this chapter will discuss the size 

separation of colloidal SiNC nanoparticles using density gradient ultracentrifugation (DGU), a 

technique that has been useful for the separation of several types of nanomaterials.107, 144-147 

2.2. Silicon Nanocrystal Synthesis 

The optical and electrical properties of SiNCs appear to be somewhat dependent upon the 

synthetic method.131, 136, 148, 149  For example, the synthesis of SiNCs via a non-thermal plasma 

method typically produces pseudo-spherical particles of crystalline silicon with a diameter of 3-4 

nanometers.131  These nanocrystals have size dependent photoluminescence in the red region of 

the visible spectrum (600 – 800 nm) with at least two different modes of decay, a fast nanosecond 
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decay and a slow microsecond decay.108, 109 In contrast, the synthesis of SiNCs via the reduction 

of a reverse micelle containing silicon tetrachloride produces blue emitting (400-500 nm) 

crystalline silicon quantum dots that are 2-3 nm in diameter and have one fast (nanosecond) mode 

of decay.137  The following three section (2.1.1 – 2.1.3) will describe these synthetic methods, as 

well as the synthesis of SiNCs via the thermal annealing of a silicon suboxide.  

2.2.1. Non-Thermal Plasma Synthesis 

The non-thermal plasma synthesis pioneered by the Kortshagen group produces highly 

crystalline SiNCs (Figure 2.1b) with exceptional electrical and optical properties.103, 131 In this 

case, a non-thermal plasma is achieved by flowing a mixture of silane (SiH4) and argon gas through 

a small quartz tube that is under reduced pressure.131 Two leads from a radio frequency power 

source are wrapped around this quartz tube and spaced one quarter of an inch apart from each other 

(Figure 2.1a).   

 

   
 

Figure 2.1. The synthesis of silicon nanocrystals can be done using a non-thermal plasma of silane 

and argon gas. (a) The apparatus used to make these nanocrystals is a quartz tube fitted with a 

vacuum line on the downstream end and a gas inlet line on the upstream end. Two leads of a radio 

frequency generator wrapped around the tube are used to generate the non-thermal plasma. (b) The 

product of this methods is crystalline silicon nanocrystals with diameters of approximately 3 to 4 

nm (scale bar is 1 nm). Reprinted with permission from Ref. [106]. Copyright 2018 American 

Chemical Society. 
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As the mixture of silane and argon gas flows through the quartz tube, a plasma is initiated 

near the wire leads.  In this plasma, the gaseous molecules disassociate into charged silicon and 

hydrogen ions, where the argon gas is used to stabilize the plasma. These ions travel down the 

tube, where nanoparticle nucleation and growth occur. Once the nanoparticles pass through the 

tube they are collected on a substrate where they can be later dispersed in an organic solvent and 

passivated. Nanocrystal size control is achieved by regulating the residence time of the 

nanoparticles, controlling the power in the plasma, or changing the partial pressures of silane and 

argon in the reactor.103, 131 This method almost exclusively uses silane gas as the precursor, with 

some exception for silicon tetrachloride (SiCl4)
150 and recent efforts at NDSU using 

cyclohexasilane (Si6H12).  

2.2.2. Silicon Suboxide Anneal Synthesis 

Another robust method for the synthesis of SiNCs is the decomposition of a silicon 

suboxide (HSiO1.5).
104, 105, 136 A silicon suboxide material can be made synthetically via the 

controlled reduction of silicon tetrachloride with water in an inert atmosphere.105 Otherwise, 

commercially available hydrogen silsesquioxane (HSQ) can also be used as a silicon suboxide 

(Figure 2.2a).136 These silicon suboxides are annealed at temperatures in excess of 1100 oC, 

depending on the desired nanocrystal size. For instance, properly milled HSQ annealed at 1100 

oC, 1200 oC, and 1300 oC will produce nanocrystals with a diameter of approximately 3.1 nm, 7.3 

nm, and 10.3 nm, respectively, when the crystalline SiNC cores are liberated from the silicon 

dioxide shell.136 Employing more advanced annealing schemes, Yu et al. were able to synthesize 

cuboctahedral shaped nanoparticles, which were shown to have a high propensity for self-

assembly.151 The annealing process causes the decomposition of the silicon suboxide into silicon 

nanocrystals encased by a silicon dioxide shell (Figure 2.2b).  The SiNC/silicon dioxide composite 
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is then mechanically broken down, first by a mortar and pestle144 and then ball milled for greater 

monodispersity in the final product.136  After the mechanical breakdown, the SiNCs are liberated 

from the encasing silicon dioxide layer via concentrated hydrofluoric acid etching. These bare 

SiNCs are then extracted in toluene and passivated accordingly.  

 

Figure 2.2. The decomposition of a silicon suboxide precursor such as commercially available 

hydrogen silsesquioxane is used to produce monodisperse silicon nanocrystals. The silicon 

suboxide is first annealed at temperatures in excess of 1100 oC to decompose it into silicon 

nanocrystals encased in silicon dioxide. This silicon nanocrystal/silicon dioxide composite is then 

mechanically milled and etched in hydrofluoric acid to liberate the silicon nanocrystals. The 

extracted nanocrystals are then passivated, typically with short carbon chains. Reprinted with 

permission from Ref [136].  

 

2.2.3. Reverse Micelle Synthesis 

The synthesis of SiNCs via the reduction of a reverse micelle somewhat resembles the hot 

injection method used for metal-chalcogenide quantum dots. In this method, silicon tetrachloride 

(SiCl4) and hexyltrichlorosilane (C6H13SiCl3) are mixed in toluene and sonicated for thirty 

minutes. The hexyltrichlorosilane emulsifies the silicon tetrachloride, creating a reverse micelle 

(Figure 2.3b). A reducing agent, such as lithium aluminum hydride, is then added to create 2-3 

nm diameter silicon quantum dots. It should be noted that pyrophoric silane gas can be produced 

as a byproduct of this synthetic method and care should be taken. The final product is a blue 

emitting SiNC (Figure 2.3d-e) with a hexyl organic capping layer. There exist several variations 
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of this single-pot synthetic scheme that differ primarily in the reducing agents and surfactants used 

during synthesis.148, 152-154  

 
Figure 2.3. Blue emitting SiNCs can be synthesized via a one pot synthetic scheme. (a) Silicon 

tetrachloride (black circle) and hexyltrichlorosilane (blue circle) create a (b) reverse micelle in 

toluene. The addition of a lithium aluminum halide reduces the silicon tetrachloride core creating 

(c) a silicon quantum dot. These silicon quantum dots have (d) - (e) blue photoluminescence typical 

of the single pot synthetic methods. 

 

2.3. Passivation 

Typical quantum dot ligand interactions can be classified into three different categories, X-

type, L-type, and Z-type,155 which is in reference to the covalent bonding classification developed 

by Green et al.156 In this classification, X-type ligands form normal covalent bonds, L-type ligands 

are coordinate covalent bonds or a neutral Lewis base, and Z-type ligands are two electron 

acceptors or Lewis acids. Typical metal-chalcogenide quantum dots have L-type ligands, where 

the ligand is acting as a Lewis acid.  The facile nature of these L-ligands for bonding to metal and 

semiconducting nanoparticles allows for easy ‘ligand exchanges’, which can be used to influence 

nanocrystal self-assembly and optical properties.157-159 Ligand exchange can also be done in solid-

state nanocrystal films, which has been shown to be very beneficial for making devices160-164 

because carrier mobility through nanoparticle solids is dependent upon interparticle coupling and 

distance.140 On the other hand, SiNC ligands can be classified as X-type. These normal covalent 
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bonds are less facile than the L-type ligands, which is beneficial for keeping the SiNCs stable in 

liquid suspensions but limits the possibility for ligand exchange in solution and in solid films.  In 

order to achieve some semblance of ligand exchange in SiNCs, thiolene click chemistry has been 

employed.149 In another attempt, chlorine-terminated SiNCs were colloidally stabilized though 

hypervalent interactions with the solvent (e.g., solvents containing nitrile or ketone groups will 

bond with the surface of SiNCs, keeping the nanoparticles colloidally stable for over a year).165 

This allows the nanoparticles to remain colloidally stable without explicitly grafting carbon chains 

to the SiNC surface. 

Practical and common methods for the passivation of SiNCs typically use the mechanism 

of hydrosilylation. Hydrosilylation describes the addition of a Si-H bond across an unsaturated 

bond and there are currently four different methods used for SiNCs: (1) thermal, (2) photoinitiated, 

(3) catalyst initiated, and (4) plasma hydrosilylation. In the first and most popular method, thermal 

hydrosilylation, the bare SiNCs are refluxed with the ligand in a high boiling point solvent, such 

as mesitylene, at around 180 oC.166 In the second method, photoinitiated hydrosilylation is similar 

to the thermal hydrosilylation method, but uses ultraviolet light to overcome the activation energy 

instead of heat.167 This allows for lower temperature passivation that can be carried out in lower 

boiling point solvents. In an interesting variation of this method, Miyano et al. left a small amount 

of hydrofluoric acid in the reaction mixture so any surface oxidation would be removed in situ.168 

The third method is relatively new, but has been able to produce SiNCs with three times greater 

PL compared to its thermally passivated counterparts. This method using phosphorus 

pentachloride (PCl5) as a catalyst to initiate the functionalization of SiNCs.169 The final method, a 

gas phase plasma method, has had limited applicability due to the complexity of the experimental 

set up, requiring non-thermal plasma synthesized SiNCs to pass into a second plasma chamber 
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where the ligand is in the gas phase.130 This method allowed for the passivation of short carbon 

chain ligands but in general produced a worse surface coverage than the thermally passivated 

SiNCs.  

2.4. Size Separation 

Due to the size dependent properties of semiconductor nanocrystals, it is important to have 

samples of high size resolution. The first and best way to achieve a high size resolution is 

synthetically. But when synthetic methods fail, post synthetic methods are required. Here the size 

separation method known as density gradient ultracentrifugation (DGU) is discussed, as it has been 

successful in size separating several types of nanoparticles.107, 144-147, 170 

While in suspension, colloidal particles typically experience two simple forces; a 

gravitational force and a viscous (hydrodynamic) drag force acting in opposition to the particles 

motion.  In the case of nanoparticles, because of the very low Reynolds number, the drag force 

will be dominated by viscous effects and is given by Stokes’ Law as 𝐹𝑑 = 6𝜋𝜂𝑎𝑣, where 𝐹𝑑 is the 

drag force, 𝜂 is the viscosity of the fluid, 𝑎 is the radius of the colloidal particle, and 𝑣 is the 

velocity at which the particle travels.171 The gravitational or buoyant force, 𝐹𝑔 , for a colloidal 

particle whose density differs from that of the solvent by Δ𝜌 is given by 𝐹𝑔 =
4

3
𝜋𝑎3Δ𝜌𝑔, where 𝑔 

is the acceleration due to gravity. When the drag force and the gravitational force are in balance, 

the particle will have reached its terminal velocity.  Therefore 𝐹𝑔 = 𝐹𝑑  implies 
4

3
𝜋𝑎3Δ𝜌𝑔 =

6𝜋𝜂𝑎𝑣𝑡, and solving for the terminal velocity and replacing the acceleration due to gravity with 

the centrifugal acceleration (𝜔2𝑟) yields  

𝑣𝑡 =
2𝑎2Δ𝜌𝜔2𝑟

9𝜂
 

(2.1.) 
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where 𝜔 is the angular velocity and 𝑟 is the distance from the center of the centrifuge to the 

particle. The terminal velocity of the nanoparticle is directly related to the square of the 

nanoparticle radius.  Because of this, a nonlinear distribution of sizes would be present in the 

centrifuged sample and, to counteract this, a density gradient is used. This gradient, being denser 

toward the bottom of the centrifuge tube, will slow the motion of larger nanoparticles at greater 

depths in the tube by decreasing the value of Δ𝜌 in Eq. 2.1. 

There are three primary techniques in which ultracentrifugation is used to separate 

nanoparticles; differential centrifugation, rate-zonal centrifugation, and isopycnic centrifugation 

(Figure 2.4).172 Differential centrifugation exploits the fact that larger and denser particles will 

sediment more quickly than their smaller and less dense counterparts.  This method works well to 

achieve quick separations but does not achieve the degree of size purity of the other two methods.  

This is because some smaller particles will become trapped in the pellet that is formed from the 

larger sedimented particles.  For the rate-zonal separation technique, a concentrated volume of the 

nanoparticles is placed at the top of a density gradient. As the separation begins, the larger 

nanoparticles will have a greater terminal velocity, per Eq. 2.1, and as a result will travel through 

the centrifuge tube more quickly. These particles can then be separated into discrete fractions.  The 

final method, isopycnic DGU, has been quite successful in the purification of CNTs.145, 146 This 

method relies heavily on an accurate knowledge of the density of the material to be separated in 

order to develop a density gradient that spans that of the material.  The density range of the gradient 

used must be such that the densest part of the gradient is denser than the material to be separated, 

and the least dense part of the gradient is less dense than the material of interest.   
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Figure 2.4.  Nanoparticles can be separated by size or density through density gradient 

ultracentrifugation using differential centrifugation, rate-zonal centrifugation, or isopycnic 

centrifugation.  

 

 
 

For all the methods described, once the nanoparticles have been separated based on the 

desired property (i.e. size or density), they will still need to be removed as an appropriately sized 

fraction to separate them from the rest of the sample.  For differential centrifugation, the top layers 

of particles that did not precipitate can be decanted for a later spin, while the pellet can then be 

extracted. With isopycnic separations, one can separate each fraction by carefully inserting a 

syringe to the appropriate height, being careful not to disturb or shake the sample, to draw in the 

fraction of interest. In some cases, the previous method is not ideal, and instead of collecting a 

specific layer, each layer of the tube is drawn off consecutively from the top to bottom. This 

approach is ideal for rate-zonal separations. Figure 2.5a shows size-separated fractions of SiNCs 
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extracted using a rate-zonal separation with the jig used to extract each layer depicted in Figure 

2.5c. 

 

 

Figure 2.5. (a) The photoluminescence of silicon nanocrystals separated using density gradient 

ultracentrifugation with larger nanocrystals exhibiting red shifted gaussian photoluminescence. (b) 

To separate the as produced silicon nanocrystals, they are placed on top of a density gradient 

where, during ultracentrifugation, the nanocrystals move down the centrifuge tube. The 

nanocrystal terminal velocity is quadratically related to the nanoparticle radius, which is exploited 

to separate the nanoparticles based on size. (c) After the nanocrystals are size separated they are 

extracted layer by layer using a homemade jig. 
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CHAPTER 3. QUANTUM DOT PHYSICS 

 

3.1. Introduction 

The size dependent properties of quantum dots make them great candidates for applications 

in lighting, energy, and bio-fluorescent detection. On the most basic level, the size of the 

nanoparticles plays the largest role in their photophysics, yet various ligand schemes and shells 

have been shown to have a considerable impact on their photophysics. This chapter will discuss 

various quantum dot models, starting with the most basic, “a particle-in-a-box”, and then moving 

on to the more sophisticated and technical models that are used to quantify quantum dot 

photophysics.  

3.2. Particle-in-a-Box 

 

 

Figure 3.1.  Model of a particle-in-a-box with infinite potentials outside the box and zero 

potential inside.  

 

The particle-in-a-box model is one of the simplest applications of the Schrödinger equation, 

but it can portray one the most import aspects of quantum dot physics; the size dependent band 

gap.  In this model, one assumes that an electron is bound to its nucleus, trapped inside a box of 
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length 𝑎. An infinite potential (𝑉 = ∞) exists outside of the box while there is no potential (𝑉 =

0) inside of the box (Figure 3.1). The Schrödinger equation for this example can be written as 

𝑑2𝜓

𝑑𝑥2
+

2𝑚

ℏ2
𝐸𝜓 = 0 

(3.1.) 

One can then assume that the wavefunction takes the general form of  

𝜓 = 𝐴 exp[𝑖𝛼𝑥] + 𝐵 exp[−𝑖𝛼𝑥], where 𝛼 = [
2𝑚

ℏ2
𝐸]

1/2

. Determination of the constants 𝐴 and 𝐵 

can be achieved by application of the boundary conditions. At 𝑥 ≤  0 or 𝑥 ≥ 𝑎 the wavefunction 

must be zero (𝜓 = 0). Therefore, 0 = 𝐴 exp[0] + 𝐵 exp[0] which simplifies to 𝐴 = −𝐵. In the 

same fashion, at 𝑥 = 𝑎, the wavefunction must also be zero, and therefore 0 = 𝐴 exp[𝑖𝛼𝑎] +

𝐵 exp[−𝑖𝛼𝑎]. Using 𝐴 = −𝐵 and Euler’s formula this can be simplified to 0 = 2𝐴𝑖 sin 𝛼𝑎, where 

we find that 𝛼𝑎 has infinitely many discrete solutions as 

𝛼𝑎 = 𝑛𝜋; 𝑛 = 0,1,2,3 … (3.2.) 

𝛼 =
𝑛𝜋

𝑎
; 𝑛 = 0,1,2,3 … (3.3.) 

Substituting 𝛼 = [
2𝑚

ℏ2 𝐸]
1/2

 into Eq. 3.3 gives discrete energy values of  

𝐸𝑛 =
ℏ2𝜋2

2𝑚𝑎2
𝑛2; 𝑛 = 1,2,3 … 

(3.4.) 

where the wavefunction is  

𝜓(𝑥) = sin (
𝑛𝜋

𝑎
𝑥) ; 𝑛 = 1,2,3 … (3.5.) 

Figure 3.1a plots the discrete wavefunctions from Eq. 3.5 while Figure 3.2b plots the discrete 

energy levels from Eq. 3.4. 
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Figure 3.2. The solution to the particle-in-a-box model results in a (a) simple sinusoidal 

wavefunction and (b) discrete energy levels.  

 

From this model, we see two intriguing properties. Firstly, the discretization of the energy 

levels shows that there are certain energies that are forbidden to the electron. Secondly, we see that 

there is a quadratic relation between the energy and the size of the box (Eq. 3.4). This can be 

applied to a quantum dot, where the band gap quadratically increases as the size of the nanocrystal 

decreases. 

3.3. Particle in a Periodic Potential 

Although the previous model does a reasonable job of identifying the quadratic size 

dependence of the band gap in quantum dots, the discrete nature of the energy levels is more 

suitable for atomic electronic structure. The band structure of quantum dots can be more 

appropriately described using the Kronig-Penney model, which models an electron in a periodic 

potential, much like it would experience in a crystalline solid (Figure 3.3). Now in this case the 

potential is a constant value, 𝑉 = 𝑉𝑜 , and there are two different regions for the Schrödinger 

equation to be applied. The first periodic region has a width of 𝑏 and is blue in Figure 3.3, while 

the second region is the space in between the potentials with a width of 𝑎. The Schrödinger 
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equation for these two regions are given in Eq. 3.6 and Eq. 3.7, respectively, where 𝛼 = [
2𝑚

ℏ2 𝐸]
1/2

 

and 𝛾2 =
2𝑚

ℏ2
(𝑉𝑜 − 𝐸). 

𝑑2𝜓

𝑑𝑥2
+

2𝑚

ℏ2
(𝐸 − 𝑉𝑜)𝜓 = 0 

(3.6.) 

𝑑2𝜓

𝑑𝑥2
+

2𝑚

ℏ2
𝐸𝜓 = 0 

(3.7.) 

Following a procedure similar to that in Chapter 4, Section 4 of the text “Electronic Properties of 

Materials” by Hummel173 and using Bloch functions of the form 𝜓(𝑥) = 𝑢(𝑥) exp[𝑖𝑘𝑥], one can 

arrive at  

𝑃
sin(𝛼𝑎)

𝛼𝑎
+ cos(𝛼𝑎) = cos(𝑘𝑎) 

(3.8.) 

where 

𝑃 =
𝑚𝑎𝑉𝑜𝑏

ℏ2
 . 

(3.9.) 

 

Figure 3.3. Periodic potential model. 

 

 

In this case one again finds discrete solutions to 𝛼𝑎, as in the previous example, and in 

order to better understand Eq. 3.8 we plot the left-hand side as a function of 𝛼𝑎 in Figure 3.4a. 
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Now, because −1 < cos(𝑘𝑎) <  1 we know that for Eq. 3.8 to hold, 𝑃
sin(𝛼𝑎)

𝛼𝑎
+ cos(𝛼𝑎) must 

also be between −1 and 1. The possible values of 𝛼𝑎 are colored blue in Figure 3.4a and the 

possible energy levels according to Eq. 3.6 and Eq. 3.7 are plotted in Figure 3.3b. In a similar 

fashion to the discrete energy levels from the particle-in-a-box model, one can see that the energy 

bands increase in a quadratic fashion. Though, unlike the particle-in-a-box, energy bands as 

opposed to energy levels are now present, which more accurately describes the electronic structure 

in a quantum dot.  

 

Figure 3.4. (a) The function P
sin(αa)

αa
+ cos(αa) versus αa, where any value of this function that 

is between −1 and 1 is plotted in blue. (b) Energy bands form from this periodic potential model. 

 

 

3.4. Multi-Electron Systems 

In 1929, three years after the derivation of the Schrödinger equation, Paul Dirac noted that, 

“The general theory of quantum mechanics is now almost complete,... . The underlying physical 

laws necessary for the mathematical theory of a large part of physics and the whole of chemistry 

are thus completely known, and the difficulty is only that the exact application of these laws lead 
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to equations much too complicated to be soluble. It therefore becomes desirable that the 

approximated practical methods of applying quantum mechanics should be developed...”.174 This 

is stated because the previous examples show examples of quantum mechanics being applied to a 

system with an exact solution as the result. Although this is useful for qualitative analysis and 

understanding, very few practical cases, as Dirac pointed out, have such simple solutions. Simply 

increasing the number of electrons from one to two greatly increases the complexity of the 

calculation. This section will briefly examine the modeling of helium-like atoms using simple 

approximations of the wavefunction to discuss the more complex methods used to computationally 

determine the electronic structure. 

 

Figure 3.5. The coordinates of a helium atom with the nucleus at the origin.  

 

Increasing the number of electrons surrounding the nucleus of an atom greatly increases 

the complexity of the Hamiltonian due to the increased number of electron-nucleus interactions 

and electron-electron interactions, making these calculations impossible to solve analytically. In 

the case of heliumlike atoms with a Hamiltonian of 𝐻̂ = −
ℏ2

2𝑚𝑒
(∇1

2 − ∇2
2) −

1

4𝜋𝜖0
(

𝑍𝑒2

𝑟1
+

𝑍𝑒2

𝑟2
−

𝑒2

𝑟12
) 

where 𝑟1, 𝑟2, and 𝑟12 correspond to the distances between electrons and the nucleus per Figure 3.5, 

a few approximations can be taken to calculate the wavefunctions and corresponding energies 
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levels. Such approximations include ignoring the electron-electron repulsion term, 
𝑒2

4𝜋𝜖0𝑟12
, and 

approximating the wavefunction as the product of two 1s orbitals, 𝜓 =

1

𝜋1 2⁄ (
𝑍

𝑎0
)

3 2⁄

𝑒−𝑍𝑟1 𝑎0⁄ 1

𝜋1 2⁄ (
𝑍

𝑎0
)

3 2⁄

𝑒−𝑍𝑟1 𝑎0⁄  without concern for spin.175 These approximations can 

give reasonable calculations to the total energy of the helium atom at -74.8 eV when compared to 

the exact value of -79.0 eV. The approximation accuracy can be increased by adding higher order 

hydrogen orbitals such as the 2p, 3p, and 3d orbital or by using the variational method.175 

 

 

Figure 3.6. Algorithmic flow chart for the Hartree-Fock Method.  

 

For systems with more than two electrons, the approximations used for calculating the total 

energy in the heliumlike atom also become too impractical. Because of this, the self-consistent 

field (SCF) method was introduced by Hartree.176-178 In this method an effective Hamiltonian, 

𝐻̂𝑛
𝑒𝑓𝑓

, is developed for each electron, 𝑛 , in the system. This electron only feels an effective 
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averaged potential, 𝑉̂𝑛
𝑒𝑓𝑓

, from the other electrons resulting in a Hamiltonian as such: 𝐻̂𝑛
𝑒𝑓𝑓

=

−
ℏ2

2𝑚𝑒
∇𝑛

2 −
1

4𝜋𝜖0

𝑍𝑒2

𝑟𝑛
+ 𝑉̂𝑛

𝑒𝑓𝑓(𝑟̂𝑛).175  The Schrödinger equation for an n-electron atom can now be 

separated into n one-electron equations which are solved using the SCF method outlined in Figure 

3.6. First an approximation of the electronic wavefunction is made. This wavefunction is then used 

to calculate the effective potential where this effective potential is then used to calculate a new 

wavefunction. If the difference between the eigenenergies of the new and old wavefunctions is 

below the given tolerance, the new wavefunction and its corresponding eigenenergies give the 

desired output. This is the basis for the Hartree-Fock (HF) method.  For a more accurate description 

of the electronic structure of a system, more advanced computational methods that include 

exchange correlation functions can be used, such as DFT. DFT builds upon the HF method by 

including an approximate treatment of the correlated motions of electrons and has been proven to 

be very practical in calculating the electronic structure of molecules and materials.179-181 In the 

chapters to follow, many of the experimental data is corroborated with computational simulations 

using DFT.  
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CHAPTER 4. ON THE ORIGIN OF THE STRETCHED EXPONENTIAL 

PHOTOLUMINESCENCE RELAXATION IN SIZE SEPARATED 

SILICON NANOCRYSTALS 

 

4.1. Introduction 

SiNCs offer a potential green alternative to metal chalcogenide quantum dots due to the 

non-toxicity,97 earth abundance, and technological familiarity of silicon. With opportunities for 

applications in photovoltaics,39, 41, 43, 100 LEDs,55, 56, 182, 183 and biological sensors,67, 184, 185 a 

thorough understanding of exciton recombination mechanisms in SiNCs will be important for 

optimizing their potential in future technologies. However, unlike the metal chalcogenides, bulk 

silicon has an indirect bandgap, which requires a finite momentum shift for radiative 

recombination. To complicate things further, additional much faster radiative decays have also 

been observed.111, 113, 115, 186 It has been demonstrated that hydrocarbon-passivated SiNCs can 

exhibit both slow (s) and fast (ns) PL relaxation, where both modes appear to impact the overall 

QY.186 Similarly, other groups have demonstrated that with appropriate passivation, surface related 

relaxation channels give rise to fast relaxation modes with nanosecond lifetimes.29, 30, 113 It is now 

commonly accepted that these surface effects can have considerable influence on the overall 

luminescent properties, leading to several interesting topics of research.114 For instance, Dasog and 

coworkers were able to exploit different passivation schemes to achieve ligand dependent emission 

across the entire visible spectrum.30 In another recent study, Li et. al., showed that surface related 

relaxation channels can be highly emissive, reaching QYs greater than 90 % while maintaining a 

relatively narrow full width at half max (FWHM).29 Although several interesting and potentially 

fruitful opportunities related to the surface passivation of SiNCs exist, a complete understanding 
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of both the surface and core emission is necessary to further optimize the recombination dynamics 

of these potentially useful materials. 

Linking specific emission pathways to either the core or surface of SiNCs has not been 

without controversy, yet the most modern pictures point to the long microsecond decay as arising 

from the core.30, 111, 113, 115, 116, 125, 126, 187 However, even within this widely accepted view, the 

stretched nature of the decay has not been fully reconciled or explained. Reported values for the 

stretching exponent vary from 0.4 to 1, with precise explanations invoking both size polydispersity 

or electron-phonon coupling.120, 121, 128 These challenges primarily arise from the indirect band 

structure of silicon, the sensitivity of the optical and electrical properties to surface passivation, 

and the challenges associated with synthesizing and preparing monodisperse samples. Synthetic 

methods for SiNCs103, 131, 136, 149, 168 are more complex or hazardous than the hot injection methods 

allowed by the metal-chalcogenide nanocrystals.5 This has led to the development of post synthetic 

size-separation methods, which are often necessary for probing the size dependent properties of 

SiNCs.107, 144 

In this work, we analyze both the solvated and solid state stretched microsecond decay of 

size-purified SiNCs by varying the spectral window of the measured response. Typically, the slow, 

microsecond radiative relaxation is modeled with the stretched exponential decay function, 𝐼(𝑡) =

𝐼0exp [− (
𝑡

𝜏𝑠𝑡𝑟
)

𝛼

]. Here, we use the specific model formulated by Johnston to map the stretched 

exponential decay onto a continuous sum of exponential relaxations and the appropriate 

probability distribution function (PDF).188 An interpretation of the stretched decay through a PDF 

and a continuous sum of exponential relaxations has been done previously,128, 189 as has the use of 

spectrally resolved lifetime measurements to study the radiative recombination kinetics of 

SiNCs.121 However, to the best of our knowledge, this is the first time that the two approaches 
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have been reconciled to analyze the radiative recombination dynamics of monodisperse, size-

purified SiNCs. By doing so, we gain additional insight into the exciton-phonon coupling that 

underlies PL relaxation in quantum-confined SiNCs.190 

4.2. Results and Discussion 

The SiNCs used here were chemically synthesized by annealing a silicon suboxide at 1100 

oC as described in Section 2.2.2. The surface was passivated with 1-decene and then dispersed in 

hexane.144 This produces nanocrystals that are approximately 3-4 nm in diameter, exhibiting size-

dependent red PL (Figure 4.1d). The as produced SiNC solution had a solvent dependent QY of 

approximately 20 % in hexane, and although the colloidal SiNCs were stored in an inert 

atmosphere, a drop in QY, a slight blue shift in the PL, and the emergence of a weak blue emission 

pathway occurred over time, which we attribute to age-related processes such as oxidation. 

Aliquots of the parent sample were dispersed in various solvents under an inert atmosphere to limit 

oxidation.  The dried samples were then dispersed in similar volumes of various solvents such as 

tetrahydrofuran (THF), toluene, and hexane; and the subsequent QY was measured (Figure 4.1a). 

Hexane showed the highest quantum yield, followed by toluene and then THF, which showed a 

considerable drop in the overall QY. One possible explanation for the observed drop in PL 

efficiency is surface oxidation resulting from the solvent itself. However, if this were the case one 

would expect that the drop in QY would be irreversible due to the permanent nature of oxidation. 

Yet, when one aliquot was 1) dispersed in hexane, 2) dried under inert conditions, 3) dispersed in 

THF, 4) dried again under inert conditions, and 5) re-dispersed in hexane, a degree of reversibility 

in the QY was observed (inset of Figure 4.1a). Although the sample did undergo a degree of 

irreversible degradation, there was an increase in the final QY relative to the QY in THF, indicating 

that this quenching was reversible and solvent specific. To further probe this, we measured the QY 
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of the parent material in several more solvents as reported in Table 4.1. Plotting the QY as a 

function of solvent donor number (Figure 4.1b) suggests that a larger donor number corresponds 

to a lower QY. 

 

Figure 4.1. QY of as produced SiNCs in various solvents, where the inset shows the QY in hexane 

(H), THF (T) and then in hexane (H) again, with the vertical axis normalized to the initial QY in 

hexane. (b) QY as a function of donor number for SiNCs dispersed in several different solvents. 

The inset is a TEM image of a single nanocrystal (scale bar is 2 nm). (c) The QY of size separated 

super fractions as a function nanocrystal size and peak emission wavelength (inset). (d) PL 

spectrum of each super fraction. 

 

Recent experimental work by Wheeler et al., suggests that hypervalent bonding of the 

solvent (e.g. 2-butanone)  through either the carbonyl- or nitrile- functional group to chlorine-

passivated plasma-synthesized SiNCs effectively induces colloidal stability without the need for a 

long carbon chain passivating layer.191 Similarly, Shu et. al. explained the dramatic increase in the 

PL of plasma synthesized SiNCs by describing a similar hypervalent interaction of silyl groups 

with the nanocrystal surface.123 By heating the solution of SiNCs to relatively low temperatures (< 

200 oC) they detected the desorption of such moieties from the nanocrystal surface as well as a 

corresponding substantial increase in PL. Conical intersections caused by changes to the potential 

energy surface due to hypervalent interactions were used to explain the substantial decrease in the 

observed PL when silyl moieties are present.123   
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Table 4.1. Solvent and Corresponding Quantum Yield 

Solvent QY 

THF 3.1 

Toluene 11.6 

1,2 Dichlorobenzene 11.7 

Mesitylene 13.1 

m-Xylene 14.5 

Hexane 19.0 

 

Furthermore, theoretical work by the Levine group has shed light on the impact that 

different defects have on the optical properties of SiNCs,122-124 with the finding that oxidation in 

SiNCs can open conical intersections that allow for an efficient non-radiative recombination 

channel. In the QY vs. solvent data presented here, a similar argument can be made. One could 

imagine that certain solvents would interact with the SiNC surface through hypervalent bonding. 

This interaction alters the native potential energy surface, resulting in a non-radiative conical 

intersection that subsequently reduces the overall QY. A solvent with a higher donor number 

would interact more strongly with the SiNC surface, causing a greater number of non-radiative 

pathways, which would in turn cause a greater decrease in QY (Figure 4.1b). Another possible 

explanation could invoke dielectric stabilization of the localized wavefunction at surface oxidation 

sites. As predicted by the Levine group, higher dielectric constant solvents stabilize the localized 

wavefunction near such a defect, increasing the likelihood of recombination through this type of 

channel.124 In the simplest models, the QY can be related to the non-radiative (𝑘𝑛𝑟) and radiative 

(𝑘𝑟) recombination rates as QY = 𝑘𝑟/(𝑘𝑟 + 𝑘𝑛𝑟) with 𝜏 = (𝑘𝑟 + 𝑘𝑛𝑟)−1 .127 This would imply 

that higher dielectric constant solvents would increase 𝑘𝑛𝑟 and lower the overall QY.  

Turning our attention to the precise mechanism of radiative relaxation in SiNCs, 

monodisperse ‘super-fractions’ were prepared by separating the as produced material into size-
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resolved fractions using DGU. The DGU purification process was done nine separate times and 

individual fractions with near identical PL spectra were combined to form ‘super’ fractions. Each 

such fraction was labeled as SA, SB, SC for super-fraction A, super-fraction B, super-fraction C, 

ect. The PL of each super fraction can be seen in Figure 4.1d, where the wavelength of peak 

emission increases with size, typical of a quantum confined system. We used hexane, the solvent 

that induces the least amount of non-radiative relaxation, and measured the QY of each fraction. 

The inset to Figure 4.1c shows the QY as a function of the peak emission wavelength, while QY 

vs. size is plotted in Figure 4.1c, where the conversion from peak emission energy to nanocrystal 

size R was executed through 𝐸 = 𝐸𝑜 +
3.73

(2𝑅)1.39 with 𝐸𝑜 = 1.17 eV.106 We note that the highest QY 

of the fractions, 40 %, is well above that of the parent suspension and that the QY quickly 

diminishes as the size of the nanocrystal decreases, indicating an increasing number of non-

radiative relaxation channels.  

The time dependent PL relaxation kinetics of each size-resolved SiNC suspension 

(excluding SA and SB for which the QY was deemed too low) were measured in two different 

states (solid and solvated) and the data were fitted with a stretched exponential relaxation; 

𝐼𝑐𝑜𝑛𝑡(𝑡) = 𝐴 exp[−(𝑡/𝜏𝑠𝑡𝑟)𝛼]. In the solution state, the measured decays were spectrally resolved 

(SR), i.e. a monochromator was used to allow only the peak spectral emission from the samples to 

reach the detector (5 nm resolution). Slight difference was observed between the solution and 

solid-state decays. However, when comparing the SR peak emission to the full spectrum (FS) 

emission, the lifetime and stretching exponent both substantially increased, with 𝛼 approaching 1 

for the SR emission. (Figure 4.2a).  The parameters 𝜏𝑠𝑡𝑟 and 𝛼 are shown as a function of peak 

emission wavelength in Figures 4.2c-d.  
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To facilitate numerical interpolation, the data in Figures 4.2c-d were fit with a quadratic 

function of the form 𝑦 = 𝐴 + 𝐵𝑥 + 𝐶𝑥2. Because there was a negligible difference between the 

response of the solution vs. solid state but a strong dependence on the detection scheme (FS vs. 

SR), the FS data were fit to a quadratic function that included both solution and solid-state data, 

while the SR data was fit to a separate and distinct quadratic function. The quadratic fitting 

schemes have no physical significance but are used in the analysis to interpolate lifetime and 

stretching exponent as a function of peak emission wavelength. 

Stretched exponential functions are typically used to model a system that contains a 

distribution of decay rates and lifetimes.192 Hence, the stretched exponential relaxation function 

can be written as a continuous sum of distinct exponential decays weighted by the appropriate 

PDF; 

𝐼𝑐𝑜𝑛𝑡(𝑡) = exp [− (
𝑡

τ𝑠𝑡𝑟
)

𝛼

] = ∫ 𝑃(𝑠, 𝛼)
∞

0

exp [− (𝑠
𝑡

𝜏𝑠𝑡𝑟
)] 𝑑𝑠, 

(4.1.) 

where 𝑃(𝑠, 𝛼) is the PDF, 𝑠 =
𝜏𝑠𝑡𝑟

𝜏
  is a dimensionless rate, and 𝐼𝑐𝑜𝑛𝑡(𝑡) is the total intensity at time 

𝑡. The normalization of the PDF is chosen such that ∫ 𝑃(𝑠, 𝛼)𝑑𝑠 = 1
∞

0
. The PDF can also be 

expressed as188 

𝑃(𝑠, 𝛼) =
1

𝜋
∑

(−1)𝑛+1Γ(𝑛𝛼 + 1)

𝑛! 𝑠𝑛𝛼+1
sin(𝑛𝜋𝛼)

∞

𝑛=1
.  

(4.2.) 
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Figure 4.2. (a) Full-spectrum and spectrally resolved photoluminescence decay measurements of 

fraction SI fit with a single stretched exponential decay. (b) The same spectrally resolved decay 

from (a) with an expanded time scale. The full-spectrum and spectrally resolved 

photoluminescence lifetime (c) and stretching exponent (d) for each super-fraction plotted as a 

function of peak emission wavelength (note the curves are quadratic fits). 

 

Johnston188 gives significantly more detail on the origin of Eq. 4.2 and the curious reader is 

directed to Ref. [188] for more details. For computational purposes, Eq. 4.1 can be approximated 

as a discrete sum of exponential decays through 

𝐼𝑐𝑜𝑛𝑡𝐹𝑆
(𝑡) ≈ 𝐼𝑑𝑖𝑠𝑐𝐹𝑆

(𝑡) = ∑ 𝑃𝑠𝑖
(𝛼) exp [− (𝑠𝑖

𝑡

𝜏𝑠𝑡𝑟
)]

∞

𝑖=1
Δ𝑠. 

(4.3.) 

 Adjusting the upper and lower limit, 𝑈𝐿 and 𝐿𝐿, respectively, effectively acts as a theoretical 

lifetime ‘filter’ to map the decays in a SR measurement to their corresponding location in the PDF.  

Thus, Eq. 4.3 can be written as 

𝐼𝑑𝑖𝑠𝑐𝑅𝑒𝑠
(𝑡) = ∑ 𝑃𝑠𝑖

(𝛼) exp [− (𝑠𝑖

𝑡

𝜏𝑠𝑡𝑟
)]

𝑈𝐿

𝑖=𝐿𝐿
Δ𝑠. 

(4.4.) 

For the FS configuration, PDFs were generated from Eq. 4.2 using Mathematica® and are plotted 

in Figure 4.3a. To demonstrate the equivalence of Eq. 4.1 and Eq. 4.4, Mathematica® was again 

used to generate stretched exponential decays from Eq. 4.4, where the PDF used was on either 
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side of the experimentally relevant window, 𝛼𝐹𝑆 = 0.60 and 𝛼𝐹𝑆 = 0.80. An 𝐿𝐿 of 0.1, a 𝑈𝐿 of 

20, and Δ𝑠 = 0.1 were used to achieve a reasonable approximation to Eq. 4.1, as shown in Figure 

4.3b.  Johnston noted that the 𝑈𝐿 is related to 𝜏𝐹𝑆, and even though the function was summed to 

𝑈𝐿 = 20 – significantly past the relevant decays – the fact that the summation is not infinite, 

combined with the discrete nature of Eq. 4.4, lead to the observed discrepancy between 𝐼𝑐𝑜𝑛𝑡(𝑡) 

and 𝐼𝑑𝑖𝑠𝑐(𝑡). 

Simply changing 𝑈𝐿 and 𝐿𝐿 in Eq. 4.4 can drastically alter the resulting decay. Figures 

4.4a-b show the result from Eq. 4.4 with the 𝐿𝐿 and 𝑈𝐿 set to 0.1 and 20, respectively, for 𝛼𝐹𝑆 =

0.60 (Figure 4.4a) and 𝛼𝐹𝑆 = 0.80 (Figure 4.4c) indicated in black. The colored background 

decays are matched with the corresponding region of the PDF found in Figures 4.4b & e. For 

example, a lower limit of 𝑠 =  0.01 and an upper limit of 𝑠 = 0.10 in Figure 4.4b is blue and 

corresponds to the longest blue decay in Figure 4.4a, while in a similar fashion setting the limits 

to 𝐿𝐿 = 1.91 and 𝑈𝐿 = 2.00 corresponds to the yellow part of the PDF and the corresponding 

decay. By changing the upper and lower limits in the sum, one can effectively modify the resulting 

decay curve.  Furthermore, 𝑃(𝑠, 𝛼𝐹𝑆) was converted to 𝑃(𝜏, 𝛼𝐹𝑆) by noting that 𝑠 =
𝜏𝑠𝑡𝑟

𝜏
 and then 

interpolating 𝜏𝑠𝑡𝑟 from Figure 4.2c. These are again color coded so that the appropriate limits 

match the resulting curve, 𝐼𝑑𝑖𝑠𝑐𝑆𝑅(𝑡).   
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Figure 4.3. (a) Probability distribution functions for α = 0.6 to α = 0.8 increasing by increments 

of 0.05 in the direction of the red arrow. (b) Comparison of Icont(t) (solid lines) and Idisc(t) 

(dashed lines) for α = 0.6 and α = 0.8 with lifetime values interpolated from the quadratic fits in 

Figure 4.2. 

 

The stretched lifetime, 𝜏𝑠𝑡𝑟, is commonly assumed to be either the most probable or the 

average lifetime 𝜏, but it becomes apparent that this is not the case, as the most probable lifetime 

(the peak of the PDF) significantly differs from 𝜏𝑠𝑡𝑟 (black dotted lines in Figure 4.4). There is 

almost an order of magnitude difference between the most probable decay time and 𝜏𝑠𝑡𝑟 . The 

distribution of decay times matches intuition, however. As 𝛼 → 1, the width of the PDF also 

decreases and approaches a delta function. 
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Figure 4.4. (a) Decay curve Idisc(t) computed for  = 0.6. The color-coded (yellow to blue) curves 

are the corresponding contributions from each lifetime in the distribution, which is shown both in 

terms of (b) dimensionless rate and (c) lifetime. (d)-(f) A similar set of plots for  = 0.8. The 

vertical lines correspond to the values of τstr indicated in Figure 4.3. 

 

We then set out to fit the SR data using Eq. 4.4 by only modifying the upper and lower 

limit: 

   𝐼𝑐𝑜𝑛𝑡𝑆𝑅
(𝑡) = exp[−(𝑡/τ𝑠𝑡𝑟SR

)
𝛼𝑆𝑅

] ≈ ∑ 𝑃𝑠𝑖
(𝛼𝐹𝑆) exp [− (𝑠𝑖

𝑡

𝜏𝑠𝑡𝑟𝐹𝑆

)]
𝑈𝐿

𝑖=𝐿𝐿
Δ𝑠. 

(4.5.) 

The results are shown in Figure 4.5, where the full spectrum PDF is plotted as a function of 𝜏 for 

𝛼𝐹𝑆 ranging from 0.60 to 0.80 in steps of 0.05. The vertical dashed blue and green line represents 

𝜏𝑠𝑡𝑟𝐹𝑆
 and 𝑈𝐿 in Eq. 4.5, respectively (note that 𝑠 and 𝜏 are the inverse of each other). The FS 

stretched lifetime increases in accordance with Figure 4.2c while 𝑈𝐿 similarly increases as a 

function of peak emission (Figure 4.6b).  
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Figure 4.5. Full-spectrum probability distributions (solid black lines) and spectrally resolved 

probability distribution functions (red curves) for (a) α = 0.60, (b) 0.65, (c) 0.70, (d) 0.75, and 

(e) 0.80. The vertical blue and green dashed lines represent τstr and the cutoff, respectively. The 

shaded region is the portion used to approximate the SR data from the full distribution. 

 

Interestingly, as the size of the nanocrystal increases so does the lower limit of lifetimes 

used to fit the spectrally resolved data (Figure 4.6), indicating that a small subset of the total 

decays make up the majority of the observed PL. At the same time, 𝛼𝐹𝑆 is also increasing and thus 

the PDF is becoming narrower towards the upper end of the spectral window examined in this 

study. As mentioned earlier, a simple model relating the QY to lifetime is QY = 𝑘𝑟/(𝑘𝑟 + 𝑘𝑛𝑟) 

with 𝜏 = (𝑘𝑟 + 𝑘𝑛𝑟)−1. Typically, 𝜏𝑠𝑡𝑟 is compared to the QY to demonstrate this relationship, 

but we can see that 𝜏𝑠𝑡𝑟  does not represent the most meaningful decay time. Rather, a more 

appropriate value is the most probable decay time, which is shown in Figure 4.7a. The most 

probable decay time was thus found from the PDFs of Figure 4.5 and is plotted next to the solvated 

QYs of the fractions in Figure 4.7b, demonstrating reasonable qualitative agreement.  
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Figure 4.6. (a) Icont(t) from the spectrally resolved data (solid blue line) and Idisc(t) from the full-

spectrum data with lower limit cutoffs applied (dashed black line). (b) The lower limit cutoffs used 

in (a). 

 

 
Figure 4.7. (a) Most probable photoluminescence lifetime for the resolved (gray curve) and full-

spectrum (blue curve) data along with τstr  from Figure 4.2c (black dashed curves). (b) The 

quantum yield for each fraction and the most probable lifetime for the full-spectrum data (green 

dashed line). 

 

For further analysis of the stretched nature of PL relaxation, linear variable filters (LVFs) 

were used to select a ‘blue’, ‘peak’, and ‘red’ region of the PL spectrum and the subsequent 

spectrally resolved PL relaxation was measured. The results are shown in Figure 4.8 for fraction 

SF. From this data, we see that the mapping of PL to PDF is such that higher energy photons 

correspond to shorter decay times and lower QY, while lower energy photons correlate with longer 

decay times and higher QY. Furthermore, the emission that is spectrally weighted toward the 
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‘peak’ and the ‘red’ end of the PL spectrum exhibits a stretching exponent closer to 1, while that 

closer to the ‘blue’ end of the spectrum is more stretched. Because the SiNCs used here are 

relatively monodisperse, we can ascribe the majority of the PL spectral line-width to electron-

phonon coupling and the indirect nature of the bandgap. In this view, the results in Figure 4.8 are 

telling and can be qualitatively interpreted within the context of a simple model of electron-phonon 

coupling.186 For a given SiNC fraction or nanocrystal size, the ‘redder’ emission is more 

radiatively efficient and corresponds to a transition from the bottom of the band edge and the 

subsequent emission of a phonon to satisfy momentum conservation. In contrast, the ‘bluer’ 

emission is less radiatively efficient and corresponds to stronger phonon coupling from a slightly 

higher energy state associated with higher-order structure just above the band edge and/or the 

absorption of a phonon or even multiple phonons. In this simple picture, as nanocrystal size 

decreases, the latter effect would become more prominent. 

4.3. Conclusion 

 

Using size-resolved SiNC fractions dispersed in the optimal solvent for efficient radiative 

recombination, we have examined the role of nanocrystal size and spectral resolution in the slow, 

stretched-exponential PL relaxation of colloidal SiNCs. Based on the stretching exponents 

deduced from the measured PL decay, and using a concise model of stretched-exponential 

relaxation available in the literature, we were able to extract the PDF for radiative decay time as a 

function of both nanocrystal size and the energy of the emitted photons. Our results suggest a 

correlation between larger nanocrystals, ‘stretching’ exponents closer to unity, longer PL lifetime, 

and more efficient emission. For a given nanocrystal size, our results also suggest that the spectral 

portion of the PL that resides both near and on the ‘red’ or lower-energy side of the emission peak 

corresponds to a lesser degree of ‘stretching’, longer PL lifetime, and higher emission efficiency. 
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In contrast, the emission on the ‘bluer’ or higher-energy side of the PL peak correlates with shorter 

decay time, a greater degree of stretching, and lower overall emission efficiency. Because the 

fractions are monodisperse, we suggest that the underlying mechanism relates predominantly to 

nature of electron-phonon coupling. Our results help further clarify the multi-exponential nature 

of PL relaxation in nanocrystalline silicon while potentially providing additional insight into how 

the quantum yield might be further optimized. 

                                 

Figure 4.8. (a) Photoluminescence spectrum of fraction SF (black) and the three spectrally 

resolved regions used to measure photoluminescence relaxation. (b) The probability distribution 

function extracted from the stretched exponential relaxation based on the full spectrum (black), 

the ‘blue’ region (blue,  = 0.6), the ‘peak’ region (green,  = 0.83) and the ‘red’ region (red,  = 

0.86). 

 

4.4. Experimental Methods 

Synthesis and Size Separation: SiNC were synthesized from solution using methods 

described elsewhere.144 Briefly, silicon tetrachloride was exposed to a controlled amount of water 

under a nitrogen atmosphere to create a silicon suboxide. This was then annealed in a tube furnace 

under a slightly reducing atmosphere of 5 % N2 and 95 % Ar. Under these conditions, the silicon 

suboxide decomposes into SiNCs encased in a silicon dioxide layer. A mortar and pestle were used 

to mechanically breakdown the composite and then HF acid was used to liberate the nanoparticles 

from the silicon dioxide layer. The bare nanocrystals were transported to a round bottom flask 
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connected to a Schlenk line and then passivated with 1-decene via thermal hydrosilylation. Once 

passivated, the SiNC were separated into distinct fractions based on diameter as detailed in recent 

publications.108, 193, 194 Size purification was achieved through DGU using a Beckman Coulter 

centrifuge with a Ti41 rotor. A step gradient of 50 %, 60 %, 70 %, 80 %, and 90 % chloroform in 

m-xylene was used as the transport and separation medium for the nanocrystals. Nine different 

spins were conducted with speeds and times ranging from 30k-41k RPM and 10-35 hours, 

respectively, with the rate of 35k RPM and a time of 24 hours being used for most separations. 

Solution state PL was determined for the fractions of all nine spins and fractions of comparable 

peak emission were then combined to form super fractions.   

Characterization: The super fractions were optically characterized in both the solvated and 

solvent free state, where the QY, PL and lifetime (spectrally resolved and full spectrum) were 

measured. For all solvent exchange processes carried out herein, an inert atmosphere of nitrogen 

was used to ensure the limited oxidation of the SiNCs. For all QY measurements, an integrating 

sphere was used with a fiber-coupled 20 mW Omicron PhoxX 375 nm laser for excitation and an 

Ocean Optics QE65000 spectrometer for detection. FS solvent-free lifetime measurements were 

conducted on a custom inverted microscope with a 60x water immersion objective and an in-house 

built sample holder using modulated pulsed excitation at 375 nm delivered through a notch filter 

at a rate of 1-5 kHz (Advanced Laser Diode Systems, PiL037, 30 ps pulse width, 140 mW peak 

power). A photomultiplier tube was coupled to a digital oscilloscope for detection. FS solution 

state lifetime measurements were performed using the same excitation and detection sources as 

the FS solvent-free samples previously mentioned, but on a customized upright microscope with 

a 4x objective. Delta LVFs with an in-house modified Ocean Optics LVF mount were positioned 

before the detector for the spectrally resolved measurements. Solution-state SR lifetime 
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measurements were collected using a Horiba Jobin Yvon Fluorolog-3 spectrofluorimeter with a 

450-W xenon short-arc excitation source that was mounted vertically in an air-cooled housing. An 

off-axis mirror was used for light focusing and collection with double-grating excitation and 

emission Czerny-Turner spectrometers, kinematic classically ruled gratings, and all-reflective 

optics. The detector was an R928P for high sensitivity in photon-counting mode. For all lifetime 

measurements, the mean excitation power per unit area was kept well inside the regime of linear 

PL response. A JEOL JEM-2100 analytical transmission electron microscope operated at 200 kV 

with a GATAN Orius SC1000 CCD was used for all electron microscopy images. 
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CHAPTER 5. SIZE DEPENDENT BIMODAL DECAY IN SILICON 

NANOCRYSTALS 

 

5.1. Introduction 

The nature of PL in SiNCs has been an ongoing debate for the last 20 years since the first 

discovery of room temperature PL in silicon quantum wires by Canham.21  Part of the challenge 

in understanding the PL comes from the fact that at least two very different decay mechanisms 

exist, namely a fast and slow decay.30, 108, 109, 111, 121, 185 The assignments and explanations of these 

decay mechanisms have been diverse, ranging from surface related effects,30, 115, 195 impurities,111 

direct or quasi-direct behavior,112, 196 to core related effects.126 To better understand this 

dichotomy, this chapter explores the size and temperature dependence of these two decay modes 

for plasma synthesized SiNCs purified by size through DGU. 

5.2. Results and Discussion 

As produced plasma-synthesized SiNCs were separated into fractions via DGU using a 

two-solvent density gradient. Specifically, a five-layer step gradient of 50 %, 60 %, 70 %, 80 % 

and 90 % chloroform in m-xylene were used with custom polyvinylidene fluoride 

ultracentrifugation tubes. After spinning for 14.5 hours at 30,000 rpm, the nanoparticles were 

extracted into 200 𝜇𝐿 fractions throughout the length of the ultracentrifuge tubes using a handheld 

pipette with a handmade pipette tip. Figure 5.1a shows the PL of the different solvated fractions 

while Figure 5.1b shows the lifetime of drop-cast size-separated fractions, where the two decay 

modes can easily be seen in the smallest fraction with a peak emission at 1.92 eV.   
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Figure 5.1. Room temperature (a) photoluminescence and (b) photoluminescence relaxation of 

size-separated, plasma-synthesized silicon nanocrystals with the (c) peak emission as a function 

of fraction number. A transmission electron micrograph of a plasma synthesized silicon 

nanocrystal can be seen in the inset of (c) with a scale bar of 1 nm. Reprinted with permission from 

Ref. [186]. Copyright 2018 American Chemical Society. 

 

To find the lifetimes of the size-separated fractions, a stretched double exponential 

equation was fit to the time dependent decay, 

𝐼(𝑡) = 𝐴1 exp[−(𝑡/𝜏1)𝛼1] + 𝐴2 exp[−(𝑡/𝜏2)𝛼2], (5.1.) 

where 𝜏, 𝛼 and 𝐴 correspond to the lifetime, stretching exponent, and amplitude for each decay, 

respectively, and the subscripts 1 and 2 stand for the slow and fast decay, respectively. The 

stretching exponent 𝛼2 is approximately 0.60 with little dependence on size, while 𝛼1 varies from 

0.5 to 0.8, increasing with size. Sangghaleh et al. suggested that the microsecond stretched 

behavior arises from polydispersity in the sample size121 and variations in structure.120 However, 

the fact that we still observe a stretched-exponential relaxation for size-purified SiNCs suggests 

other factors, such as electron-phonon coupling, that are more intrinsic.110  



 54 

 
Figure 5.2. The photoluminescence relaxation fitting parameters of size-separated silicon 

nanocrystals based on Eq. 5.1, with the (a) fast and slow lifetimes and the (b) fast and slow 

amplitudes. The (c) quantum yield, slow decay lifetime and slow decay amplitude plotted as a 

function of size. Reprinted with permission from Ref. [186]. Copyright 2018 American Chemical 

Society. 

 

Figure 5.2a shows both the fast and slow lifetimes as a function of size, where the slow 

decay has a strong, nearly exponential, relationship with nanocrystal diameter while the fast decay, 

although not completely independent of size, indicates little variation.  In Figure 5.2b, the 

amplitudes of the fast and slow decay are plotted as a function of size, where the size of the SiNCs 

was determined from the PL.106 The size of the nanocrystal and 𝐴1  and 𝐴2  are directly and 

indirectly related, respectively. Extrapolations of these two trends show that as the nanocrystals 

approach the exciton Bohr radius of silicon, the slow decay would completely dominate (𝐴1 = 1 

and 𝐴2 = 0). 

 

Figure 5.3. (a) The amplitude of the fast decay has a strong dependence on size with (b) the ratio 

of the fast to slow amplitude having an exponential relationship with size. Reprinted with 

permission from Ref. [186]. Copyright 2018 American Chemical Society. 
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By utilizing two different passivation methods, Yang et al. suggested that the fast decay 

was the purely the result of surface oxidation.187  The first passivation technique, thermal 

hydrosilylation, is able to achieve higher surface coverage compared to the second technique, 

photoinitated hydrosilylation. Passivating two identical samples by the two different methods 

allows for an indirect measure of the impact of surface oxidation. The authors observed only the 

slow microsecond decay for the thermally passivated sample while the photoinitated sample 

exhibited both the slow and fast decay channel.187 They concluded that the fast decay was purely 

the result of surface oxidation as a result.  However, our data suggest a more complex picture, as 

𝐴1 shows strong nanocrystal size dependence, scaling as 𝑅−2.2 (Figure 5.3a), while in Figure 

5.3b, the ratio of the amplitudes 𝐴2/𝐴1 is fit with an exponential.  If the slow microsecond decay 

was solely the result of core electron-hole recombination and the fast decay was the result of 

surface oxidation, one would expect a relationship reflecting the surface to volume ratio, 𝐴2/𝐴1  =

1/𝑅. The trend in Figure 5.3b, however, is much stronger, indicating that the simple appearance 

of surface states is likely not a complete explanation 

To further probe the two decay modes, temperature dependent emission spectra were taken 

on two distinct monodisperse samples at either end of the size window, denoted as “small” and 

“large”. Figure 5.4a – b shows the temperature dependent PL spectra of the small and large 

sample, respectively, starting at room temperature and cooling by consecutive 20 K increments 

down to liquid nitrogen temperatures (80 to 90 K). The small sample’s PL has a much greater 

coupling to the temperature when compared to the large sample, which will be discussed in greater 

detail in Chapter 6.108 Furthermore, time dependent PL measurements as a function of temperature 

were taken for these two distinct samples (Figure 5.4c – d).  As before, the decays were fit with a 
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double stretched exponential decay (Eq. 5.1) and Figure 5.5 shows the results. Parallel to what 

was seen in the size-resolved lifetime data, the slow lifetime shows strong temperature dependence 

while the fast decay has little coupling to temperature. Figure 5.5c shows the ratio of the slow to 

fast amplitude as a function of temperature for the small and large sample. This ratio increases 

exponentially upon cooling with  
𝐴1

𝐴2
∝ exp [−

𝑇

𝑘𝐵𝑇𝑜
], where 𝑘𝐵𝑇𝑜 is approximately 4 meV and 6 

meV for the small and large sample, respectively. 

 

Figure 5.4. The temperature dependent photoluminescence spectra of (a) the small and (b) large 

silicon nanocrystals with the corresponding temperature dependent photoluminescence decay of 

(c) the small and (d) large samples. (e) The slow microsecond decay contributes most of the total 

emission regardless of size or temperature. Reprinted with permission from Ref. [186]. Copyright 

2018 American Chemical Society. 
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Figure 5.5. (a) Photoluminescence relaxation lifetimes of the small and large samples at -80 oC, 

(b) the temperature dependent amplitudes of the slow and fast decay and (c) their corresponding 

ratio. Reprinted with permission from Ref. [186]. Copyright 2018 American Chemical Society. 

 

 

To this point the data suggest that the relative strength of the fast decay increases 

exponentially as size and temperature decreases. When calculating the contribution of the fast 

decay to the overall PL, however, one finds that the fast mode has very little influence on the 

overall PL (< 2 %) even though 𝐴2 ≫ 𝐴1 in the small sample. Physically, this means that the time 

scale of the fast decay is too short to make any significant contribution to the overall steady state 

PL.   

To rationalize the data, there are essentially three models that can be used; (1) The fast 

decay is the result of direct or quasi-direct relaxation, (2) the fast relaxation is purely the result of 

surface chemistry, or (3) the fast decay is a higher-order result of quantum confinement. The first 

explanation does not seem plausible as the smallest nanocrystals that were used in this study have 

a diameter of 3 nm, which is above the expected crossover size for indirect to quasi-direct emission 

(1-2 nm). Even so, If the sample did crossover to direct-like emission, the expected emission 

wavelength would be below 400 nm, which would be filtered out of the experimental setup. The 

second explanation does not seem to capture the full picture either, because, as mentioned earlier, 

if the fast decay is purely due to surface effects, a 1/𝑅 trend would be expected for the ratio of the 

decay amplitudes, 𝐴2/𝐴1.  Figure 5.3 shows that this is not the case and that the actual trend is 
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much stronger.  Furthermore, if oxygen related surface defects were the root cause, a strong 

temperature dependence would be expected for the small nanocrystals when compared to the large 

nanocrystals because of the thermal activation associated with surface defects. Yet, our results 

indicate that the relative amplitude of the fast to slow decay has a similar temperature dependence 

for both the large and the small samples (Figure 5.5c).   

 

Figure 5.6. (a) DFT derived phonon density of states for two different sized silicon nanocrystals 

with the corresponding electronic density of states for the (b) small and (c) large silicon 

nanocrystal. Note: the green and red colored electronic density of states are calculated with and 

without electron hole interactions, respectively. Reprinted with permission from Ref. [186]. 

Copyright 2018 American Chemical Society. 

 

The third picture offers one plausible explanation for the observed data. Recent DFT 

calculations by Hapala et al. suggest that minigaps appear within the conduction and valence band 

of small SiNCs.187 These minigaps could have a significant impact on the dynamics of hot 

electrons. Similarly, when calculating the electronic density of states (DOS) of various sized 

SiNCs, it was observed that the mini gaps in the conduction band are present near the band edge 

(Figure 5.6b-c). The indirect nature of the SiNCs band gap also requires a phonon for 

recombination and the phonon DOS was determined to have energy comparable to the minigaps 

in the electronic DOS (Figure 5.6a). One can also see from Figure 5.6a that the phonon DOS is 

relatively independent of size. Yet, the size dependence in the electronic DOS could play a 

significant role in the electron-phonon coupling. 
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Figure 5.7. (a) Illustration of the proposed mechanism for exciton recombination with a resonant 

fast (yellow) and a non-resonant slow (red) decay. (b) An energy diagram of the proposed model 

where direct recombination via Kasha’s rule is artificially blocked to mimic the long lifetime 

associated with the indirect band gap. Modeled photoluminescence relaxation curves at a 

temperature of (c) T = 0.025 eV and (d) T = 0.010 eV. Note the key in (d) corresponds to room 

temperature quantum yield. (e) Measured and calculated photoluminescence relaxation amplitudes 

of the fast and slow decay as a function of size. The calculated amplitudes are shown at two 

different temperatures (solid: T = 0.025 eV; dashed: T = 0.010 eV). Reprinted with permission 

from Ref. [186]. Copyright 2018 American Chemical Society. 

 

Recent work by Sager et al. invoked minigaps in the quantum-confined band structure of 

SiNCs to explain the presence of a size dependent Fano resonance in micro–Raman spectra.119  

Similarly, in this work we suggest that resonance could be the cause for the fast mode of exciton 

relaxation. Using perturbation theory based DFT, a model was developed to further explore this 

hypothesis.  

In a physical sense, the DFT models attempts to capture the dynamics of hot electrons in 

SiNCs (Figure 5.7a).  An electron is excited above the band edge where it quickly thermalizes to 

either the bottom of the band edge or the top of the minigap. When the electron thermalizes to the 

bottom of the band edge, the typical slow microsecond phonon assisted decay occurs, yet when 

the electron relaxes to the top of the minigap, the electron-phonon interaction is impacted by 

resonance such that the rate of recombination is enhanced.109 Within this model one would expect 

to find the fast decay emission slightly blue shifted when compared to the slow microsecond decay 
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due to its recombination at a slightly higher energy excited states. The work by Klimov and 

coworkers, in fact, corroborated this idea when measuring spectrally resolved decays in SiNCs.125 

Furthermore, reasonable agreement is achieved between the DFT model and the experimental data 

(Figure 5.7c-e) giving further credence to this electron phonon coupling picture. 

5.3. Conclusion 

SiNCs offer a nontoxic alternative to the metal chalcogenide quantum dots. Yet due to the 

complex nature of electron-hole recombination at the hand of oxygen-sensitive surface states 

impacting an indirect band gap material, it has been challenging to achieve a detailed 

understanding of the radiative recombination process. In this work, plasma synthesized SiNCs 

were separated into monodisperse fractions and the size dependence of the PL kinetics was probed. 

The fast and slow decay amplitudes showed a strong size dependence, which was inferred to be 

the result of size dependent electron-phonon coupling. Although the computed phonon DOS was 

relatively independent of size, the computed electronic DOS showed a strong dependence on size, 

as would be expected for quantum confinement. Computationally, as the SiNCs size decreases, the 

DOS becomes more discretized, and ‘minigaps’ in the conduction band start to appear. These 

minigaps were proposed to have a strong impact on the electron-phonon coupling, which was 

qualitatively corroborated with perturbation based DFT calculations. These findings could help 

the design and synthesis of SiNCs to optimize their QY and PL decay dynamics, with the ultimate 

goal of achieving higher efficiency quantum dot LEDs made from abundant nontoxic materials. 

5.4. Experimental Methods 

 Plasma synthesized SiNCs where hydrothermally passivated with 1-dodecene and then 

separated by DGU using m-xylene and chloroform to prepare the gradient. A five-step gradient 

was used with a 50 %, 60 %, 70 %, 80 %, and 90 % mixture of chloroform in xylene that was 
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progressively layered on top of each other. The centrifuge spin rate and time was 30K RPMs and 

14.5 hours, respectively. Detailed instructions on how to separate the fractions are given in 

Appendix B5.  The samples were drop cast on a fluorinated self-assembly monolayer (SAM) slide 

(Appendix B4) and then room temperature lifetime and PL measurements were taken using an 

inverted microscope with a 60X 1.2 NA water-immersion objective.  Temperature dependent 

measurements were taken using an upright microscope in transmission mode using a 4X long-

working-distance NA 0.13 objective. For modulated excitation, a fiber coupled UV laser was used 

(Advanced Laser Diode Systems, PiL037, 375 nm, 30 ps pulse width, 140 m W peak power, 1 kHz 

modulation) and for steady state excitation a fiber coupled a 365 nm LED was used.   
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CHAPTER 6. MICROSTRUCTURE AND TEMPERATURE 

DEPENDENCE IN SILICON NANOCRYSTAL PHOTOLUMINESCENCE 

 

6.1. Introduction 

The microstructure and crystal packing of nanoparticles can affect their observed 

photophysics, giving scientists another degree of freedom in the tuning and development of 

nanoparticle devices. Methods to facilitate nanoparticle self-assembly and packing include DNA 

passivation,197 slow evaporation,198 electric field driven assembly199 and superlattice growth at the 

air-liquid interface,200, 201 among others.141 In turn, due to the proximity of nanoparticles in 

nanocrystal solids, such super-assemblies can exhibit enhanced carrier mobilities,140 altered band 

structure,44-46 and changed and enhanced photonic properties.106, 159, 202, 203 In this work, 

temperature and ligand concentration are used to externally modulate the microstructure and 

packing of size separated SiNC fractions. Specifically, a size dependent coupling between the PL 

of SiNCs and temperature is found, while the temperature dependent PL of the smallest fractions 

reveals an irregular jump discontinuity. The size-temperature coupling offers insight into 

recombination dynamics in SiNCs while the jump discontinuity, although rationalized with a 

simple physical explanation, gives insight into both a mechanism for PL enhancement and the 

dichotomy between surface vs. core emission in SiNCs. 

6.2. Results 

Non-thermal plasma synthesized SiNCs passivated with 1-dodecence were separated into 

size dependent fractions using DGU and then drop cast onto fluorinated glass slides to be analyzed 

(Figure 6.1). Temperature dependent PL was measured for several fractions and the corresponding 

PL intensity as a function of temperature is plotted in Figure 6.2b. Note that each fraction’s PL is 
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normalized to its room temperature PL. Two representative samples at different ends of the size 

window, denoted “small” and “large”, were used to take temperature dependent dynamic PL 

measurements (Figure 6.2a). These time dependent PL decays were fit to a double stretched 

exponential decay (Eq. 5.1) and the corresponding microsecond lifetime is plotted in the inset of 

Figure 6.2a as a function of temperature. Parallel to the temperature dependent PL measurements, 

micrographs were taken for several fractions at sequentially decreasing 20 K increments. Figure 

6.2c shows two micrographs of the small SiNC ensemble at 153 K (left) and 133 K (right) where 

changes to the microstructure are apparent. Crack formation in the SiNC ensembles, as seen in 

Figure 6.2c, would occur in all samples regardless of size at a temperature near 140 K, yet only in 

the smallest fractions was it reversible. In larger fractions the changed microstructure would persist 

when temperatures would return to room temperature. This allowed for room temperature atomic 

force microscopy (AFM) images to be taken on the cracked microstructure of larger samples 

(Figure 6.2d). 

 

 
Figure 6.1. (a) The photoluminescence of size separated silicon nanocrystal fractions (solid) and 

the photoluminescence of the as-produced parent (dashed). (b) Transmission electron micrograph 

of a single nanocrystal (top; scale bar is 1 nm) and an ensemble of silicon nanocrystals (bottom). 

Reprinted with permission from Ref. [108] Copyright 2018 American Chemical Society.  
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Figure 6.2. (a) The time dependent photoluminescence of a small and large diameter fraction 

measured at 193 K. The inset shows the photoluminescence lifetime of the “small” and “large” 

fraction as a function of temperature. (b) The maximum photoluminescence intensity as a function 

of temperature for several size-separated fractions with the inset showing the corresponding 

lifetime as a function of peak emission. (c) An optical micrograph showing a (left) drop cast silicon 

nanocrystal ensemble prior to (right) crack formation. Note the temperature in the top left corner 

of each micrograph.  (d) The cracks that formed in the larger diameter nanocrystal ensembles 

would persist even when cycled back to room temperature allowing for atomic force microscopy 

images to be taken. Taken with permission from Ref. [108]. Copyright 2018 American Chemical 

Society. 

 

6.3. Discussion 

From these results, four main observations can be made.  

(1) The lifetime is largely unaffected by the PL jump (inset of Figure 6.2a).  

(2) The PL jump occurs only in the smallest fractions (Figure 6.2b). 

 

(3) Morphological cracks form in the SiNC ensembles corresponding to the PL jump 

(Figure 6.2c). 

 

(4) The SiNC size is indirectly related to its PL-Temperature coupling (Figure 6.2b).  

To rationalize the first three observations, a simple physical model is proposed: the jump 

discontinuity in PL is the result of excess ligand in the SiNC ensemble. Although, it is tempting to 

propose a model invoking the recombination dynamics of SiNCs, the first observation (1) limits 

this as a plausible explanation. The lifetime of the microsecond decay in a SiNC ensemble can be 

directly related to its QY.127  If a new radiative channel was opened due to either a morphological 
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feature or by a temperature dependence, one would expect to see a similar enhancement in the 

overall lifetime. But, as Figure 6.2a shows, this is not the case. 

 

 
Figure 6.3. (a) The temperature dependent photoluminescence of the “small” sample showing the 

photoluminescence jump. (b) and (c) Successive sessions of vacuum annealing were able to 

effectively remove the photoluminescence jump. Reprinted with permission from Ref. [108]. 

Copyright 2018 American Chemical Society. 

 

In observation (2) we see that the PL jump only occurs in the smallest SiNC ensembles. 

When SiNCs are separated through DGU, any excess ligand that was in the parent sample would 

remain near the top of the centrifuge tube due to its low molecular weight. This excess ligand 

would then be collected with the smallest SiNC fractions, increasing the relative concentration of 

free ligand in these fractions. This explains the different morphological features observed in the 

small and large SiNCs. The excess ligand in the smallest fractions acts as a plasticizer, allowing 

the ensemble structure to restore after deformation. This is not the case though in the larger 

fractions. The larger fraction ensembles, without the excess ligand, deform irreversibly.108 

Observation (3) states that cracks form in the SiNC ensembles at temperatures 

corresponding to the PL jump. Now if the proposed model is correct one would expect that these 

cracks are directly responsible for the increase the PL in the SiNC ensembles. To rationalize this 

observation with the proposed model we introduce three new experiments. In the first experiment 

a small SiNC fraction which exhibits the PL jump is exposed to various durations of reduced 
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pressure (Figure 6.3a). After each exposure, the PL jump and overall PL enhancement weakens 

(Figure 6.3b-c). In the second experiment we demonstrate that upon the addition of excess ligand 

to drop cast parent samples, the PL jump and overall enhancement to the PL returns with the PL 

jump corresponding to a phase change in the ligand (Figure 6.4). It is also observed that as the 

excess ligand freezes, the effective area of excitation increases (Figure 6.4d). Now the final test 

measures the extinction spectra of pure 1-dodecene and decane, where the extinction greatly 

increases when each respective ligand changes to the solid phase (Figure 6.5a-c).  

From these three experiments we find that the PL jump can be added or subtracted with the 

addition or removal of excess ligand, respectively, and that a phase change increases the extinction 

of pure ligand. The smoking gun used to corroborate the proposed model is the fact that upon 

freezing, the area of PL extends past the original beam area (Figure 6.4d). The micrographs in 

Figure 6.4d show that once the SiNC/ligand matrix freezes nanocrystals outside of the original 

beam path become excited, due to the scattered light throughout the matrix. This is indicative of 

what happens in the small fractions. The cracks that form in the smaller SiNC ensembles scatter 

high energy blue light in accord with Rayleigh’s 𝜔4 law, which effectively excites nanocrystals 

outside of the original beam path and effectively increase the excitation pathlength, thus enhancing 

PL. It is interesting to note that although emission in SiNCs can be highly dependent upon the 

surface states,30, 111, 114 here very little affect to the overall QY in the frozen and perturbed 

morphologies is observed. One would expect that the surface state would be affected by the 

changing morphologies induced upon freezing. This seems to indicate that the overall emission is 

predominantly core related as was discussed earlier.109, 110 
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Figure 6.4. The temperature dependent photoluminescence of a (a) pure, as-produced sample and 

the sample in (b) excess 1-dodecne and in (c) excess decane. Note that the photoluminescence for 

(a), (b) and (c) are all normalized to the max photoluminescence in (c). (d) Optical micrographs of 

the photoluminescence in an as-produced silicon nanocrystal/decane matrix immediately before 

(top) and after (bottom) freezing. Reprinted with permission from Ref. [108]. Copyright 2018 

American Chemical Society. 

 

 
Figure 6.5. Temperature dependent extinction spectra of pure (a) 1-dodecene and (b) decane. 

Reprinted with permission from Ref. [108]. Copyright 2018 American Chemical Society. 

 

 

To understand the final observation (4), a computational model is used to calculate the 

temperature dependent PL of three different sized (29, 66, and 220 atoms) SiNC models (Figure 

6.6). More details on the computational model can be found in Section 6.5 and in Ref. [108]. 

Figure 6.6b shows that the PL of each model exhibits the typical size dependent emission due to 

the quantum confinement effect, and at lower temperatures the modeled PL is enhanced and blue 
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shifted, matching experimental data.108, 127 In a fluorescent system, the most efficient radiative 

channel is through the highest occupied molecular orbital (HOMO) and lowest unoccupied 

molecular orbital (LUMO) in accordance with Kasha’s rule.204 When looking at the electronic 

structure of the modeled SiNCs we see that the Kohn-Sham (KS) energy levels are relatively dense 

and as such any thermal fluctuations can cause for crossover in the energy levels.108 Energy level 

crossover will effectively decrease the PL because recombination would then occur through 

orbitals other than the HOMO and LUMO, in violation of Kasha’s rule. This explains the overall 

decrease in PL with increasing temperature, yet to understand why the smaller diameter SiNCs 

have a greater dependence on the temperature, the atomic fluctuations in each model is shown.  

  

Figure 6.6. Thermal fluctuations in a “small” and (b) “large” SiNC modeled at 300 K (top) and 

77 K (bottom), where the surface atoms experience a greater degree of fluctuations. Note that to 

view the thermal fluctuations, snapshots from a molecular dynamics simulation were 

superimposed. Here we only show two models for simplicity, yet three different sized models were 

used.  (c) The photoluminescence of these three different sized silicon nanocrystals are determined 

using computational methods where the green, blue and red PL curves correspond to the small, 

medium, and large sized silicon nanocrystal models while the dashed and solid curves correspond 

to photoluminescence calculated at 300 K and 77 K, respectively. In accordance with experimental 

results, the photoluminescence red shifted with increasing size and the photoluminescence 

intensity decreases with increasing temperature. Note that the small, medium, and large silicon 

nanocrystal consisted of 29, 66, and 220 silicon atoms, respectively. Reprinted with permission 

from Ref. [108]. Copyright 2018 American Chemical Society. 

 

When examining the thermal fluctuations in the models, one sees that the Si atoms with 

the lowest coordination (i.e. fewest bonds to other Si atoms) experience the greatest oscillations. 

In this case, the Si atoms at the surface and their corresponding hydrogen passivation will 
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experience the greatest fluctuations (Figure 6.6a – b). Now because smaller SiNCs have a greater 

surface area to volume ratio than their larger nanocrystal counterparts, temperature variations will 

have a stronger impact on their KS orbitals and thus the NC PL.  

6.4. Conclusion 

The challenges involved in SiNCs photophysics are complex and many, due in part to an 

intricate balance between exciton-phonon coupling in core recombination and the various emissive 

surface states.29, 30, 110, 111, 114, 115, 186 In this chapter, the PL of size separated SiNCs was examined 

as a function of the microstructure which was indirectly modulated with temperature and excess 

ligand. From this work four main observations are made; (1) the QY was unaffected by the PL 

jump, (2) a PL jump occurs at approximately 140 K only in the smallest fractions, (3) 

morphological cracks formed in the SiNC ensembles corresponding to the PL jump, and (4) the 

SiNC size is directly related to its QY and temperature coupling. The first three observations were 

explained with a simple physical model: free ligand in the SiNC ensembles would freeze and due 

to the turbidity of the nanocrystal/ligand matrix, enhance the extinction coefficient through 

scattering, effectively increasing the excitation pathlength. This was then confirmed by 

demonstrating an enhancement or detraction of low-temperature PL in SiNC ensembles by 

increasing or decreasing excess ligand, respectively. Using a computational model, the final 

observation was rationalized. This model indicated that thermal effects were greatest in smaller 

SiNCs due to a greater surface area to volume ratio. These thermal affects caused rearrangement 

in the KS orbitals limiting exciton recombination via Kasha’s rule, thus lowering the overall QY. 

These results provide insight into SiNCs exciton recombination dynamics while gaining an 

understanding on the role that close packed behavior has on SiNC photophysics. These insights 

can be used to help tune and optimize the optical properties in SiNCs. In the chapter to follow, the 
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close pack nature of SiNCs will be considered with a greater emphasis on the size dependent 

packing structure.   

6.5. Experimental Methods 

SiNCs were synthesized through a non-thermal plasma synthesis and passivated with 1-

dodecene according to established methods.103, 131 The nanoparticles were then separated into 

fractions via DGU using a two solvent mixture of m-xylene and chloroform also in accordance 

with established methods (Appendix B5).107, 127, 194 SAM slides were made be annealing glass 

cover slips in an atmosphere of perfluorodecyltriethoxysilane (Appendix B4). The lifetime and 

PL measurements were done according to Appendix B2 and Appendix B1, respectively. Details 

for the computational model are explained elsewhere.108 Briefly though, DFT within the Vienna 

ab initio Simulation Package (VASP) was used for geometry optimization, ground-state electronic 

structure, and adiabatic MD ab initio calculations. Perdew-Burke-Ernzerhof (PBE) functionals 

with a plane wave basis set and projector augmented wave (PAW) potentials with a periodic 

boundary condition were used for all electronic structure optimization. While emission spectra was 

calculated via first-principle MD sampling and time integration of the nanocrystal.205  
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CHAPTER 7. NANOPARTICLE SUPERLATTICE: PRELIMINARY 

RESULTS 

 

7.1. Introduction 

Ordered nanoparticle arrays or superlattices have been an exciting topic of research both 

theoretically and experimentally since the early developments in nanoparticle synthesis. 

Fortunately, two years after the seminal paper on monodisperse nanoparticle synthesis,5 

superlattice was achieved, proving it was not just possible experimentally but somewhat 

ubiquitous.206 The capabilities and methods of nanoparticle self-assembly have since developed 

with most methods using a variation on drop casting of sessile droplets,198 slow evaporation 

procedures,207 or Langmuir-Blodgett (LB) techniques.201, 208 Yet, some more advanced methods 

have also been demonstrated such as the use of electric fields to drive nanoparticle self-

assembly199, 209, 210 as well as using DNA-passivated nanoparticles to control specific nanoparticle-

nanoparticle interactions and assembly.197, 211 Entropic effects play a key role in nanoparticle self-

assembly but temperature has been shown to be a useful variable for varying the respective 

contribution of the internal energy and entropy to the total free energy.207  

Many times, when nanoparticles are drop cast or formed within solution, especially in the 

presence of small amounts of anti-solvent, the resulting superlattices can be a 3D crystal.212 Yet, 

using an LB trough or evaporating over a polar droplet effectively eliminates this third degree of 

freedom, resulting in 2D superlattice films.201, 213 The use of diethylene glycol (DEG) instead of 

water as the liquid sub-phase has been shown to be particularly useful in the development of 

superlattice monolayers as most LB films cast on DEG exhibit less cracking.208, 214 The exact 

reasoning this for this is unknown, yet the chemical inertness and low evaporation rate of DEG 
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have been offered as plausible explanations.201 This methodology has recently been expanded on 

through the development of binary and tertiary monolayer nanocrystal films.201, 215 Furthermore, 

the Murray, Kagan, and Sargent groups, among others, have applied these monolayers films in 

devices such as LEDs, transistors, and photovoltaic cells.216-218 

 In ordered nanocrystal arrays, the optical properties of the QD solid can be greatly affected 

in a non-linear fashion. Plasmonic nanoparticles, such as silver and gold nanocrystals, have been 

shown to exhibit a strong coupling to the local order.159, 203, 219, 220 Furthermore, it has been shown 

that the band structure of quantum dot superlattices can form mini bands, which could be a 

particularly useful in boosting the efficiency of quantum dot solar cells.44, 221, 222  Nevertheless, the 

assembly of nanoparticles into ordered arrays gives researchers another tool to control and tune 

the photophysics of nanoparticles and nanoparticle devices.  

 Now, with the exception of a few reports, SiNC superlattices has not been demonstrated in 

the literature and the reasons for the limited availability of such observations is unknown.151, 223, 

224 In this chapter we examine the ability of both SiNCs and AgNPs to form superlattices. In doing 

this we, get a direct comparison of the self-assembly of metallic nanoparticles compared to that of 

semiconducting nanoparticles, namely SiNCs. Here, this is done as a function of nanoparticle size 

and ligand length to gain insight into the mechanism of nanoparticle self-assembly. The 

preliminary results of this study show that although SiNC superlattices can form, the process 

appears to be highly size dependent and it is harder to coax SiNCs into ordered arrays in 

comparison to the plasmonic metal nanoparticle counterparts. Furthermore, we find indications 

that the initial concentration of nanoparticle sessile drops plays a key role in self-assembly, which 

could rationalize some of the challenges faced for SiNC in the past.  
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7.2. Materials and Methods 

In this work, we use established methods for the synthesis of both SiNCs and AgNPs, using 

two different synthetic methods for the synthesis of AgNP. For the first AgNP synthesis method, 

Method I, oleylamine is used to dissolve silver acetate. This silver acetate and oleylamine solution 

is then injected into refluxing toluene where it is left to reflux for ~8 hours.225 This results in 

polydisperse samples that are later separated into distinct size fractions using DGU.  In the second 

procedure, Method II, silver nitrate is dissolved in dichlorobenzene with the aid of oleylamine. 

This solution is then injected into a refluxing solution of dichlorobenzene and dodecanediol and 

allowed to react for three minutes before the solution is cooled to room temperature.158 This 

procedure results in monodisperse samples of AgNPs. To synthesize the SiNCs, we use a top down 

approach. Briefly HSQ is annealed in a tube furnace at approximately 1200 oC resulting in SiNCs 

of approximately 5.5 nm in diameter encased in a silicon dioxide shell.136 This SiNC/Silicon 

dioxide composite is then ball milled to reduce the composite granule sizes to approximately 200 

nm and then the dioxide layer is removed by etching in equal parts concentrated hydrofluoric acid, 

water, and ethanol.104 Note: this method effectively removes the silicon dioxide layer in 

approximately 1-2 hours, but in general the final product is polydisperse.104 To obtain 

monodisperse fractions, etching procedures done in the dark can be employed to limit the etching 

rate of pure silicon and thus preserve the native size of the SiNCs after annealing.136 After etching, 

the hydrogen passivated SiNCs are dispersed in a 5:1 ratio of mesitylene and the passivating ligand 

(i.e. 1-dodecene, 1-pentecene, 1-octadecene, or 1-eicosene). This is then refluxed at ~180 oC for 

~8 hours. The resulting clear reaction mixture is then washed three times using toluene and ethanol 

as the solvent and anti-solvent, respectively.  
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 To separate the nanoparticles into size-resolved fractions, DGU was employed using a five-

layer step gradient with chloroform in m-xylene at concentrations of 50 %, 60 %, 70 %, 80 %, and 

90 % at volumes of 1.5 mL each. The as-produced parent samples are then layered on top of the 

gradient at a volume of 300 𝜇L. The spin rates were held constant at 30,000 RPMs while the 

duration of each spin was varied. To separate the nanoparticles into distinct fractions, a micrometer 

is used to control the depth of a Teflon tube within the centrifuge tube. The Teflon tube is coupled 

to an empty vial which is coupled to a syringe. Using the syringe to build a vacuum inside the 

empty vial draws the topmost layer from the gradient into the vial. In this work, starting from the 

top of the test tube, each subsequent layer was progressively drawn off at an increment of 2 mm 

(e.g. fraction 5 corresponds to a depth of 8 – 10 mm in the centrifuge tube).  

 As was mentioned in the introduction of this chapter, there are several established methods 

to develop nanoparticle superlattices. Here we employ two methods, simple drop casting and drop 

casting on DEG liquid sub-phase. In the first method, a nanoparticle solution is simply drop cast 

onto a substrate. In a perfect system the solvent evaporation would be slow enough to limit any 

kinetic traps that could occur during self-assembly. Practically, this can be achieved in a crude 

manner by placing a vial cap on top of the drying sessile drop. As the solvent evaporates, it 

becomes trapped inside of the vial cap, saturating the local atmosphere with solvent vapor. Aside 

from the dispersity226 and strong dipole interactions,227-231 the entropy of the systems plays a key 

role in the self-assembly of nanoparticles.141, 232-234 For purely hard sphere particle-particle 

interactions, temperature has a limited influence because entropic contributions dominate the free 

energy (Δ𝐹 = Δ𝑈 − 𝑇Δ𝑆), but when there are significant interparticle interactions beyond hard-

sphere, temperature becomes a useful variable for controlling self assembly. Yet, unfortunately, 

the temperature is also coupled to the evaporation rate of the solvent, which can lead to kinetic 
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traps. In an attempt to decouple the dependence of the evaporation rate with temperature, a home-

built chamber was designed (Figure 7.1a). This device consists of two separate chambers, a 

solvent chamber and a sample chamber, connected by a small hole. One chamber is for the 

nanoparticle sessile drops and the second is for pure solvent that serves as a vapor reservoir. The 

temperature of the solvent chamber can be controlled externally and is independent of the 

temperature of the first chamber. This allows for one to effectively control the rate of evaporation 

independent of the substrate temperature. It is important to note that in these systems, the substrate 

is also vital for nanoparticle assembly through sessile drop drying dynamics, as the smoothness 

and wettability of the solvent and substrate play a key role on the final drop cast film 

morphology.235  

 

Figure 7.1. To develop nanocrystalline superlattice, two experimental setups were designed. (a) 

The first experimental setup is used to control the temperature and evaporation rate of sessile drops. 

Two chambers with independent heating sources are connected by a small hole. The first chamber 

holds solvent while the second chamber houses the sessile drop. Varied substrates can be used 

while the temperature of the substrate can be controlled to within a tenth of a degree. The 

temperature control on the second chamber or solvent reservoir can be used to push solvent vapor 

through the small hole connecting the two chambers, thereby controlling the evaporation rate of 

the sessile drop. The second experimental set up is a Langmuir Blodgett trough. (b) The diameter 

of the trough is 1/2" or 3/8" while (c) the trough depth is approximately 1/4" 
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The second method used to create nanoparticle superlattices is a Langmuir-Blodgett (LB) 

trough and here, we use a very simple LB design. A trough is drilled into pure Teflon with a 

diameter of 3/8" or 1/2" with a depth of approximately 1/4". Nanoparticles suspended in toluene 

are then drop cast onto a DEG liquid sub-phase and allowed to dry for at least fifteen minutes. The 

nanoparticle superlattice structure is then captured using the Langmuir-Schaefer technique, rinsing 

the substrate in deionized water, and then drying under reduced pressure.236, 237 

To characterize the drop cast films, optical micrographs were collected in transmission, 

reflection, and under cross polarizers, while in the case of the AgNPs, the plasmon absorption peak 

was also analyzed. Modulating the initial contact angle of the sessile drop was used as another 

variable during sessile drop drying. To achieve variation in the contact angle, two different 

substrates were used, a fluoropolymer coated glass slide and a pure glass slide. To prepare the 

fluorpolymer glass slides, a cleaned glassed slide is annealed in an atmosphere of 

perfluorodecyltriethoxysilane for at least 8 hours. Further analyses for these larger scale structures 

are still under development and will be reported at a later time. 

7.3. Preliminary Results: Silver Nanoparticles 

AgNPs prepared by Method I were separated based on size using DGU, and as has been 

observed by other groups, the plasmon peak is inversely related to the diameter of the nanoparticle 

(Figure 7.2).158, 159, 238, 239 To test the propensity for self-assembly in these monodisperse samples, 

we simply drop cast them onto TEM grids, and as can be seen in Figure 7.2c-d, they readily form 

superlattice, albeit with limited range. Turning our attention to AgNPs made by Method II, we 

were able to produce monodisperse silver nanoparticles without the need for post processing which 

formed 3D superlattice crystals when simply drop cast onto a TEM grid (Figure 7.2e-f). Due to 

the higher concentration of monodisperse nanoparticles we could examine the effects that ligand 



 77 

concentration, evaporation rate, sessile drop contact angle, and substrate temperature have on 

nanoparticle sessile drop drying. (Note: as with most nanoparticle syntheses based on the hot 

injection method, after the initial reaction, excess ligand is washed away using solvent, anti-solvent 

combinations. The number of washing cycles performed has been shown to directly control the 

concentration of excess free ligand and ligand surface coverage in each sample.240, 241 Here, we 

use this to control the amount excess free ligand in each sample). To control the temperature and 

evaporation rate, the device in Figure 7.1a was used, while the substrate was varied from a clean 

glass slide to a SAM-coated glass slide.  

 

Figure 7.2. (a) The plasmon peak of nanocrystalline silver nanoparticles exhibits a size dependent 

red shift (b) such that the as the size of the nanoparticle decreases the plasmon peak wavelength 

increases. (c) - (f) By simply drop casting silver nanoparticle solution on a TEM grid, 3D 

superlattice structures can form. Note: (c) and (d) were prepared from samples synthesized via 

Method I, while (e) and (f) were prepared from nanocrystals synthesized via Method II. 

 



 78 

Nanoparticle sessile drop drying is an active area of research.235, 242-246 In the most 

contemporary models, the pinning and depinning nature of the sessile drop can be derived from 

the Young-Dupree equation,235  

0 = 𝛾𝑆𝐿 − 𝛾𝑆𝐺 + 𝛾𝐿𝐺 cos 𝜃𝑜. (7.1.) 

Here, 𝛾𝑆𝐺, 𝛾𝐿𝐺, and 𝛾𝑆𝐿 are the surface tension between the solid-gas interface, liquid-gas interface, 

and solid-liquid interface, respectively, while 𝜃𝑜 is the initial contact angle of the droplet. As the 

sessile drop begins to evaporate, the contact angle will slightly decrease (𝜃0 − 𝛿𝜃). This will 

induce a slight horizontal force toward the center of the droplet as discussed by Orejon et al.235 

𝛿𝐹 = 𝛾𝐿𝐺 cos(𝜃𝑜 − 𝛿𝜃) − 𝛾
𝐿𝐺

cos 𝜃𝑜 ≈ 𝛾
𝐿𝐺

sin 𝜃𝑜  𝛿𝜃. (7.2.) 

Previous reports have indicated that depinning of the droplet can occur when an intrinsic energy 

barrier, 𝑈, is overcome, where this barrier is dependent upon substrate smoothness and chemical 

homogeneity.244, 247 Therefore, 
𝜕𝑈

𝜕𝑟
 is a force opposing depinning while 𝛿𝐹 is a force trying to depin 

the droplet. As such, if 𝛿𝐹  is equal to 
𝜕𝑈

𝜕𝑟
, then the droplet would remain static, but with any 

increase to 𝛿𝐹, one would expect to see the contact line of the droplet depin; 

𝜕𝑈

𝜕𝑟
= 𝛿𝐹⃗ = 𝛾𝐿𝐺 sin 𝜃𝑜  𝛿𝜃. 

(7.3.) 

In Figure 7.3 we used the dual chamber set-up (Figure 7.1a) to vary only two parameters, 

the temperature of the substrate and the amount of solvent vapor, for the parent AgNP solution. 

The substrate (SAM or pure glass slide), solvent (toluene), solvent vapor (toluene), nanoparticle 

concentration (~3 mg), and sessile drop volume (~ 6 𝜇L) were held constant for each sample. As 

can be seen in Figure 7.3, at higher substrate temperatures and lower ambient solvent vapors, the 

nanofluid drops dry in constant contact area mode248 leaving a coffee ring of nanoparticles on the 

edges. However, at lower substrate temperatures and higher solvent vapor pressures, the AgNP 
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suspensions can depin and dry in constant contact angle mode. Now, this type of depinning only 

occured with the fluorinated SAM (and “slippery PDMS”)246 coated substrates, as the initial 

contact angle is much greater in comparison to the contact angle of pure glass. Regardless of 

substrate temperature or ambient solvent vapor, nanoparticle suspensions were not observed to 

depin on pure glass substrates. (Note: In initial experimentation, when using a substrate coated 

with “slippery PDMS”,246 nanoparticles suspended in m-xylene would dry in constant contact 

angle mode regardless of substrate temperature and ambient solvent vapor. This could provide a 

perfect experimental set-up to examine the effect that temperature and evaporation rate have on 

superlattice formation while limiting the dependence on such factors as nanoparticle concentration 

and drop morphology.) 

 

Figure 7.3. Simultaneous control of both substrate temperature and solvent vapor is an effective 

way to influence sessile drop drying. For low solvent vapor and high substrate temperature, the 

nanoparticle solutions dry in constant contact area mode, while at high solvent vapor and low 

temperature, the nanoparticle sessile drop can dry in constant contact angle mode. Note in these 

samples the substrate is a fluorinated SAM on a glass slide and the solvent and solvent vapor are 

toluene.  

 

When drop casting AgNP suspension with excess ligand at room temperature, large 

superlattice crystals were observed (Figure 7.4). (Note that to create an environment of excess 
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ligand the nanocrystals were only washed once.240) What’s interesting to see here is that it appears 

that excess ligand aides the nanoparticle superlattice formation. For instance, the droplet in Figure 

7.4 is only a small satellite droplet resulting from the sessile drop drying. Because this sample was 

dried on glass, it dried in constant contact area mode, leaving the edges pinned. Most of the 

material from this drop remained on the edge in a coffee ring pattern, but small droplets of excess 

ligand and AgNPs were dispersed throughout the inside of the drop. Now one possibility is that 

the excess ligand is acting as a depletant in this scenario.249-251 Giving further credence to this 

possibility is the observation that when heating these samples, the crystalline shapes melt away, 

but as the sample returns to room temperature, the shapes do not reform. As toluene is no longer 

present in the sample, the system would only consist of two components (excess ligand and 

nanocrystals), and depletion interactions mediated by the common solvent would no longer be 

present. 

 

Figure 7.4. Drop casting silver nanoparticle suspensions in toluene on pure glass substrates at 

room temperature results in sessile drops drying in constant contact area mode. Within the coffee 

ring, droplets of excess ligand and silver nanoparticles can form. Inside of these droplets, silver 

nanocrystal superlattices can form.  

  

In one last study, we drop cast monodisperse AgNP solutions synthesized by Method II 

with the following conditions held constant: substrate (fluoropolymer glass slide), solvent (m-



 81 

xylene), solvent vapor (m-xylene), nanoparticle concentration (~3 mg), sessile drop volume (~ 6 

𝜇L), and ambient solvent vapor (high), while only the substrate temperature was changed. At lower 

temperatures, the sessile drop dries in constant contact angle mode, depositing the material in the 

center. Now as the temperature of the substrate is increased the sessile droplet can no longer dry 

in a purely constant contact angle mode as some material is deposited in small fingers. 

Interestingly, when examining the plasmon peak of each drop cast film we find that a second peak 

begins to emerge that is directly coupled to the substrate temperature. This second peak is red 

shifted and considerably narrower than the original peak. Presumably this second peak is due to 

the intrinsic microstructural arrangement of the nanocrystals. In the report by Wei et al., for 

example, nanocrystalline superlattices exhibited a red shift in the plasmon peak when compared 

to the plasmon peak of the solution state sample, similar to what is observed here.159 Wei et al. did 

not observed the narrowing of the plasmonic peak, however, but the computational work by 

George Schatz entitled “Silver Nanoparticle Array Structures that Produce Remarkably Narrow 

Plasmon Lineshapes,” suggests that this narrowing could be due to microstructure changes of the 

nanocrystals or even superlattice formation.252 It is also interesting to note the color change in the 

AgNP films. As the substrate temperature was increased for each sample, the color observed in 

reflection changes from a green to red (Note that the spectra and images were taken at room 

temperature and the increasing temperature refers to the substrate temperature at the time the 

sample was drop cast). 

 



 82 

 

Figure 7.5. Drop casting the same parent silver nanoparticle solution from xylene onto substrates 

of progressively increasing temperatures (i.e. the initial temperature was 25 oC and each 

progressive sample was increased by 10 oC) in a high xylene vapor pressure atmosphere resulted 

in various morphologies and spectroscopic absorption peaks. As the temperature of the substrate 

was increased for each individual sample, the resulting sample’s plasmonic spectra would exhibit 

a second peak (Note that the plasmonic spectra was measured after the sample had returned to 

room temperature). 

 

7.4. Preliminary Results: Silicon Nanocrystals 

 With the insight gained from considering the self-assembly of AgNPs, we now turn our 

attention to SiNCs. Only one group has reported on the experimental observations of SiNC 

superlattice.151, 223, 224 Yet, the ubiquity of reports on superlattice in metal and metal chalcogenide 

nanoparticles, as well as the complexity of these superlattice,141 hint that there is an intrinsic 

difference in the nanoparticle self-assembly of SiNCs compared to other metal chalcogenide 

quantum dots. 

From previous experience with plasma synthesized SiNCs (d ~ 3.5 nm), little to no 

superlattice has been observed. This is in stark difference when compared to the previous case of 

AgNPs, where simply drop casting the nanoparticle solutions leads to quality superlattice. So, in 

this project, we use a larger size of SiNCs (d ~ 5.5 nm), which is more comparable in size to the 

AgNP suspensions, while also modulating the ligand length to determine its effect. Typically, 

SiNCs are synthesized with a ligand length of twelve carbon atoms where most metal and metal 

chalcogenide nanoparticles use a ligand with eighteen carbon atoms. We explore this parameter 
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space by passivating SiNCs with ligands of 12, 15, 18, and 20 carbon atoms. Furthermore, along 

with drop casting, we explore the previously described LB technique to develop nanoparticle 

superlattice.  

Using a top down approach to synthesize SiNCs, we created as-produced samples that we 

passivated with ligands of varied length and that emit in the red to NIR region of the spectrum. 

These as-produced samples are then separated into distinct fractions based on size using DGU as 

described earlier. Figure 7.7 shows the PL peak of each sample as a function of fraction number. 

(Note that C12, C15, C18, and C20 indicate the number of carbon atoms in the ligand while the 

letter afterward indicates the DGU spin, referring to Table 7.1.) Each sample was separated using 

a rotor speed of 30,000 RPMs, yet various spin durations were used to change the concentration 

and size resolution of each fraction.  

 

Table 7.1. Duration and Rotor Speed for Each Nanoparticle Separation 

Spin Rotor Speed (RPMs) Duration (hours) 

A 30,000 2 

B 30,000 2 

C 30,000 5 

D 30,000 5 

E 30,000 5 

F 30,000 1 

G 30,000 5 
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Figure 7.6. As-produced samples of silicon nanocrystals were passivated with different lengths of 

carbon chains ranging from 12 carbon atoms to 20 carbon atoms. These different samples were 

then separated into distinct fractions using density gradient ultracentrifugation. The peak of the 

resulting photoluminescence from these samples is then plotted here where one can see that the 

peak emission increases with increasing fraction number. The duration of these spins was varied 

from 1 to 2 to 5 hours and the final letter in the key corresponds to the spin in Table 7.1. 

 

 As can be seen in Figure 7.6 the PL peak increases for progressively larger fraction 

numbers consistent with the anticipated effects of quantum confinement and previous reports.106-

110 We use the Langmuir-Blodgett trough with a DEG liquid sub-phase as described in the previous 

section to develop nanocrystalline superlattice. This method exhibited remarkable success in 

creating two-dimensional SiNC superlattice as can be seen in Figures 7.7-7.13. 
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Figure 7.7. Silicon nanocrystals with a ligand length of twelve carbon atoms (Spin D from 

Table 7.1 and Fraction 7). 

 

 

Figure 7.8. Silicon nanocrystals with a ligand length of fifteen carbon atoms (Spin B from Table 

7.1 Fraction 7 Image 1). 
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Figure 7.9. Silicon nanocrystals with a ligand length of fifteen carbon atoms (Spin B from Table 

7.1 Fraction 7 Image 2). 

 

 

Figure 7.10. Silicon nanocrystals with a ligand length of eighteen carbon atoms (Spin F from 

Table 7.1 Fraction 9 Image 1). 
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Figure 7.11. Silicon nanocrystals with a ligand length of eighteen carbon atoms (Spin F from 

Table 7.1 Fraction 9 Image 2). 

 

 

Figure 7.12. Silicon nanocrystals with a ligand length of eighteen carbon atoms (Spin F from 

Table 7.1 Fraction 9 Image 3) 
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Figure 7.13. Silicon nanocrystals with a ligand length of eighteen carbon atoms (Spin F from 

Table 7.1 Fraction 9 Image 4) 

 

Ideally, for lower concentrated samples the smaller diameter LB trough (d ~ 3/8") would 

be used to increase the coverage of nanoparticles, as the surface area of the smaller trough is 

roughly half of the larger. By using the same parent sample for each spin of similar ligand length, 

a convenient way to roughly vary the concentration is by the spin duration. In Figure 7.14 we 

show representative TEM images from fractions of the same parent material originating from 

roughly the same depth of the centrifuge tube but with different spin durations. As can be seen, 

the fraction with the shortest spin duration has the greatest degree of coverage on the TEM grid. 

Though it should be noted that although this sample has a higher concentration the film was also 

prepared in the larger LB trough (d = 1/2"), while the fractions with lower concentrations were 

prepared in the smaller LB trough (d = 3/8"). A potential consequence of the size disparity between 

the two troughs is that the DEG in the smaller LB trough would have a more pronounced meniscus. 

As was shown by Guerra et al., superlattice films that form on curved droplets will create a soccer 
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ball like pattern of nanoparticles and voids due to the strain induced by the curvature of the droplet 

surface.253 A similar phenomenon could be happening here, although the length scales might 

suggest otherwise. Another more practical explanation would be that the greater curvature in the 

smaller diameter trough could be causing the nanoparticles to flow to the edge of the trough, further 

decreasing the already low concentration of nanoparticles. 

 

Figure 7.14. A representative image for fractions of the same parent taken at approximately the 

same centrifuge tube depth (a) but with a different spin duration of (b) 5 hours, (c) 2 hours, and 

(d) 1 hour.  

 

To quantitatively understand the superlattice structure as a function of nanocrystal size, we 

analyze the TEM images of each fraction by first determining the particle centers using ImageJ. 

These particle centers can then be used to determine several characteristic features of the lattice 

such as the pair correlation function, structure factor, 𝑚6, 𝑛6, among others. This analysis is still 

running and there is not enough statistical data to report any conclusions at this time. 
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Figure 7.15. Once the particle centers are determined, various structural quantities can be 

computed. Here we show an example of a (a) TEM image with the (b) particle outlines selected 

using ImageJ. Various order parameters such as (c) m6 and (d) n6 can then be determined for each 

particle and mapped back onto the original image.  

 

 A promising approach to better understand how the diameter and ligand length might affect 

the propensity to form superlattice is via an optical signature, such as a shift in PL or domain 

birefringence. With the formation of minibands due to superlattice structure, one might also expect 

to see a corresponding change in the PL.44, 45 In addition, as is the case with polymers,254, 255 one 

might expect to see birefringence in the optical micrographs of SiNC superlattices. As can be seen 

in Figure 7.17, this is indeed the case. We see these birefringent structure form regardless of 

nanoparticle size, ligand length, and synthetic method. Yet, the concentration and degree of 

polydispersity appear to be important. At the time of this writing, fractions of low concentration 

do not form birefringent structures; only the monodisperse fractions of sufficiently high 

concentration will create the birefringent structures (i.e. the parent samples do not). Further 

evidence of microscale crystallinity, such as SEM or AFM images showing nanocrystalline 

terraces, will be important to further explain the self-assembly of SiNCs. But for now, we will rely 
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on the circumstantial evidence of birefringence and the requirement of high initial concentration 

as proof of packing and crystallinity. 

 If, indeed, the concentration and size resolution of SiNC samples plays a key role in self-

assembly, it would help explain part of the disparity seen between SiNCs and other nanoparticles. 

In general, there is only one method that can be used to create monodisperse SiNCs without post 

processing.136 Incidentally, this is the same method used by the only group that has produced SiNC 

superlattice. All other SiNC synthetic methods would either be A) to polydisperse to form 

superlattice outright or B) too dilute after size selective post processing methods. For metal and 

metal chalcogenide nanoparticles, there exist synthetic methods that are capable of achieving 

concentrated, high quantity, high size resolution samples outright,2, 256, 257 or one can use digestive 

ripening techniques to increase the size uniformity of the sample after synthesis.258-260 

 Nanoparticle concentration in the initial suspension is likely a key variable in the formation 

of superlattice. The fact that simply drop-casting AgNPs on a TEM grid leads to 3D superlattice 

crystals, however, indicates that there is still probably a significant intrinsic difference between 

the mechanism of SiNC superlattice formation and that for other metallic nanoparticles. Typically, 

at least based on our own experience, simply drop casting SiNC solutions leads to disordered or 

amorphous samples, and there are a number of possible reasons this could be the case. For instance, 

nanoparticle-ligand interactions are much different in SiNCs, where the ligand on SiNCs is 

irreversibly attached via a covalent bond. In contrast, the ligands on metallic nanoparticles 

experience a weaker covalent bond and undergo dynamic motion and exchange. Ligand-

nanoparticle interactions could aid in self-assembly, for example, by giving the nanoparticle more 

freedom to pack. As the nanocrystal lattice is beginning to form, the ligands could conceivably 

move on the surface of the nanoparticle and even move between nanoparticles, helping the system 
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form more energetically favorable structures. Another possibility is that the directional nature of 

the diamond lattice in silicon, or possibly surface charges, could give the nanoparticle a dipole 

moment. One could imagine that such a hypothetical dipole moment could facilitate the formation 

of string-like structures during self-assembly and hence spherulitic domains, both of which we 

have observed for SiNCs. 

 

Figure 7.16. Drop cast films of silicon nanocrystals with a sufficiently high concentration of 

material exhibit birefringent domains. 

 

7.5. Discussion and Future Outlook 

 Nanoparticle superlattice formation is a very active field of research that has many potential 

applications. In this work, we used both AgNPs and SiNCs as a case study for superlattice 

formation and found that both nanoparticles can indeed form superlattice. Simply by drop casting 

monodisperse fractions of AgNP on a TEM grid, we were able to demonstrate superlattice 
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formation (Figure 7.2). Furthermore, by drop casting a AgNP solution with excess free ligand on 

a glass slide, large faceted domains of AgNP superlattice would form (Figure 7.4). In the case of 

SiNCs, we were also able to make superlattices, but in doing so we used a more advanced LB 

technique. The superlattices can form regardless of nanocrystal size and ligand length. For both 

materials, TEM images showing superlattice can be useful for getting information on the packing 

structure. But for evaluating long-range order and the propensity to order in general, a better 

method for quantitatively screening and analyzing samples could lie in the ability to find a coarse 

optical signature of SiNC superlattice formation. Luckily in both cases – AgNPs and SiNCs – a 

spectroscopic signature appears to be present; the birefringence in SiNCs (a spectroscopic change 

may also be associated with this microstructure, but further analysis is needed to confirm this) and 

the narrowing and red-shifting of the plasmon peak in AgNPs. 

 There are three potential future directions that this research might take. First, we need to 

gain a more quantitative understanding of the formation of superlattice in SiNCs. A qualitative 

picture is beginning to emerge, but more statistics are necessary in order to say anything definitive. 

Secondly, a more quantitative approach is needed to model superlattice formation from SiNCs and 

AgNPs on the microscale. Expanding upon the current understanding of the microscopic 

signatures, as well as using the temperature dependent sample stage from Figure 7.1a to vary the 

temperature, should give greater insight into superlattice formation for SiNCs and AgNPs. 

Furthermore, using a carefully chosen substrate and solvent, such as a slippery PDMS slide and 

m-xylene, one might remove a degree of freedom the droplet drying scenario as this particular 

substrate and solvent combination appear to dry in constant contact angle mode, regardless of 

temperature. The third direction this project could go is returning to using the LB trough, but 

introducing temperature as a variable. Simply replacing the bottom of the Teflon trough with a 
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metal bolt and placing this set up on a hotplate would allow for efficient heat transfer from the hot 

plate to the DEG sub-phase and then consequently to the nanoparticles. This could potentially give 

additional insight into the temperature dependent superlattice formation dynamics. 

 Looking out longer term, assuming “superlattice on demand” can eventually be realized 

for SiNCs, the next logical step would be to design and develop quantum-dot devices built from 

SiNC superlattices, such as quantum dot solar cells.261 Every hour the earth gets enough energy 

from the sun to power its daily applications for an entire year.35 With such a large amount of 

energy, one just needs an efficient method to capture and collect this energy. Quantum dot solar 

cells not only have the ability to double the theoretical limit of traditional silicon based solar cells 

to efficiencies of 66 % due to MEG, but they can potentially also be manufactured with 

considerably lower costs due to their colloidal stability and fluid processibility.39, 40, 42, 43 The non-

toxic nature and ubiquity of silicon leads to a perfect material to be used in these applications. We 

hope that the photophysical models and superlattices studies within this report can be used to 

advance the field of quantum dot solar cells. 
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CHAPTER 8. SUPPLEMENTAL PROJECT: A COMPUTATIONAL 

STUDY ON THE FLUORESCENCE OF SILVER NANOCLUSTERS 

 

8.1. Introduction 

Silver nanoclusters (AgNCs) are the ‘Goldilocks’ of fluorophores with just the right size, 

toxicity and photostability.72 Organic dyes or metal-chalcogenide quantum dots are typically used 

in biological applications requiring fluorophores. In these applications quantum dots offer superior 

photostability compared to organic dyes, yet consist primarily of toxic materials such as lead and 

cadmium.262-266 Aside from the toxicities, quantum dots are typically large and cumbersome for 

transport through biological membranes.57, 72, 185 However, AgNCs have a core diameter of 1 nm 

or less allowing them to be readily transported throughout the body, and the relatively benign 

nature of silver addresses potential concerns about nanotoxicity.86-88, 90, 92, 95, 267-269  

 These highly efficient fluorophores (QY greater than 90 % in some cases) are typically 

synthesized using DNA to limit large nanoparticle growth and maintain stability.74, 75, 77, 82, 270, 271 

Due to the biocompatibility of these particles, Yu et al. leveraged the fluorescence of AgNCs to 

take fluorescent in vitro cell images.272 Alternatively, Yeh and coworkers created AgNC sensors, 

using the sensitivity of their optical properties.79 The sensitivity of the AgNC’s optical properties 

to the surrounding environment has been well established.79, 270, 273, 274 For example, Diez et al. 

showed that systematic decreases in the solvating water to methanol ratio of polymer stabilized 

AgNCs results in a red shift to the PL peak.273 Additionally, combinatorial chemistry methods 

have demonstrated that changing the passivating DNA’s sequence can result in PL spanning the 

entire visible spectrum.270 The Gwinn group used random DNA oligomers to synthesize more than 

600 different samples of AgNC. 82 A corresponding histogram was then developed for peak 
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emission finding that most DNA AgNC complexes fluoresced with a peak emission at either 540 

nm or 630 nm, which were deemed magic colors, corresponding to magic number structures.82In 

mass spectroscopy studies, several groups found that fluorescent AgNC are highly charged 

(>4+).74, 76, 77, 81 The high charge has been hypothesized to be due to Ag+ atoms surrounding a 

neutral Ag(0) core77, 81 much like that of superatom complexes.275  

Here we attempt to glean further insight into the nature of the high charged AgNC and how 

this charge affects the overall PL via computational methods. This chapter outlines the 

methodology development needed to determine spin resolved PL   as a result of the open shell 

nature of the valent d- and s- orbitals in silver atoms. In more practical terms, we analyze the 

electronic structure of a AgNC with different charges and ground state (GS) spin configurations. 

Our goal is to identify promising models with a high potential for fluorescence as a function of 

charge. The singlet 5+ model is identified as a promising candidate and the spin resolved PL is 

calculated for mechanistic insight.  

8.2. Methods 

All electronic structure calculations were performed in a self-consistent manner using 

DFT276 with spin resolved components and constraints277 as 

(−
ħ2

2𝑚
𝛻2 + 𝑣𝜎[ 𝑟, 𝜌𝛼(𝑟), 𝜌𝛽(𝑟)]) 𝜑𝑖,𝜎

𝐾𝑆(𝑟) = 𝜀𝑖,𝜎𝜑𝑖𝜎
𝐾𝑆(𝑟) , 𝜎 = 𝛼, 𝛽 (8.1.) 

where ℏ is Planck’s constant, 𝑚 is the mass of the electron, 𝜑𝑖,𝜎
𝐾𝑆(𝑟) is the 𝑖-th Kohn-Sham (KS) 

orbital, 𝜀𝑖,𝜎  is the energy of the 𝑖-th KS orbital and 𝜎 = 𝛼 or 𝛽  electrons. Note: spin resolved 

calculations are important in this application of DFT due to the open shell nature of the d- and s- 

valent orbitals in silver atoms forming a nanocluster. Included in the total energy, 𝐸𝑡𝑜𝑡, is the 

exchange correlation-functional of electron density. 𝑣𝜎 =
𝛿

𝛿𝜌𝜎
(𝐸𝑡𝑜𝑡 − 𝑇𝑘𝑖𝑛) is the potential as a 
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functional of the spin resolved electron densities, 𝜌𝛼(𝑟) = ∑ |𝜑𝑖,𝛼
𝐾𝑆|

2𝑁𝛼
𝑖=1  and 𝜌𝛽(𝑟) = ∑ |𝜑𝑖,𝛽

𝐾𝑆|
2𝑁𝛽

𝑖=1
, 

where 𝑁𝛼 and 𝑁𝛽 are the number of alpha and beta electrons, respectively. The DFT calculated 

electronic structure is parameterized by the total charge 

𝑁 = 𝑁𝛼 + 𝑁𝛽  (8.2.) 

and spin polarization278,279 

Δ𝑁↑↓ = 𝑁𝛼 − 𝑁𝛽  (8.3.) 

The value of the spin polarization parameter can be used to identify spin multiplicity as follows: 

2S + 1, where S =  Δ𝑁↑↓/2. Thus, a progression of Δ𝑁↑↓ = 0,1,2, 3, . .. corresponds to singlet, 

doublet, triplet, quartet,… multiplicities, respectively. The spin resolved band gap for each pair of 

parameters, 𝑁 and Δ𝑁↑↓, is analyzed as follows  

Δ𝜀𝜎
𝑔𝑎𝑝(𝑁, Δ𝑁↑↓) = 𝜀𝜎

𝐿𝑈(𝑁, Δ𝑁↑↓) − 𝜀𝜎
𝐻𝑂(𝑁, Δ𝑁↑↓)   (8.4.) 

as well as the change in total energy 

Δ𝑁↑↓ = 𝑁𝛼 − 𝑁𝛽  (8.5.) 

where in all calculations, the passivating ligands’ electrons are included in the total number of 

electrons, 𝑁.  

A Slater determinant is constructed from the KS orbitals and used to find the transition 

dipole expectation values, ⟨𝐷⃗⃗⃗𝑖𝑗,𝜎⟩ = 𝑒 ∫ 𝜑𝑖𝜎
∗ 𝑟𝜑𝑗𝜎𝑑𝑟, in the independent orbitals approximation 

(IOA);280 where 𝑒 is the charge of an electron and 𝑟 is the position operator. Note that the singly-

excited state formation is often described as a superposition of the occupied and unoccupied 

molecular orbital pairs. For example, in solutions of the Bethe-Salpeter equation, 

∑ 𝐻𝑖𝑗𝑖′𝑗′𝑖′𝑗′ 𝐴𝑖′𝑗′
𝛼 = 𝐸𝛼𝐴𝑖𝑗 , with the many-electron Hamiltonian 𝐻𝑖𝑗𝑖′𝑗′ = (𝜀𝑖 − 𝜀𝑗)𝛿𝑖𝑖′𝛿𝑗𝑗′ +

𝑊𝑖𝑖′𝑗𝑗′  in basis of single electron orbitals |𝑖⟩ and |𝑗⟩ including coulombic interactions, 𝑊𝑖𝑖′𝑗𝑗′ . 
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The eigenstate solutions read |𝛼⟩ = ∑ 𝐴𝑖𝑗
𝛼

𝑖𝑗 |𝑖⟩|𝑗⟩, and obey normalization  ∑ |𝐴𝑖𝑗
𝛼 |

2
= 1𝑖𝑗 . The 

description of dynamics requires a recalculation of such excited states at each time along trajectory 

|𝛼(𝑡)⟩, 𝐴𝑖𝑗
𝛼 (𝑡). As an approximation, the superposition of states is represented by one leading term 

only as 𝐴𝑖𝑗
𝛼 (𝑡) ≈ 𝛿𝑖,𝑖′(𝛼) ∙ 𝛿𝑗,𝑗(𝛼)′ + 𝑜, where the excited state, 𝛼 , is approximated as a pair of 

orbitals, occupied 𝑖′(𝛼) to unoccupied 𝑗′(𝛼), with  both depending on 𝛼, which is referred to as 

the IOA.280  

The transition dipole expectation values can then be used to find the oscillator strength of 

an electronic transition from KS orbital 𝑖 to KS orbital 𝑗, with given spin 𝜎, such that 

𝑓𝑖𝑗,𝜎 = |𝐷⃗⃗⃗𝑖𝑗,𝜎|
2 4𝜋𝑚𝑒𝑣𝑖𝑗,𝜎

3ℏ𝑒2    (8.6.) 

where 𝑚𝑒 is the mass of an electron. Using the oscillator strengths and assuming a lack of spin-

orbit coupling, the absorption spectra can then be determined from Eqs. 8.7-8.8. 

𝛼𝜎(𝜔) = ∑ 𝑓𝑖𝑗,𝜎𝛿(𝜀 − Δ𝜀𝑖𝑗,𝜎) 𝑖𝑗   (8.7.) 

𝑎(𝜔) = 𝑎𝛼(𝜔) + 𝑎𝛽(𝜔)  (8.8.) 

To calculate time-dependent spin-resolved PL, we build upon a previously reported method 

for the determination of time-dependent spin-unresolved PL.205 This method rests on the time 

propagation of the excited states, facilitated by energy dissipation into phonons. In this method 

there are five stages of computation: thermostat modeling, molecular dynamics (MD), non-

adiabatic couplings (NAC), Redfield dissipative dynamics, and computation of photoemission. 

Briefly, a room temperature adiabatic MD simulation on the model in question is ran with 

∑
𝑀𝐼

2
(

𝑑𝑅⃗⃗𝐼

𝑑𝑡
|𝑡=0)2𝑁𝑖𝑜𝑛

𝐼=1 =
3

2
𝑁𝑖𝑜𝑛𝑘𝐵𝑇 used as thermostat, where 𝑀𝐼 and 𝑅⃗⃗𝐼 are the mass and position 

of ion 𝐼, respectively and 𝑁𝑖𝑜𝑛 is the total number of ions. Ion position changes as a function of 

time by Newton’s equation of motion 
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𝑑2

𝑑𝑡2 𝑅⃗⃗𝐼 = 𝐹⃗𝐼/𝑀𝐼   (8.9.) 

which consequently alter the KS orbitals, giving 𝜀𝑖,𝜎(𝑡) = 𝜀𝑖,𝜎 (𝑅𝐼
⃗⃗⃗⃗⃗(𝑡)). NACs determined “on-

the-fly”,281 are then used to calculated the components of the Redfield Tensor, 𝑅𝑖𝑗𝑚𝑙. The Redfield 

Tensor and Fock Matrix, 𝐻𝑖𝑗,𝜎 = 𝛿𝑖𝑗𝜀𝑖𝜎(𝑡), are then used in the Redfield Master Equation282 (Eq. 

8.10) to calculate time dependent orbital occupation; 

𝜌̇𝑖𝑗,𝜎 =
𝑖

ℏ
∑ (𝐻𝑖𝑘,𝜎𝜌𝑘𝑗,𝜎 − 𝜌𝑗𝑘,𝜎𝐻𝑘𝑖,𝜎) + ∑ 𝑅𝑖𝑗𝑚𝑙,𝜎𝜌𝑙𝑚,𝜎

 
𝑙𝑚𝑘    (8.10.) 

With knowledge of the spin resolved orbital occupation, 𝜌𝑖𝑖,𝜎(t) as a function of time the time 

dependent and steady state PL can be calculated using Eq. 8.11 and Eq. 8.13, respectively;  

𝐸𝜎(𝜔, 𝑡) = ∑ 𝑓𝑖𝑗𝜎𝛿(𝜀 − Δ𝜀𝑖𝑗𝜎) (𝜌𝑗𝑗𝜎(𝑡) − 𝜌𝑖𝑖𝜎(𝑡))𝑖𝑗 ,   (8.11.) 

𝐸𝜎(𝜔) = ∫ 𝑑𝑡 𝐸𝜎(𝜔, 𝑡)
∞

0
.   (8.12.) 

Summing over both the PL for both alpha and beta spins result in the total PL, 

𝐸(𝜔) = 𝐸𝛼(𝜔) + 𝐸𝛽(𝜔).    (8.13.) 

 The AgNC modeled in this study is shown in the inset of Figure 8.1a. Small metal clusters 

like this exhibit a broad variety of isomers with multiple geometries yielding similar energies. 

Iterative scanning of the size and shape of the cluster is beyond the scope of this paper; instead we 

focus primarily on optimizing the electronic configuration in a selected high-symmetry cluster, 

Ag13, a typical geometry for transition metal clusters.283,284,285,286 This model consists of thirteen 

silver atoms in the icosahedral geometry with one central Ag atom and twelve surface shell silver 

atoms. The surface of the AgNC is passivated by a cytosine base, representative of DNA, 

constituting the simplest spherical cluster model.  
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Figure 8.1. The (a) total energy as a function of charge for the modeled nanocluster (inset) with 

the corresponding (b) first (c) and second derivative. The purple dashed lines in (b) are linear fits 

of the form 
dE

dN
= A1 + BN and 

dE

dN
= A2 + BN such that A1 < A2.  The jump discontinuity here 

represents a deviation from classic electrostatics as quantum mechanical effects become important. 

(d) Charge constrained DFT was used for each calculation where an electron is removed from the 

silver nanocluster. Green circle, blue cross, and black dot stand for PBE, HSE06, and B3LYP data, 

respectively. Reprinted with permission from Ref. [80]. Copyright 2017 American Chemical 

Society.  

 

The VASP suite was used for all electronic structure simulations with PAW potentials.287-

290 The ground state (GS) geometry of the modeled AgNC was optimized using DFT with the PBE 

functional.289 Electronic wave functions were expanded in a plane wave basis set with a kinetic 

energy cutoff of 500 eV. The atoms in the unit cell are fully relaxed until the force on each atom 

is less than 0.01 eV/A. Spin resolved DFT calculations were performed with one Generalized 

Gradient Approximation (GGA) functional PBE, and two hybrid models, namely Heyd-Scuseria-

Ernzerhof (HSEO6),291 and Becke, 3-parameter, Lee-Yang-Parr (B3LYP)292,293 exchange-

correlation kernels. In an attempt to avoid spurious interactions, periodic boundary conditions 

(PBC) are implemented with 8 Å of vacuum added in each direction.  

8.3. Results 

To begin our analysis, we examine the energy-charge space of the modeled AgNC. Figure 

8.1a plots the total energy as a function of charge, 𝐸𝑡𝑜𝑡(𝑁), which takes the general form of a 
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quadratic function. This is consistent with the findings of Meng et al. for platinum nanoclusters.294 

In general a system with higher energy will be less stable. Here we see minor differences between 

the total energies of different multiplicities, yet a strong coupling to the charge of the nanocluster 

and, although, it is possible that the sextet multiplicity would lead to a more stable complex due to 

the 5 nearly degenerate singly occupied d- orbitals we did not examine this specific multiplicity. 

Figures 8.1b and c show the first derivative, (
𝑑𝐸𝑡𝑜𝑡(𝑁)

𝑑𝑁
), and second derivative, (

𝑑2𝐸𝑡𝑜𝑡(𝑁)

𝑑𝑁2
), 

of 𝐸𝑡𝑜𝑡(𝑁) with respect to charge, which are expected to show linear and constant dependence on 

N. Here we only use the singlet and doublet GS configurations to determine 
𝑑𝐸𝑡𝑜𝑡(𝑁)

𝑑𝑁
 and 

𝑑2𝐸𝑡𝑜𝑡(𝑁)

𝑑𝑁2 , 

although we calculate the total energy for the singlet, doublet, triplet and quartet GS configuration. 

The first derivative 
𝑑𝐸𝑡𝑜𝑡(𝑁)

𝑑𝑁
 exhibits a linear trend with a jump discontinuity present at a charge of 

5+. These trends are fit with two lines per Eq. 8.14 below as illustrated in Figure 8.1b 

𝑑𝐸(𝑁)

𝑑𝑁
− 𝐵𝑁 = {

𝐴1, 𝑁 < 5
𝐴2, 𝑁 > 5

    (8.14.) 

where 𝐵 is the slope of the line and 𝐴1,2 is a constant. Interestingly, on either side of the jump 

discontinuity we see that the slope of the line does not change (𝐵 ≈ 0.439) and the only difference 

is found between the two values of the constant (Δ𝐴 = 𝐴2 − 𝐴1 ≈ 2.2𝑒𝑉). The derivative of Eq. 

8.14,  
𝑑2𝐸(𝑁)

𝑑𝑁2 , is dependent only on the slope, 𝐵, which is applicable to the entire range excluding 

𝑁 = 4. 

𝑑2𝐸(𝑁)

𝑑𝑁2 = 𝐵, 𝑁 ≠ 4       (8.15.) 

Eq. 8.15 is illustrated in Figure 8.1c with a purple dashed line, where a nice fit of the data is 

observed aside from the deviation at a charge of 4+. The discrepancy at 4+ is indicative of the 

jump discontinuity in Figure 8.1b. 
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Turning our attention to the nature of the electronic structure of the AgNC, we show the 

spin resolved band gap of the AgNC modeled as a function of the total number of electrons (Figure 

8.2a-c). Because of the spin resolved nature of these calculations, a band gap for both alpha, 

Δ𝜀𝛼
𝑔𝑎𝑝(𝑁, Δ𝑁↑↓), and beta, Δ𝜀𝛽

𝑔𝑎𝑝(𝑁, Δ𝑁↑↓), electrons is calculated, where in order to visually 

display both, the band gap of the beta electrons is multiplied by -1 (Figures 8.2a-d). As we 

examine the band structure of these models, we keep a keen eye open for structures having a 

semiconducting band gap (~ 1 𝑡𝑜 3 𝑒𝑉), as this has the greatest potential for fluorescence. Figure 

8.2a-d shows that that the band gap is semiconducting (~2 𝑒𝑉) in nature at a charge of 5+ or 

greater regardless of GS configuration and once opened, the gap value is only slightly coupled to 

the charge and exchange correlation functional. We take a quick aside to mention that several 

experimental reports have indicated the influence charge has on the overall PL. Interestingly, our 

calculations indicate that although a high charge is necessary for PL, it has a negligible impact on 

the HOMO-LUMO gap once it is opened, indicating that factors such as morphology and 

passivation play a key role in the PL. 

Redolent of the discontinuity in Figure 8.1b, we see that the band gap for both alpha and 

beta electrons is open only when the charge is 5+ or greater, regardless of GS configuration. To 

further demonstrate the similarity between the discontinuity in 
𝑑𝐸𝑡𝑜𝑡(𝑁)

𝑑𝑁
 and the calculated band 

gap, in Figure 8.2e we replot 
𝑑𝐸𝑡𝑜𝑡(𝑁)

𝑑𝑁
 with a subtracted background of 𝐵𝑁 + 𝐴1, resulting in two 

lines with no slope per Eq. 8.16. 

𝑑𝐸(𝑁)

𝑑𝑁
= {

0, 𝑁 < 5
Δ𝐴, 𝑁 > 5

      (8.16.) 

With the slope of the line removed one can see that not only does the discontinuity occur at the 

same charge, but also has a comparable amplitude to the DFT calculated band gap. 
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Figure 8.3c-d shows the DOS for the charged and uncharged AgNC, respectively. The 

overall structure of the DOS for both models is very similar, yet the extra electrons in the neutrally 

charged clusters are located in what would be the valance band of the charged model, creating a 

“pseudogap” and limiting any potential for optical emission. Here a pseudogap refers to a gap of 

0.5 eV or greater in the valence band of the DOS.  

 

Figure 8.2. The spin resolved band gap as a function of charge for the (a) singlet (b) doublet (c) 

triplet and (d) quartet ground state configuration. Note that the band gap for beta electrons is 

multiplied by -1 for clarity. (e) To compare classical results with first principle calculations we 

replot Figure 8.1a with a linear background removed (
dE

dN
= A1 + BN). The jump discontinuity 

here is very similar in magnitude to the first principles calculation of the band gap. Note that for 

each first principle calculation, PBE, HSE06, and B3LYP functionals were used where the same 

key used to differentiate functional from Figure 8.1. applies here: circle, cross, and dot stand for 

PBE, HSE06, and B3LYP data, respectively. Reprinted with permission from Ref. [80]. Copyright 

2017 American Chemical Society.  

 

The neutral cluster has a zero HOMO-LUMO gap, as can be seen in Figure 8.3d. However, 

there’s two noticeable pseudogaps, one between 𝐻𝑂𝑀𝑂𝛼 − 3  and 𝐻𝑂𝑀𝑂𝛼 − 2  and the other 

between 𝐻𝑂𝑀𝑂𝛽 − 2 and 𝐻𝑂𝑀𝑂𝛽 − 1. The DOS of the neutral model looks like a DOS of an n-

doped semiconductor, however the model with a +5 charge exhibits an open gap, as shown in 

Figure 8.3c. The electronic structures response to the change in charge is schematically 

summarized in Figure 8.3a. We show the spin resolved band gap for alpha and beta electrons with 
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𝑁 equal to 5+, 7+, 9+ and 11+ with open gaps in the singlet GS configuration, Δ𝑁↑↓ = 0. As just 

mentioned, the magnitude of these gaps appears to be independent of the total charge, yet as 

electrons are removed, and the charge increases the Fermi energy drops. 

 

Figure 8.3. (a) Spin resolved band gaps for the singlet ground state configuration for charges of 

5+, 7+, 9+ and 11+. (b) The absorption spectra for a silver nanocluster in the 5+ charge state and 

neutral state are compared to the spin resolved density of states for the (c) charged and (d) neutral 

state, for reference. Note that in (c) and (d) the beta electronic states are multiplied by -1 and the 

shaded and unshaded regions represent occupied and unoccupied KS-orbitals, respectively. The 

vertical dashed lines in (b) are the four most probable optical transitions. In (d) labels 1 and 2 

represent the pseudogaps while label 3 represents the formal gap (which is nearly zero in this case). 

Reprinted with permission from Ref.[80]. Copyright 2017 American Chemical Society.  

 

In Figure 8.3b, we calculate the absorption spectra according to Eq. 8.8 for the AgNC in 

the singlet 5+ and doublet neutral configuration. Due to the open gap nature of the charged AgNC 

though, it does not exhibit transitions in the IR range. We also show the four most probable 

transition in the absorption spectra of the charged AgNC, denoted by vertical dashed lines and 

building upon this, Table 8.1 includes the ten most probable elementary excitations across the 

band gap. The elementary excitations are labeled by the pair of orbitals, 𝐻𝑂𝑀𝑂 − 𝑖, 𝐿𝑈𝑀𝑂 + 𝑗 

involved in the transition and their corresponding oscillator strength, 𝑓𝐻𝑂𝑀𝑂−𝑖,𝐿𝑈𝑀𝑂+𝑗 , and 

thermalization rates which will be introduced later. Interestingly, most of the bright transitions 

occur from the top of the valence band to a relatively large number of orbitals away from the 

bottom of the conduction band. Typical orbitals involved in absorption and emission reside in the 
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core prior to excitation and then are promoted to orbitals primarily located on the ligand. 

Recombination according to Kasha’s rule would then occur in the AgNC with both the HOMO 

and LUMO reside in the nanocluster core. 

Table 8.1. Representative inter-band excitations under independent orbital approximation 

represented by pairs of occupied (hole) and unoccupied (electron) orbitals. 

 
Initial 

Orbital, i 

Final 

Orbital, j 

Oscillator 

Strength, fij 

Energy of 

Transition (eV) 

Thermalization 

Lifetimes (𝝉𝒆/𝝉𝒉)  
(ps) 

 

Thermalizations 

Rates (𝒌𝒆/𝒌𝒉)  (ps-1) 

 

HO-2 

(319) 

LU+5 

(327) 

3.593789 2.4744 0.3111/3.3146 3.2138/0.3017 

HO-1 

(320) 

LU+25 

(347) 

3.125815 3.8477 0.9161/5.3967 1.0915/0.1853 

HO-1 

(320) 

LU+23 

(345) 

1.634268 3.7894 0.9916/5.3967 1.0084/0.1853 

HO 

(321) 

LU+26 

(348) 

1.550391 2.6759 0.9091/-- 1.1000/-- 

HO-2 

(319) 

LU+10 

(332) 

1.55031017 2.6759 0.4639/3.3146 2.1558/0.3017 

HO 

(321) 

LU+2 

(324) 

1.38873756 2.22 0.1841/-- 5.4315/-- 

HO-2 

(319) 

LU+8 

(330) 

1.28777306 2.6204 0.3463/3.3146 2.8875/0.3017 

HO-1 

(320) 

LU+35 

(357) 

1.27029564 4.3379 0.9322/5.3967 1.0727/0.1853 

HO-2 

(319) 

LU 

(322) 

1.2570283 2.0617 --/3.3146 --/ 0.3017 

HO 

(321) 

LU 

(322) 

0.260736 2.0137 --/-- --/-- 

Note: Excitations are chosen out of about 18000 elementary excitations based on larger values of 

oscillator strength and transition energies vicinity to the bandgap. Note that oscillator strength 

values computed by Eq. (3a) are not normalized here. Last two columns represent thermalization 

rates and lifetimes for electrons and holes for each given excitation. Interestingly, most of the 

bright transitions occur from the top of the valence band to relatively large number of orbitals away 

from the bottom of the conduction band. Note this was all calculated at the PBE level of theory. 

Reprinted with permission from Ref. [80]. Copyright 2017 American Chemical Society. 

Switching gears to electron dynamics and photoemission computations, we focus our 

attention on one representative configuration, the 5+ singlet state. As a prerequisite to PL 

calculations an MD simulation was conducted on the AgNC in the 5+ singlet GS configuration, 

where the total energy of the system was found to randomly fluctuate near approximately 
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𝐸𝑡𝑜𝑡(𝑡) = −1052 ± 0.5 eV, as shown in Figure 8.4a. Measuring the distance between the center 

silver atom (Agc) and the other 12 surface silver atoms of our model, we find that the Agc-Ag 

distance harmonically oscillates by ~0.1 Å with a mean distance of 2.8 Å. The distance of the three 

nitrogen atoms in cytosine from the core silver atom (Agc-N) fluctuate near 5, 6, and 7 Å means. 

One could imagine that the jittery oscillations of nitrogen atoms to be expected due to its relatively 

low molecular weight when compared to silver and the restricted degrees of freedom due to the 

cyclic ring structure of cytosine. Furthermore, the greatest oscillations are found for primary 

nitrogen atoms, whereas the amplitude of oscillation in the secondary nitrogen atoms are damped, 

again likely due to the reduced degrees of freedom.  

Figure 8.4d-e shows the fluctuations of the energy of the KS orbitals along the MD 

trajectory, 𝜀𝜎
𝑖 (𝑡). The time dependent KS orbitals with the NAC in conjunction with the Redfield 

master equation can be used to find the orbital occupation as a function of time for any initial 

excitation specified by the active pairs of orbitals, 𝐻𝑂𝑀𝑂 − 𝑖 and 𝐿𝑈𝑀𝑂 + 𝑗.295 Most excitations 

follow two typical trends: (i) the relaxation of one carrier, electron or hole, is independent of where 

the second carrier is excited to and (ii) the relaxation occurs in a cascade fashion, 

 𝐿𝑈𝑀𝑂 + 𝑗 → 𝐿𝑈𝑀𝑂 + (𝑗 − 1) → ⋯ → 𝐿𝑈𝑀𝑂 + 2 → 𝐿𝑈𝑀𝑂 + 1 → 𝐿𝑈𝑀𝑂,  

 𝐻𝑂𝑀𝑂 − 𝑖 → 𝐻𝑂𝑀𝑂 − (𝑖 − 1) → ⋯ → 𝐻𝑂𝑀𝑂 − 2 → 𝐻𝑂𝑀𝑂 − 1 → 𝐻𝑂𝑀𝑂.  

Based on these trends we deduce that the final stages of the cascade, which are the most important 

for photoemission, occur through the same sequence of orbitals with the same rates, for a broad 

range of excitations. A representative example of this thermalization process for an initial 

excitation of 𝐿𝑈𝑀𝑂 + 25  and 𝐻𝑂𝑀𝑂 − 25 is illustrated in Figure 8.5a and Figure 8.5b, 

respectively. As can be seen, the electron relaxes to the LUMO within 300 fs and hole thermalizes 
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to HOMO-2 in ~250 fs and then to the HOMO in ~500 fs. The resulting HOMO-LUMO excitation 

then waits to radiatively recombine via Kasha’s rule.205  

 

Figure 8.4. Room temperature molecular dynamics simulations were conducted for the 5+ singlet 

ground state configuration silver nanocluster. The (a) total energy as well as the distance from the 

center silver atom (b) to outer silver atoms and (c) to nitrogen atoms in cytosine were determined. 

The colors in (b) and (c) are coded to match the inset of (b). From the molecular simulations, spin 

resolved time dependent Kohn-Sham orbitals were determined for (d) alpha and (e) beta electrons 

under PBE functionals. Reprinted with permission from Ref. [80] Copyright 2017 American 

Chemical Society. 

Next, we explore the response of excited state dynamics to the change in the initial 

excitation. The initial excitation of a charge carrier can be labeled in two fashions: first, by orbital 

index and second by an offset of orbital energy from the band edge, |𝜀𝑖 − 𝜀𝐿𝑈| for electrons and 
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|𝜀𝐻𝑂 − 𝜀𝑖| for holes. Here, the dependence on initial excitation is best visualized as a relaxation 

time, 𝜏 = 𝑘−1,  versus initial excitation energy. The relaxation time of both alpha and beta 

electrons, 𝜏𝑒 = (𝑘𝑒)−1 in Table 8.1 and Figure 8.5c are in accordance with the band gap law such 

that the lifetime increases with increasing excitation energy.296 Contrary to this, however, the hole 

relaxation times, 𝜏ℎ = (𝑘ℎ)−1, exhibit the opposite trend, possibly due to the dense spacing of the 

KS orbital energy in the valence band.  

 

Figure 8.5. The orbital occupation for alpha (a) electrons and (b) holes as a function of time 

calculated for the silver nanocluster in the 5+ singlet ground state configuration, thermalizing from 

LUMO+25 to the LUMO and HOMO + 25 to the HOMO, respectively. (c) Calculated electron 

and hole thermalization lifetimes as a function of the energy difference between the corresponding 

band edge and the initial excitation level. The solid and open circles represent alpha and beta 

electrons, respectively, while the black and purple symbols are electron lifetimes and the green 

and blue symbols represent hole lifetimes. The alpha and beta electrons of both the hole and 

electron lifetimes are fit with an exponential function (red dashed line). Reprinted with permission 

from Ref. [80] Copyright 2017 American Chemical Society.  

 

The summation of spin resolved PL by Eq. 8.13 was used to create the overall PL spectrum 

in Figure 8.6 where the peak is centered at approximately 610 nm. Also, in Figure 8.6 we plot the 
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absorption spectra according to Eq. 8.8 and the experimentally observed PL and absorption data 

from Ref. [75] for oligonucleotide capped AgNC with a 540 nm excitation. 

 

Figure 8.6. Normalized calculated PL (solid red line) and absorption (solid black line) spectra for 

the 5+ singlet model with experimental PL (dashed red line) and absorption spectra (dashed black 

line) from Petty (Ref. [75]). Reprinted with permission from Ref. [80]. Copyright 2017 American 

Chemical Society.  

 

8.4. Discussion 

  To rationalize the presence of the discontinuity in 
𝑑𝐸𝑡𝑜𝑡

𝑑𝑁
 we use an electrostatic approach 

for a metal sphere. First the energy required to remove an electron from a metal sphere (𝐸𝑖𝑜𝑛) can 

be modeled according to Coulomb’s Law as given by Eq. 8.17, 

𝐸𝑖𝑜𝑛 = Δ𝐸𝑡𝑜𝑡 = 𝐸𝑡𝑜𝑡(𝑁) − 𝐸𝑡𝑜𝑡(𝑁 − 1) = −
1

𝜀𝑅

(𝑁𝑒)(−Ne) 

|𝑅0|
   (8.17.) 

where, 𝑅0 is the radius of the conducting metal sphere and 𝜀𝑅  is the dielectric constant of the 

surrounding material in atomic units. The energy dependence scales as a second power in terms of 

the number of electrons, 𝑁, and the first derivative of this ionization term leads to 
𝑑𝐸𝑖𝑜𝑛

𝑑𝑁
=

2𝑒2

𝜀|𝑅0|
𝑁. 

Fitting the DFT derived data in Figure 8.1b, we find a very similar trend, 
𝑑𝐸𝑖𝑜𝑛

𝑑𝑁
= 𝐴1,2 + 𝐵𝑁, 

where 𝐴1,2 is a constant for the data on either side of the jump discontinuity at 5+. We expect this 
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constant to be directly related to the quantum mechanical nature in the DOS which is neglected in 

the classical methods used here. Gaps in the DOS will increase the energy required to remove the 

electron. It is possible that this is the root cause for both deviations seen in Eq. 8.17 and the actual 

fit of the data in Eq. 8.14. The most prominent difference between Eq. 8.14 and Eq. 8.17 lies in 

the presence of the constant 𝐴1,2. With the sudden jump at a charge of 5+, we assume that this 

must have a strong correlation to the presence of the bandgap, due in part to the semblance of Δ𝐴 

to the DFT calculated band gap. We further assume that the band gap can be approximated from 

the energy of ionization, 𝐸𝑖𝑜𝑛, using Eq. 8.18 below;  

𝑑𝐸𝑖𝑜𝑛~ 𝐸gap(𝑁, 𝑅0, 𝜀) = −
2

𝜀

(𝑁𝑒)(−e) 

|𝑅0|
= 𝐵𝑁  

(8.18.) 

From this we see that the band gap of the nanocluster is dependent on the charge and size of the 

nanocluster as well as the dielectric constant of the surrounding medium. 

However, from the DFT generated results we see that the band gap is only weakly coupled 

to the charge aside from the clear dependence at a charge of 5+ (Figure 8.2a-d). Now, we did not 

explicitly study the effect different surrounding mediums would have on the PL, but a quick 

literature review reveals that several groups have shown the effect stabilizing ligand and the 

dispersing solvent play in the observed PL.79, 270, 273, 274 For instance, Richards et al. and Copp et 

al. were able to tune the AgNC’s PL by changing the DNA sequences passivating the AgNC82, 270 

surface, while Diez et al. demonstrated the strong coupling between the solvent and the AgNC 

PL.273  

Both systems can be explained using the simple model presented here (Eq. 8.18). The 

calculated data from Figure 8.1b has a slope of 𝐵 ≈ 0.439. Substituting this into Eq. 8.18 we find 

that 𝐸𝑔𝑎𝑝(+5, 2.756 Å, 𝜀) = 0.439 ∗ 5 = 2.195, which leads to a dielectric constant of 12.1. To 

check the validity of this approximation we try to determine the dielectric constant in the near 
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vicinity of the nanocluster. To the knowledge of the authors, the dielectric constant of cytosine is 

not given explicitly, but with the volume and polarizability one can use the Clausius-Mossotti 

relation297 to determine a dielectric constant, which ends up being approximately 3.83 in this 

case.80  

Because these nanoparticles are dispersed in water, which has a substantially larger 

dielectric constant at 80.1, we would suspect it to play a role in the overall dielectric constant of 

the medium directly surrounding the nanocluster. Here we employ a simple rule of mixtures, 

𝜀𝑚𝑖𝑥 = 𝜙𝑐𝑦𝑡𝜀𝑐𝑦𝑡 + 𝜙𝑤𝑎𝑡𝑒𝑟𝜀𝑐𝑦𝑡, where 𝜙 is the volume fraction and solving for 𝜙𝑐𝑦𝑡 and 𝜙𝑤𝑎𝑡𝑒𝑟 

knowing that 1 = 𝜙𝑐𝑦𝑡 + 𝜙𝑤𝑎𝑡𝑒𝑟, leads to 𝜙𝑐𝑦𝑡 = 0.89 and 𝜙𝑤𝑎𝑡𝑒𝑟 = 0.11. We find this solution 

to be reasonable due to the fact that cytosine is in direct contact with the silver sphere and as a 

result its dielectric constant would have the largest impact on the total dielectric constant while 

very few water molecules can approach the nanocluster and affect it. 

Another approach to examine the jump discontinuity at 5+ is through the lens of superatom 

physics. Small clusters of metallic atoms or superatoms can take on significantly different 

properties than that of the bulk. The early work by Walter Knight showed that a cool gas of sodium 

atoms would condense into clusters containing a specific number of atoms, 8, 20, 40, etc.298, 299 

The specific number of atoms in a cluster was due to electronic shell closures.  

Similar to the noble gases with their filled shells, superatoms can also have exceptional 

stability with a valence electron count at 𝑛∗ = 2, 8, 18, 34, 58, 92, 138,… due to shell closures.275 

Directly relevant to the work here, the group of Häkkinen gave a simple arithmetic expression to 

predict whether a superatom with organic ligands has a shell closer,  𝑛∗ = 𝑁𝜈𝐴 − 𝑀 − 𝑧, where 

𝑛∗ is the valance electron count corresponding to the list above,  𝑁 is the number metallic atoms, 
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𝜈𝐴 is the number of valance electrons in the metallic atom, 𝑀 is the number electron withdrawing 

ligands assuming each ligand withdraws one electron, and 𝑧 is the overall charge. 

In the AgNC studied here a shell closure would correspond to a charge, 𝑧, of 5- and 5+ 

with a shell closure, 𝑛∗, of 18 and 8, respectively, due to the 13 metal atoms and the 5S1 valence 

electron in each atom (e.g. 8 = (13)(1) – 0 – 5 and 18 = (13)(1) – 0 + 5). Alternatively, if one 

explicitly counts the 10 electrons in the d- orbitals of silver based on the Aufbau principle, Ag(0) = 

[Kr]4d105S1, a shell closure is still observed at a charge of 5+ with a magic shell closure of 138 

electrons (e.g. 138 = (13)(11)-0-5). This indicates that the ligand is not withdraw electrons from 

the AgNC core (M = 0) and perhaps a more intricate ligand structure is adopted.  

Ligand stabilization in gold nanoclusters was found to occur through a metal ligand adduct, 

M(+)-Ligand with a pure neutral gold core.275 This type of complex could be occurring in DNA 

complexed AgNC where there is an inner neutral core of silver atoms surrounded by positively 

charged Ag+-DNA adducts. This type of complex has been hypothesized by Petty et al.81 and by 

Copp et al.82 with their work on DNA – AgNC complexes.  

8.5. Conclusions 

AgNCs are ideal fluorophores for biological systems with their high photostability, 

relatively non-toxic nature, and small footprint.72 Yet, despite several inspiring proof-of-concept 

sensors76, 79, 81 and biolabels,272 a compelling model of the PL  has been lacking. Herein he results 

of spin-resolved, constrained DFT calculations of an icosahedron shaped AgNC passivated with 

cytosine. The electronic structure of AgNC was calculated for various charges. Due to the 

sensitivity of the optical properties and their surrounding environment, it was found that a 

relatively high charge of 5+ or greater is necessary for the nanocluster to become optically active 

for electrons of either spins. However, the charge played a small role on the overall PL.  
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We report a new method to estimate the band gap of semiconducting nanoparticles through 

careful examination of the total energy as a function of charge using a classical electron dynamics 

method. The first derivative with respect to charge of the total energy was found to be linear in 

nature, yet a discontinuity was present at a charge of 5+, where the amplitude of the jump coincided 

with the calculated band gap of approximately 2 eV. Using a classic coulombic model, we 

rationalized the observed behavior proposing that the band gap is inversely dependent to the 

dielectric constant of the surrounding material. This intuitively speaks to the nature of the 

sensitivity of photoemission to the surface passivation. 

Methodologies presented for the calculation of spin resolved PL are general and can be 

applied to a broad variety of other nanoscale systems. This application is exemplified on a silver 

nanocluster model as a proof of concept, thus overcoming lack of atomistic simulations of PL 

properties in such systems. The calculated PL and absorption spectra show similarities to 

experimental data, giving credibility to the validity of the methodologies described here.  
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APPENDIX A. EQUIPMENT 

The purpose of this appendix is to give details on the main pieces of equipment used within 

this report. The complexity of many of these instruments is too great to give every detail, yet it is 

within the scope of this appendix to highlight the instruments main applications and how they can 

be used efficiently.  

A1. Upright Microscope 

The upright microscope is a versatile instrument that can be used to take a sample’s spot 

dependent PL, absorption, lifetime, and image while the stage can be easily equipped with a 

thermal stage to probe a sample’s temperature response as well.  Figure A1 shows a basic diagram 

of the excitation source’s path and how it travels through the microscope. The filters, objective, 

stage height and position of the top mirror (inline or outline) are used for various measurements. 

 

 

Figure A1. Typical light path for the upright microscope. 

 The numbers in Figure A2 correspond to the spatial location on the upright microscope of 

each switch, nob or lever that can be used to change the filters, objective, stage height and position 
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of the top mirror. Going in numerical order, the following list details each part’s operation and 

function. 

 

Figure A2. The various controls that can be changed for each measurement: (1) Fine and Course 

Focus, (2) Pre-sample filter, typically a notch or band pass filter, (3) Sample stage, (4) Objective, 

(5) Post sample filter, typically a long pass filter, (6) Pull used to direct signal to the camera or 

detector. 

 

1.) Knob on the lower right side of the scope is used to adjust the coarse and fine focus. 

2.) The first filter is used to manipulate the excitation source (typically a notch or neutral 

density filter). 

3.) The stage can be changed from a standard to a thermal stage.  

4.) The objective can be changed with magnifications ranging from 4x to 100x.  

5.) The downstream filter is placed in the tray and then inserted on the front right side of the 

scope right above the turret. Typically, a 405 nm or 500 nm long pass filter is used to block 
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the excitation source. Note: the arrow on the side of the filter should be pointing toward 

the excitation source. 

6.) The top pull is used to place the top mirror in or out of the light path. When pushed in, the 

mirror will direct the signal to the detector (spectrometer or photomultiplier tube) and when 

pulled out it will direct the signal to the camera. 

A2. Inverted Microscope 

Like the upright microscope, the inverted microscope is a versatile tool that can be used to 

take spot dependent PL, lifetime, and transmission data while it can also take images with a 

standard or a high-resolution camera. Because of the inverted microscope’s EPI-illumination 

configuration, only reflected or fluorescent light will reach the detector. The source light first 

travels to a dichroic mirror where the light is directed through the objective and to the sample. 

Fluorescence or reflection from the sample then travels back through the objective, past the 

dichroic, and to the detector. With this microscope, the main things that can be changed are the 

filters, detector, source, and objective. The following numerical list gives a description of each 

control and operation. Also note that the numbers of this list correspond to the numbers in Figure 

A4.  

1.) Knob on the lower front right side is used to control the fine and coarse focus. 

2.) The bottom knob on the lower front side is used to control the microscopes internal light 

source. Note that the square button on the left of the knob must be pressed to turn on the 

light before the intensity can be controlled. 

3.) The switch is used to direct the signal to the camera or the detector.  
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4.) There are several parts that can be manipulated in close vicinity of 4. They are the a. turret, 

b. objective, c. filters and dichroic lens housing, d. downstream filter, and e. switch to let 

source light in from the back or side of the scope. 

a. The turret is used to easily switch between various objectives. 

b. The objectives are screwed into the turret and can be used to magnify the sample 

from 4x to 100x. Note that because of the inverted set up a water or oil immersion 

objective can be used, which is typically better for spectral detection. 

c. Underneath of the turret is the filter and dichroic housing. To change the filters and 

dichroic lenses a small hex key must be used to loosen a small internal bolt on the 

right side of the scope as seen in Figure A3.  

 

Figure A3. Hex wrench and hidden hex bolt used to loosen the filter and dichroic lens housing.   

 

d. A filter such as a long pass can be placed in a black tray and positioned in the beam 

path. 

e. A switch at the base of the dichroic housing that can be moved forward or backward 

to change whether light enters from the back or side port. 

5.) A filter upstream of the sample can be placed to manipulate the excitation source, typically 

a notch filter is used. 
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Figure A4. (a) The upright microscope with numbers highlighting the various controls 

mentioned in the text. (b) The source and signal path for the upright microscope 

 

A3. Ultracentrifuge 

 An ultracentrifuge is used to separate particles of different densities or sizes from each 

other. The centrifuge is basic to use but due to the high speeds of the rotor, it will be important to 

make sure it is properly balanced. In terms of controls, a digital touch screen is used to dictate 

rotor speed, spin duration, temperature, and acceleration/deceleration rate. More details on this are 

given for a specific spin in Appendix B5. Note that the on and off switch is located on the right 

side. 

 

Figure A5. Ultracentrifuge with rotor.  
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A4. 3D Printers 

3D printers are very valuable assets in research and can greatly enhance the speed of 

experimental setup. Figure A6 shows several examples of various 3D printed parts that were used 

to conduct the research contained within this report. In this report only fused deposition modeling 

(FDM) printers were used such as the Makerbot® printer. FDM printers do not have the resolution 

of a stereolithograpy (SLA) printer but are considerably more economical. In terms of computer 

modeling software, the free version of Sketchup® is economical and fully capable of designing 

basic parts. With the .stl extension, one can easily export a model to be printed at a local printing 

hub.  

 

 

Figure A6. 3D printing has been used to engineer several pieces to help develop and optimize 

processes in this report. (a) Printed attachment to help control the evaporation rate of sessile drops. 

(b) 3D printed attachments are made to retrofit different linear variable filters with various filter 

holders (c) 3D printed components to a jig used to extract size-specific fractions after DGU. (d) A 

mask used in the process outlined in Appendix B5. (e) A glass cover slip holder; (f), (g), and (h) 

are images of the stereolithography or .stl files used to print (d), (e) and (c), respectively. 
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A5. Linear Variable Filters 

Long pass filters are used to cutoff light below a certain wavelength. For instance, a 500 

nm long pass filter will block light with a wavelength smaller than 500 nm while letting light with 

a wavelength greater than 500 nm pass. A short pass filter does just the opposite. A long pass LVF 

will let one adjust the wavelength cutoff based on the position of the beam along the length of the 

filter. As before, a short pass LVF will do just the opposite. When placing both a short pass and 

long pass LVF in series, a tunable band pass filter is thus created. Much like a monochromator, 

one can select distinct parts of a spectrum for more specific and detailed characterization. Although 

the resolution is not as good as a monochromator, a set of LVFs in series is more customizable, 

with the ability to create distinct band-passes with differing width and center locations.  

 

 

Figure A7. Linear variable filters in a retrofitted housing. 

 

A6. Excitation Source 

 An excitation source is used to probe the sample and depends on the type of measurement 

that is desired. PL and lifetime measurements typically use a monochromatic high-energy 

Gaussian photon source to excite electrons into the valence band of a material and probe the excited 

state electron dynamics of the system. For a transmission or absorption measurement, the source 
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needs to span a broad range of wavelengths to measure the intensity before and after it passes 

through a material. The broader the source, the more information that can be obtained. Figure A8 

shows four of the main sources used in this report.  

 

 

Figure A8. (a) The Xcite lamp produces broad-spectrum white light. (b) The blue housing 

excitation source can contain two different LED drivers, a blue 365 nm LED and a broad-spectrum 

white light. (c) The PhoxX 375 nm laser is typically used during quantum yield measurements, 

while (d) the pulse laser is used for lifetime measurements. 

  

A7. Detector 

 The detector collects the signal after it has interacted with the sample. In this report, there 

are three main types of detectors, a spectrometer, a photomultiplier (PM) tube and a CCD camera. 

The spectrometer from Figure A9 is used for three primary applications: PL, transmission, and 

QY measurements.  

 

Figure A9. Fiber coupled spectrometer.  

The PM tube imaged in Figure A10 is used to calculate the lifetime of a sample. 
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Figure A10. Photomultiplier tube used to measure a sample lifetime. 

Two cameras are connected to the inverted microscope (standard and low-light) while one 

(standard) is connected to the upright microscope.  

 

Figure A11. (a) Standard and (b) ProEM low-light resolution camera  
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APPENDIX B. METHODS AND PROCEDURES 

The methods and procedures described in this section are intended for the operation and 

use of the instruments and equipment listed in Appendix A.  

B1. Photoluminescence Measurement 

 

Figure B1. Light path for a photoluminescence measurement. 

The following procedure outlines the basic setup and operation for measuring the PL.  

1.) Ensure a proper set up with an LED or pulse laser coupled upstream of the sample in 

accordance with Figure B1. Note that for precise measurements, a notch filter should be 

placed after the excitation source and before the sample to eliminate any excitation source 

tail that bleeds past the downstream cutoff. 

2.) Plug in the Spectrometer to start the cooling fan. 

3.) Open the OceanOptics SpectraSuite software. 

4.) Remove a dark background by clicking on the dark lightbulb  followed by the dark light 

bulb with a minus sign . Note that the lights should be off during this time. 

5.) Start the camera software. 

6.) With both software packages running, place the sample on the microscope stage and bring 

the sample into focus. 

7.) With the sample in focus, direct the signal to the spectrometer.  

8.) Turn on the excitation source and increase to the maximum desired power. The 

fluorescence peak should now be visible on the OceanOptics SpectraSuite software. Ensure 

that the signal does not saturate the detector. 
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9.) Maximize the signal by slightly adjusting the focus and changing the position of the 

sample. 

10.) Once the signal is maximized, save the spectra. The spectra can be saved as a text file by 

click the button that looks like a brown disc   or by clicking the copy button  and 

pasting the raw data into an excel file.  

B2. Lifetime Measurement 

 

Figure B2. Light path for a lifetime measurement. 

1.) First ensure a proper set up according to Figure B1. Note that a notch filter should always 

be placed after the excitation source and before the sample to eliminate any excitation 

source tail that bleeds past the long pass filter. This is important in lifetime measurements, 

especially when measuring nanosecond decays. 

2.) In accordance with B1, maximize the PL of the sample in question using the pulsed laser 

with a power of up to 100 % (tune) and a modulation frequency of up to 1 MHz. 

3.) With maximum fluorescence achieved, turn off the pulsed laser (or block its path to the 

sample) and close SpectraSuite and the camera software.  

4.) Unplug the spectrometer.   

5.) Switch the optical set up to Figure B2 by changing the detector from the spectrometer to 

the PM tube.   

6.) Set the pulsed laser to a power of up to 100% and 1 kHz repetition rate (Do not turn on 

yet). Note that this is a base frequency setting and can be changed for different experiments 

if necessary. 
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7.) Turn on the oscilloscope. This will also automatically turn on the LabView digital 

oscilloscope software. 

8.) Within LabView select ‘Add Step’, ‘Processing’, ‘Analog Signal’ and ‘Time averaging’ 

9.) On the right side select ‘Tek TDS 1000/2000’. 

10.) In this window select ‘Horizontal’ 

11.) In the ‘Horizontal’ window change the scale and position to the appropriate time scale. For 

instance, a nanosecond decay can be accurately captured by setting the scale and position 

to 50 and 200 nm, respectively. 

12.) On the right side select ‘Time Averaging’. 

13.) In this window change the ‘Weighting Mode’ to ‘Linear’ and the ‘Number of ave.’ to the 

desired duration in seconds i.e. for a 15-minute lifetime measurement enter 900. 

14.) Click “Run” in the upper left corner. 

15.) Once the software says, ‘Waiting for Trigger’, start the pulsed laser. 

16.) To collect the data, under the ‘Time Averaging’ block right click ‘time ave. signal’. Go to 

‘Export To’ and then select the preferred location. 

B3. Quantum Yield Measurement 

 

Figure B3. Light path for a quantum yield measurement. Note that the sample is inside of an 

integrating sphere. 

 

Note: Steps 1 – 10, 14 – 15, and 17 – 24 are done on the upright microscope computer 

while steps 11 – 13 and 16 are done on the inverted microscope computer. 

1.) Open OceanOptics SpectraSuite. 
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2.) Click “File”, “New”, “New Absolute Irradiance Measurement”. 

3.) Select “Next Spectral Acquisition”. 

4.) Select “Next”. 

5.) Select “Next”. 

6.) Select “Next”. 

7.) Search and select the file LampPlacedonTop2. 

8.) Click “Next”. 

9.) Check “Using Integrating Sphere”. 

10.) Click “Next”. 

11.) Turn on the Phoxx Laser by turning the key. 

12.) Open the Phoxx software package and turn on the laser. 

13.) Select “Set Automatic” for the integration. 

14.) Click “Next”. 

15.) Turn Off Laser. 

16.) Select “Store Dark Background”. 

17.) Click “Next”. 

18.) Place the reference sample under the integrating sphere and collect two baseline spectra, 

𝐵. 

19.) Place the sample under the integrating sphere and collect two emission spectra, 𝑆. (Note: 

Use the same volume and solvent in both the reference and emission samples.) 

20.) To calculate the QY plot the following function: 

 𝑓(𝜆) = 𝜆(𝑆𝑎𝑣𝑒𝑟𝑎𝑔𝑒 − 𝐵𝑎𝑣𝑒𝑟𝑎𝑔𝑒) 
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21.) In LoggerPro integrate 𝑓(𝜆) over all positive values, giving the number of emitted 

photons, 𝐸. 

22.) Also, in LoggerPro integrate 𝑓(𝜆) over all negative values, giving the number of 

absorbed photons, 𝐴. (Note: the integrated absorption spectra will be negative so multiply 

by -1 to return a positive value.) 

23.) Determine the QY by dividing the total number of emitted photons by the total number of 

absorbed photons, 𝑄𝑌 =
𝐸

𝐴
.  

B4. Preparation of a Self-Assembled Monolayer  

The following procedure describes the preparation of perfluorodecyltriethoxysilane 

coated slides. 

1.) Clean a glass cover slips, using soap and deionized water.  

2.) Thoroughly rinse the cover slip to ensure all soap has been removed.  

3.) Dry the cover slip with nitrogen.  

4.) Ensure that there is no visible debris on the glass slide. If debris is present repeat 

steps 1 – 3. 

5.) Place clean dried cover slips on the tray as shown in Figure B4 below.  

 

 

Figure B4. Tray to hold clean glass cover slips during self-assembled monolayer coating. 
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6.) Place the tray with cover slips in the desiccator containing a pool of 

perfluorodecyltriethoxysilane in the bottom. 

7.) Pull to a vacuum of 15 – 20 mm Hg. 

8.) Close the valve and place the desiccator under the hood and wait at least 8 hours for 

proper coating. Note it is best to do this at the end of the day and let the samples sit 

overnight. 

The following procedure describes how to selectively remove different area of a SAM to 

dictate the wetting pattern. It will generally follow Figure B5 below. 

 

 

Figure B5. A (a) clean glass cover slip is coated with a (b) self-assembled monolayer. (c) 

Ultraviolet oxygen plasma exposure of a treated glass slide and mask will (d) effectively remove 

specific areas of the monolayer. 

 

1.) Create a SAM slide according to the previous procedure. 

2.) Place the SAM slide in the ultraviolet oxygen (UVO) plasma chamber. 

3.) Place a mask on top of the SAM slide in the UVO chamber. Note: the mask can be just 

about anything ranging from loose change to laser cut Kapton masks.  

4.) Gently close the UVO chamber door ensuring not to move the mask. 

5.) Expose the glass slide to UVO plasma for at least 20 minutes.  

6.) Once completed the patterned slide can be dip coated in various solvents revealing the 

SAM pattern, Figure B6. 
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Figure B6. Patterned self-assembled monolayers on glass cover slips revealing a (a) series of 

lines and (b) the NDSU Bison mascot after dip coating in solvent. 

 

B5. Density Gradient Ultracentrifugation 

The following procedure describes the preparation and execution of a nanoparticle 

separation by density gradient ultracentrifugation. 

1.) Turn on the ultracentrifuge (Switch on the right-side panel). 

2.) Using the digital interface, set the centrifuge to precool at 0 oC.  

3.) As the centrifuge is cooling, prepare the density gradient. 

Note that the following instructions describe the preparation of a gradient for nonpolar 

nanoparticles using the Ti-41 rotor with a five-step density gradient of xylene and 

chloroform. 

4.) Five stock solutions of various concentration of xylene and chloroform are made and 

stored (Stock solutions: 50 %, 60 %, 70 %, 80 %, and 90 % chloroform in xylene) 

5.) Carefully prepare two gradients in two centrifuge tubes by layering 1.5 mL of each stock 

solution on top of one another, ensuring that the denser layer is on bottom. Note that 

letting the solvent run down the inside of the centrifuge tube works best in ensuring 

limited mixing at the layer interfaces of each stock solution. 

6.) Carefully layer onto the top of the gradient the nanoparticle solution. Note that a typical 

nanoparticle volume and concentration to use is 0.300 mL and ~3 mg/mL, respectively. 
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7.) Measure the mass of the centrifuge tube, gradient and nanoparticles. 

8.) Replace the centrifuge tube containing the nanoparticle with the blank gradient. 

9.) Fill this gradient with enough solvent so that the blank and sample gradient match to 

1/100th of a gram.  

10.) Taking care to not disturb the sample, place it in the rotor bucket. 

11.) Screw on the stainless-steel bucket top. 

12.) Attach the bucket to the rotor. Note: gently press on the bucket ensuring it freely swings 

and is properly attached. 

13.) Open the rotor chamber on the centrifuge by first releasing the vacuum (press the button 

labeled ‘Vacuum’ under the digital screen). Once the vacuum has been released open the 

chamber door. 

14.) Carefully move the rotor into the chamber and onto the drive shaft. 

15.) Once on the drive shaft slowly spin the rotor listening for a small click. Once the click is 

heard the rotor has been engaged.  

16.) Close the rotor chamber door. 

17.) Select the appropriate speed and duration using the touch display.  

18.) Once the appropriate settings are made select “Enter” and then “Run”. 

19.) The centrifuge will begin to evacuate the rotor chamber as it ramps up to a speed of 3000 

RPMs. The centrifuge will hold this speed of 3000 RPMs until the rotor chamber has 

been fully evacuated, and then it will accelerate to the set speed. Note that it is good 

practice to watch the centrifuge as it is accelerating to max speed to ensure a proper 

balance was achieved and minimal vibrations occur.  
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20.) The centrifuge will continue to spin until the selected time is complete or the “Stop” 

button is pressed. 

21.) Once stopped, release the vacuum to the rotor chamber and open the rotor chamber door. 

22.) Carefully remove the rotor and place on the counter. 

23.) Carefully remove the bucket with centrifuge tube. 

24.) Carefully remove the centrifuge tube.  

25.) Once removed, place the centrifuge tube in the designated spot to separate into fractions. 
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APPENDIX C. MATHEMATICA DISCRETE EXPONENTIAL CODE 

 

 

 


