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ABSTRACT 

Trentham, William Travis, Ph.D., Department of Mathematics, 
and Mathematics, North Dakota State University, April 2011. 
Groups of Divisibility and A Generalization of Krull Dimension. 
Dr. James Barker Coykendall IV. 

College of Science 
Applications of 

Major Professor: 

Groups of divisibility have played an important role in commutative algebra 

for many years. In 1932 Wolfgang Krull showed in [12] that every linearly ordered 

abelian group can be realized as the group of divisibility of a valuation domain. Since 

then it has also been proven that every lattice-ordered abelian group can be realized 

as the group of divisibility of a Bezout domain. Knowing these two facts allows us 

to use groups of divisibility to find examples of rings with highly exotic properties. 

For instance, we use them here to find examples of rings which admit elements that 

factor uniquely as the product of uncountably many primes. In addition to allowing 

us to create examples, groups of divisibility can be used to characterize some of the 

most important rings most commonly encountered in factorization theory, including 

valuation domains, UFD's, GCD domains, and antimatter domains. We present some 

of these characterizations here in addition to using them to create many examples of 

our own, including examples of rings which admit chains of prime ideals in which there 

are uncountably many primes in the chain. Moreover, we use groups of divisibility to 

prove that every fragmented domain must have infinite Krull dimension. 

As has already been stated, in using groups of divisibility we tended to run 

across rings that exhibited the strange property of having uncountable chains of prime 

ideals. As Krull dimension is a measure of "how high" one can continue to stack prime 
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ideals, it seemed natural to think of such rings as having a greater Krull dimension 

than rings in which every maximal ideal has finite height. Thus, we are motivated to 

create a means of being able to distinguish the Krull dimension of infinite dimensional 

rings. In so doing we have constructed a new definition which generalizes our present 

notion of Krull dimension and also allows us to make the kind of distinction we seek 

in the infinite dimensional case by associating to every ring a unique cardinal number 

which we define to be its Krull dimension. Here we find another use of groups of 

divisibility when we show that given any cardinal number a, then we can find a 

ring whose Krull dimension is exactly a. We also compute the dimension of infinite 

dimensional Noetherian rings as well as the dimension of F[x1 , x2 , ... ], where F is 

any countable field. Moreover, we prove that not only does every ring admit a unique 

Krull dimension, but in using our definition we also show that Krull dimension is 

preserved in all ring extensions that are INC and GU. In particular, Krull dimension 

is preserved in all integral extensions. 

We close this dissertation by introducing a class of rings which we call purgatory 

domains. These are the rings which lie between the nicely behaved atomic domains 

and the nightmarish antimatter domains. In the last chapter, all integral domains 

are placed into one of the four following collections of isomorphism classes: fields, 

non-field atomic domains, non-field antimatter domains, and purgatory domains. It 

is shown that every isomorphism class of integral domains can be associated to a 

unique class of purgatory domains. Thus, if there is a "biggest" class of domains, it 

would have to be those that lie in purgatory. 
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CHAPTER 1. BASIC CONCEPTS 

Before proceeding, we address some ground rules and notational matters which 

will be used throughout the entirety of this dissertation. The term "ring" denotes 

a commutative ring with identity. Also, if I is an ideal of a ring R, then we often 

denote this by writing I :::; R. It will always be assumed that an ideal of a ring never 

contains a unit, i.e., all ideals are proper ideals. We denote the set of all prime ideals 

in a ring R by Spec(R) and the set of all maximal ideals in R is denoted by Max(R). 

The set of units of a ring R is denoted by U ( R). Given a ring R, then R* denotes the 

nonzero elements of the ring. If Sis a set, then ISi denotes the cardinality of that set. 

If a set S "misses" another set T, then we mean Sn T = 0. In any multiplicatively 

closed set S, we always have that O ~ S. 

1.1. Atoms and Primes 

Our aim in this section is to establish some basic facts regarding irreducible and 

prime elements in a domain as well as some of the influences these types of elements 

may have on the rings which contain them. 

Definition 1.1.1. Let D be a domain and p E D* - U(D). We say pis an atom or 

irreducible if, whenever p = xy for some x, y E D, then either x or y is a unit of D. 

Further, the set of all atoms in D is denoted by Irr(D). 

The reader will recognize that the notions of irreducible and atom coincide. We 

use this somewhat unconventional language in light of the following definition. 

Definition 1.1.2. Let D be a domain and let x E D. If x = n~=l Pi with each 

Pi E Irr(D), then we will call this is an atomic factorization of x. If every nonzero 

nonunit in D admits an atomic factorization, then we will call D atomic. 
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Example 1.1.3. Z is an atomic domain because every nonzero nonunit. can be 

expressed as a product of primes, all of which are easily verified to be atoms. 

Here is a useful characterization of atoms. 

Theorem 1.1.4; {10] Let D be a domain with p E D. Then p E Irr(D) if and only 

if pD is maximal with respect to being a proper principal ideal. 

Proof. (:::;,) We regard p as an atom of D and assume pD ~ xD for some nonunit 

.TE D. Then xlp and we write p = xy. This forces y E U(D) and so pD = .1:D. 

( ~) Now assume pD is maximal with respect to being principal and let x E 

D-U(D) such that p = xy. ThenpD ~ xD. The maximality of pD forces pD = xD, 

making p and x associates, i.e., y E U(D). 0 

We have introduced the idea of atomicity and now move to the stronger notion 

of primality. 

Definition 1.1.5. Let D be a domain. We say p E D* - U(D) is prime if, whenever 

plab, then pja or pjb. In the event that X = n~=l Pi where each Pi is prime, then we 

will say that this is a prime factorization of x. 

We can use prime ideals to characterize prime elements. 

Theorem 1.1.6. {10] Let p E D*. Then p is prime if and only if pD is a nonzero 

prime ideal of D. 

Proof. (=;,) We assume pis prime and say ab E pD. Then ab= pr for some r ED, 

i.e., plab. Without loss of generality, assume pla. Then a E pD. 

( ~) We now assume pD is a prime ideal and say plab. Then ab E pD. Without 

loss of generality, assume a E pD so that a= pr for some r E D. Then pla. 0 
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There are those who would like to say that if D is a domain, then the zero 

element of D is prime. There is good reason for this because they regard primality 

as an ideal-theoretic notion. We choose to require that primes be nonzero. As a 

consequence, a routine argument shows that every prime in a domain is an atom. But 

atoms need not be prime. For example, in D = Z[H] we have that 2 E Irr(D). 

But note 2(2) = (1 + H)(l - H) are both atomic factorizations of the same 

element and 2 divides neither factor on the right side of the equation. Atomicity is 

a nice property for a ring to have, but the example we just gave shows that atomic 

factorizations may fail to be unique. This never happens with prime factorizations. 

Dr. Jim Coykendall shares the following result. 

Theorem 1.1. 7. Suppose D is a domain and x = p1p2 · · · Pn is a prime factorization 

in D. Assume x = a1 ···am is another factorization of x with each ai E D* - U(D). 

Then m :S n. Further, rn = n if and only if each ai = .UiPa('i) for some permutation a 

of the set {l, 2, ... , n}. 

Proof. We begin by proving the first statement. We proceed by induction on n. 

Suppose n = 1. Without loss of generality, assume p1 la1 and write a1 = r1p1 for 

some r1 E D. Then we write a1a2 · · · a1 = P1 = r1p1a2a3 ···an. Canceling we get 

1 = r 1a2a3 ···an. Thus, r 1 E U(D). Further, since each ai ~ U(D), then we must 

haven= 1. 

Assume now there exists some n E N such that the statement holds for all 

t ::S n. Suppose then a1a2 ···an = P1P2 · · · PnPn+i· Since each ai E D* - U(D), 

then there is no loss in generality in assuming Pn+1la1. We write r2Pn+l· Then 

r2Pn+1a2a3 ···am = P1P2 · · · Pn+l· Canceling, we get (r1a2)a3a4 ···am = P1P2 · · · Pn· 

Note that r 2a2 E D* - U(D). By our induction hypothesis we have that m - 1 :S n 

and so m ::S n + 1. Thus, the first statement holds for all n E N. 

We now prove the second statement. 
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(::::;,) We proceed by induction on n. If n = l, then the statement is obvious. Sup­

pose the statement is true for some n EN. Assume then a1a2 · · · an+l = P1P2 · · · Pn+l· 

Without loss of generality, assume Pn+1 lan+1 and write TnPn+l = an+l for some Tn E D. 

Then a1 a2 · · · an+ 1 = P1P2 · · · Pn+ 1 = a 1 a2 · · · a,,r nPn+ 1. Upon cancelations we get 

P1P2 ... Pn = X1X2 ... Xn, where X,; = a.; when 1 :S i :S n - l and Xn = anTn, By the 

induction hypothesis, each .Ti= uiP<J(i) for some permutation a of {1, 2, ... , n}. Thus, 

each ai = UiP<J(i) for some permutation a of {1, 2, ... , n} and anrn = upj for some j. 

Since PJ is prime, then either Pjlan or Pjlrn. If Pjlrn, then Tn ED* - U(D). Letting 

Xn+l = Tn, it would follow that X1X2 · · · Xn+1 = P1P2 · · · Pn with each Xi E D8 - U(D), 

contradicting the first statement of the theorem. Thus, Pjlan. To finish, we need to 

show that Tn E U(D). Since each ai is an associate of a prime for all i E {1, 2, ... , n}, 

then without loss of generality we may write ai = biPi when 1 :S i :S n. We also assume 

an+l = TnPn+l· Then a1a2 ... an+l = (b1b2···bn-1bnrn)P1P2···Pn+l = P1P2···Pn+l· 

Hence, b1b2 · · · bnTn = l and so Tn E U(D). 

( ~) Suppose now each ai = UiP<J(i) for some permutation a for all i E { 1, 2, ... , n}. 

We already know m :S n. If m < n, then upon canceling we would have that 

P.i E U(D) for some prime p1, a contradiction. Som= n. D 

1.2. Polynomial and Power Series Rings 

We now present some basic facts regarding polynomial and power series exten­

sions. The proofs of these theorems can be found in any standard algebra text such 

as [10]. 

Theorem 1.2.1. Let R be a ring and I :SR. Then R[xi]A/ ![xi].,.~ (R/ /)[xi]A. 

Proof. Let 7f : R[xi]A ---+ (R/ I) [xi]A be the natural projection. Then we have that 

R[xi]A/ K er(1r) ~ (R/ I) [xi]A. Hence, we need only to show K er(1r) = I[xi]A. Clearly, 

I[xi]A S:;; Ker(1r). Let a be the multiplicative semigroup generated by {xiii E A}. 
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Suppose then f E Ker(1r) and write J = ro+riti + .. . +rntn, where each Ti ER, each 

ti Ea and ti =I- tj for all i =/- j. Let r=; = ri+l. Note that rr(a) is linearly independent in 

R/ I and ro (/_ Span( {(ti +I, ... , tn+/}. Now 1r(J) = ro+riti + .. -+'Gitn = 0 =>Ti= 0 

for each r=;. But this simply means every ri E / and therefore f E /[xi]A- D 

Theorem 1.2.2. {10} Let R be a ring. Then U(R[[x]]) = {J E R[[x]JJJ(O) E U(R)}. 

Proof. We begin with the case f = 1 + aix + a2x2 + : .. E R[[x]J. Recall that 

(1 + aix + a2x2 + ... )(1 + bix + b2x2 + ... ) = 1 + cix + c2x2 + ... , where each 

Cn = bn + bn-iai + bn-2a2 + ... + bian-i + an. Our strategy is to show that each 

bn can be constructed in such a way as to guarantee that every Cn = 0. If we need 

bi+ ai = 0, then we can solve and say bi = -ai. For every i EN, let Ai be the ideal 

given by Ai = (ai, ... , ai)R. Now if we require O = b2 + biai + a2, then solving we 

get b2 E A2 by using the fact that bi E Ai. Continuing inductively in this fashion, 

we can construct each bn so that each bn E An, i.e., we can build each bn as to force 

Cn = 0 for all n. 

Now we tackle the general case and let f = u + aix + a2x2 + ... E R[[x]] with 

u E U(R). Then (u-i J)(O) = 1 => u-i f E U(R[[x]]) => f E U(R[[x]]). D 

Suppose Dis a domain contained in a field F and let R = D + xK[[x]]. Then 

the proof of Theorem 1.2.2 can be easily modified to establish Theorem 1.2.3. We 

skip its proof. But as we will have use for it, we put in the record. 

Theorem 1.2.3. Let D be a domain and F afield containing D. Let R = D+xF[[x]]. 

Then U(R) = {J E RJJ(O) E U(D)}. 

Definition 1.2.4. Let R be a ring and O =/- f = a0 + aix + a2x2 + ... E R[[x]]. We 

define the order off, denoted ord(J), to be ord(J) = min{n E N0 Jan =/- O}. 

The idea of the order of an element in a power series ring is analogous to the 

notion of degree in polynomial rings. For example, if D is a domain and one wishes 
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to show that D[x] is also a domain, then all one needs to do is employ a "degree 

argument". To show that D[[x]] is a domain, we can use an "order argument" instead. 

Furthermore, if D is a domain, then using the convention deg(O) = -oo it is easily 

shown that deg(Jg) = deg(!) + deg(g) for every f, g E D[x]. Similarly, defining 

ord(O) = -oo, it is easy to show ord(Jg) = ord(J) + ord(g) for all/, g E D[[x]]. The 

requirement that D should be a domain is critical in both scenarios. 

1.3. The Axiom of Choice 

The Axiom of Choice is usually presented as a set-theoretical statement and 

therefore it comes as no surprise that it plays a fundamental role in an extremely wide 

range of mathematical disciplines such as set theory, topology, real analysis, linear 

algebra, commutative algebra, and functional analysis, to name a few. Historically, 

many mathematicians were uneasy about its use, even going so far as to reject results 

which depended upon it. The reason for this is understandable once one begins to 

appreciate its power. 

Various texts which address the Axiom of Choice may present it in different, 

but equivalent, ways. The definitions and claims made in this section can be found in 

almost any text that deals with the fundamentals of set theory, such as [8]. Although 

not a universal practice, most authors opt to define the Axiom of Choice in the 

following way. 

Axiom 1.3.1 (The Axiom of Choice). Every cartesian product of nonempty sets 

indexed by a nonempty set is a nonempty set. 

At first, this statement seems innocent and perhaps, on initial inspection, even 

obvious. Its power resides in how it can be used to prove the existence of things which 

are virtually impossible to find. For example, given any indexing set A, it is easy to 

find an element of TIA R But note that here we are no longer dealing with an arbitrary 
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product of sets. Perhaps the reader might try to find an element in an arbitrary 

product of arbitrarily nonempty sets! Those who oppose the Axiom of Choice ( or 

any of its equivalents statements) will usually have the same understandable response: 

"Show me"! The Axiom of Choice often goes by the name Zorn's Lemma, which is 

logically equivalent to the Axiom of Choice. 

Theorem 1.3.2. (Zorn's Lemma) Suppose Sis a nonempty partially ordered set. If 

every chain of elements of S admits an upper bound which also in S, then S admits a 

maximal element. 

Theorem 1.3.3 is of fundamental importance in commutative algebra. 

Theorem 1.3.3. {10/ Every commutative ring with 1 admits a maximal ideal. 

Proof. Let R be a commutative ring with l. Let S be the collection of all proper 

ideals of R and note that S -=I- 0 because O E S. Partially _order S by (set theoretic) 

inclusion and let (Ci)A be a chain of ideals in S. Let J = LJA Ci. Because each Ci is 

a proper ideal, then each Ci contains no units. Also, note that because .J is a union 

of a chain of ideals, then J is an ideal. Thus, J contains no units and J is a proper 

ideal of R, i.e., JES. By Zorn, S admits a maximal element. But the elements of S 

are the proper ideals of R. So R admits a maximal ideal. D 

Note in the proof just presented that we never actually found a way of con­

structing a maximal ideal in any given ring because of our reliance on Zorn's Lemma. 

Yet, we are assured of the existence of such an object! We may sometimes make 

statements such as "Let P be a prime ideal of R" . Nate how the Axiom of Choice 

lurks in this statement because one might wonder how we can be sure R actually has 

a prime ideal at all. The answer lies in the fact that we assume the Axiom of Choice 

and therefore we believe every ring admits a maximal ideal, which is prime. 
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We now consider a third statement which is equivalent to the Axiom of Choice. 

Before presenting its statement, let us recall that a nonempty partially ordered set S 

is said to be well-ordered if every nonempty subset of S admits a minimal element 

in that subset. For example, N in its usual order is well-ordered whereas Z and ~ 

in their usual orders are not. To see that Z is not well-ordered (in its usual order), 

simply note that Z itself admits no minimal element. In the case of ~. we observe 

that while the interval (0, 1) admits an infimum, this infimum is not a member of 

the interval. Of course, we could have also said that ~. like Z, admits no minimal 

element. However, in the case of Z, Q, or any other infinitely countable set S, we 

can order the elements of S in such a way as to transform S into a well-ordered set. 

Indeed, because S is infinitely countable, then there exists a bijection N *-+ S and so 

we can say S = { s1 , s2 , ... } . Now we can partially order S by saying si < s j <=> i < j. 

Note that this is actually a well-ordering of S. We now know that every countable set 

can be well-ordered because we can find such an ordering. It therefore seems natural 

to ask whether or not we can well-order~- The Well-Ordering Principle provides an 

answer to this query. 

Theorem 1.3.4. {Well-Ordering Principle) Every nonempty set can be well-ordered. 

That the Well-Ordering Principle, Zorn's Lemma, and the Axiom of Choice 

are equivalent is astounding. After all, at first glance the Axiom of Choice seems 

as obviously true as the Well-Ordering Principle may appear to be clearly false. 

To illustrate our meaning, we observe again that ~ is not well-ordered in its usual 

ordering. However, if the well-ordering principle holds, then there exists another way 

to order the elements of ~ so as to make it well-ordered. To this day, a well-ordering 

of ~ has never been discovered. Further, just as we can well-order any infinitely 

countable set S by using a bijection S *-+ N, we could find a well-ordering of~ by 

well-ordering any set which has the same cardinality of R We now consider another 
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equivalent way the Axiom of Choice can manifest itself both in mathematics at large 

as well as in our own proceedings. 

Theorem 1.3.5. Given sets S and T, then either there exists a injection S ---+ T or 

an injection T ---+ S. Equivalently, either ISi ~ ITI or ITI ~ ISi. Furthermore, if 

ISi ~ ITI ~ ISi, then ISi = ITI. 

Like the Axiom of Choice, Theorem 1.3.5 asserts the existence of something 

which is not constructed. One of the most mind-boggling results which follows from 

the Axiom of Choice is the famous Banach-Tarski Paradox, which basically says that 

given any two compact spaces of A, B s;; ][{3 , then there exists a way to break up 

these spaces into finitely many parts and reassemble these parts so as to transform A 

into B and vice versa. In "real world" terms, one might then be able to break apart 

a grain of sand into finitely many pieces and put these pieces back together again to 

create an something the size of Jupiter. Given this seemingly untenable situation it is 

understandable that one might become at least a little leery of the Axiom of Choice. 

On the other hand, a rejection of the Axiom of Choice yields results which, to most 

mathematicians, are no less horrifying. For example, in the absence of the Axiom of 

Choice, one is able to construct uncountable sets which admit no infinitely countable 

subsets. We choose to assume the validity of the Axiom of Choice. 

1.4. Localization 

In this section we establish some of the fundamentals of localizations without 

which much of our discussion would come to a quick stand-still. In the interests of not 

completely reinventing the wheel, we will take the liberty of assuming the reader un­

derstands our meaning when we refer to multiplicatively closed sets and a localization 

of a ring. However, to create the illusion of completeness and self-containment we 

nevertheless provide some fundamental results regarding multiplicatively closed sets 
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and localizations. The proof of this result is a typical application of Zorn's Lemma 

and can be found in [10]. 

Theorem 1.4.1. (1 OJ Let R be a ring and let S £; R* be multiplicatively closed Given 

any ideal I :S R such that In S = (/J, then there exists an ideal P :S R that contains 

I and is maximal with respect to P n S = (/J. Moreover, PE Spec(R). 

Proof. Let S be the set of all ideals of R that contain /. Certainly S i= (/J because 

/ E s. Letting (Ci) A be a chain in s) then it is easily verified that nA Ci E s. By 

Zorn, we let P E S be maximal. We now wish to show P E Spec(R). To this end, 

assume a, b E R with ab E R. Assume a, b (/. P. Then (P, a) n S i= (/J i= (P, b). Let 

s1 E (P, a) n S and s2 E (P, b) n S. Write s 1 = P1 + r1a and s 2 = P2 + r2b with 

P1,P2 E P and r1, r2 E R. Then s1s2 = P1P2 + p1r2b + P2r1a + r1r2ab E P, i.e., 

S n P i= (/J, a contradiction. 0 

Theorem 1.4.1 is a powerful result. One can think of it as saying that every 

ideal that misses S can be expanded to a prime ideal that is maximal with respect 

to missing S. Whenever we expand an ideal in this way, we are implicitly invoking 

Theorem 1.4.1. 

Definition 1.4.2. Let R be a ring. We define a set S ~ R* to be saturated if 

xy E S => x, y E S. Further, given a set S we define its saturation to be the set 

{s E Rist E S for some t E R}. 

The saturation of a set is saturated and the saturation of a multiplicatively 

closed set is multiplicatively closed Should a set S be saturated and multiplicatively 

closed in a ring R, then we will refer to S as being a multiplicative system of 

R. Further, there are those who assume multiplicatively closed sets to be saturated 

from the start, or at the very least contain the identity of the ring. Unless stated 
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otherwise, we will always assume that localizations occur at multiplicative systems. 

The following theorem justifies this action and was shared by Dr. Jim Coykendall. 

Theorem 1.4.3. Let R be a ring and assume S ~ D* is multiplicatively closed. Let 

S be the saturation of S. Then Rs~ Rs 

Proof. Define¢: Rs-+ Rs by¢(;;) = ;;· We first need to show that our map is well­

defined. Suppose !:l. = :c:z. Then there exists some s3 ES such that (r1s2-r2s1)s3 = 0. 
s1 s2 

That ¢ is well-defined now follows from the fact that S ~ S. 

It is not difficult to show that ¢ is a ring homomorphism and skip the verification. 

We now show ¢ is monic. Suppose then ~ = ¥ in Rs, where s E S. Then (r(l) -

s(O))li = 0 for some t 1 ES. Let t2 ES such that t 1t2 E S. Then rt 1t2 = 0 and so 

(r(l) - s(O))tit2s' = 0 for some s' E S. Since tit2 , s E S, then :; = ~ in Rs. Thus, ¢ 

is monic. 

We now show ¢ is epic. Let -f; E Rs for some r E R and t 1 E S. Let t2 E S 

such that t 1 t2 E S. Then -f; f;t = ¢( f;t), making ¢ epic. D 

Although it is not always necessary, Theorem 1.4.3 allows us to assume that 

localizations always occur at multiplicative systems. We now continue with a useful 

characterization of multiplicative systems. We will expand upon this characterization 

in Theorem 3.2.4. 

Theorem 1.4.4. (11 j Let R be a ring and S ~ R*. Then S is a multiplicative system 

if and only if S is the complement of a union of prime ideals of R. 

Proof. ( =}) We assume S is a multiplicative system. Since O (/:_ S, then by Theo­

rem 1.4.1 we can expand (0) to a prime ideal that is maximal with respect to missing 

S. Now let CT = {P E Spec(R)IP n S = 0}. We show S = R - Ua P. Since 

Sn P = 0 for all P E CT, then S ~ R - Ua P. For the reverse containment, we assume 
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s E R - Uo- P. Assume s (/. S. Using Theorem 1.4.1 we can expand sR to a prime 

ideal P that misses S. Then P E <T =} s E Uo- P, a contradiction. 

( ¢=) Suppose now S is a complement of a union of primes of R and write 

s = R - uiEA P,. Let x, y E S. If xy (/. S, then xy E uiEA pi· Hence, xy E P; for 

some i E A. Without loss of generality, say X E Pi. Then X E uiEA Pi, a contradiction. 

So S is multiplicatively closed 

We now show S is saturated and assume xy E S for some x, y E R. If x (/. S, 

then X E uiEA Pi. But then xy E uiEA Pi, a contradiction. Having shown X E s, a 

similar argument verifies y E S. So Sis saturated and we are done. D 

Remark 1.4.5. If Risa ring, PE Spec(R), and S = R- P, then it is conventional 

to write Rp instead of Rs. We will adhere to this practice. Further, some authors 

use the notation s-1 R instead of Rs. 

Our next result shows us what all the ideals in a localization "look like". Apart 

from being of some interest in its own right, we will put it to use in the proof of 

Theorem 1.4.8 when we characterize prime ideals in a localization. 

Theorem 1.4.6. Suppose D is a domain and S ~ D* is multiplicatively closed Then 

every ideal of Ds is of the form ls, where l is an ideal of D. 

Proof. Suppose Q :S Ds and let l = Q n D. It is easily verified that l :S D and that 

ls :S Ds. Since l ~ Q, then we already have that l Ds ~ Q. Suppose~ E Q for some 

x E D ands ES. Then (!)s = x E Q n D = l. Hence, ~ E ls and we are done. D 

The reader should be careful not to misread what Theorem 1.4.6 is saying. 

In particular, this theorem is not asserting that distinct ideals in D correspond to 

distinct ideals in Ds. For example, if we let S = Z - 2Z, then 2Zs = 6Zs and 

3Zs = 5Zs. Thus, even distinct prime ideals may collapse into the same ideal 

12 



in a localization. Gladly, this is not the case for the set of primes that miss S. 

Theorem 1.4.8 characterizes primes in a localization. First we consider a lemma. 

Lemma 1.4. 7. Suppose R is a ring, P E Spec( R), and S ~ R is a multiplicative 

system such that P n S = 0. If.£ E PRs for some x ER and s1 ES, then x E P. 
S1 

Proof. From Theorem 1.4.6 we know that L = .E.. for some p E P and s2 E S. Hence, 
s1 s2 

Theorem 1.4.8. {10} Let D be a domain and S ~ D a multiplicative system. Then 

there exists a 1-1 correspondence between the prime ideals of D that miss S and the 

prime ideals of Ds given by PB Ps. 

Proof. Assume first that P :'.S D with P n D = 0. From Theorem 1.4.6 we know that 

Ps :'.S D8 . We now show that P E Spec(D) if and only if Ps E Spec(Ds). For the 

forward implication, assume ( .£ )( .1L) E P8 . From Lemma 1.4.7 we know that xy E P. 
si s2 

Without loss of generality, we assume x E P. Then -!; E Ps and so Ps E Spec(Ds). 

Conversely, assume :r:, y E D with xy E D. Then .r,y E P D8 . Without loss of 

generality, assume x E P8 . Then Lemma 1.4.7 gives us that x E P. So PE Spec(D). 

The argument in the previous paragraph shows that the function P ---+ Ps is 

well-defined and epic. To show that the assignment is manic, assume P and Q are 

distinct primes in D that miss S. Suppose x E P - Q. If x E Qs, then Lemma 1.4.7 

tells us that x E Q, a contradiction. Thus, the assignment is manic. D 

Remark 1.4.9. Although it was not explicitly pointed out, it is clear that the 

correspondence in Theorem 1.4.8 is order-preserving. 

Recall that every nonzero prime in a domain D is an atom. As it happens, 

primes behave very nicely in localizations. Dr. Jim Coykendall shares the following 

result. 
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Theorem 1.4.10. Let D be a domain, S ~ D* a multiplicative system, and assume 

p E D* is prime. Then either p E U(Ds) or p remains prime in D8 . 

Proof. Assume p (/. U(Ds) and Pit;;- for some x, y E D and s1, s2 E S. Then 

.!2..JL = p.!:_ for some r E D and s3 E S. Rewriting, we have xys3 = rps1s2 in D. 
s1 s2 s3 

If pls 1s2 , then using the saturation of S we would have that p E 8. But this would 

indicate p E U(Ds), a contradiction. Hence, plxy in D. Without loss of generality, 

say pix in D. Then it is easy to see that Pit E Ds. D 

Generally speaking, atoms are not as nicely behaved in localizations as primes. 

The following example demonstrates how an irreducible may admit a nontrivial 

factorization in a localization. 

Example 1.4.11. Let D = Z[v'=S]. Using a norm argument it can be shown that 

2 E frr(D). Let PE Spec(D) such that 2 E P. Then we also have that 2 E PDp. 

In D we have that 2(3) = (1 + N)(l - A). Since PDp E Spec(Dp), then 

1 + A E PDp or 1 - A E PDp. Assume now that 1 + A E PDp. Then 

1 +A+ 1 - A= 2 E P Dp =} 1 - A E P Dp. Similarly, 1 - A E P Dp =} 

1 + A E PDp. Thus, 1 + A, 1 - A E PDp. Now note 3 (/. PDp because 

otherwise 3 - 2 = 1 E PDp. Hence, 3 E U(Dp) and so 2 = !(1 + N)(l - N), 

i.e., 2 (/. Irr(Dp). 

In later sections we will see that not only can localizations produce new units, 

but in addition we can localize certain rings and produce new atoms. In addition, we 

will be exploring various factorization properties that are preserved under localiza­

tions. 

1.5. Quotient Rings 

In this section we only wish to characterize the prime ideals in a quotient ring. 
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Theorem 1.5.1. /10} Let R be a ring and I~ R. Then every ideal of R/ I is of form 

Q /I, where Q is an ideal of R which contains I. 

Proof The desired result follows from the fact that if f : D ------+ Tis a ring-epimorphism, 

then f- 1(H) is an ideal for every ideal Hof D. D 

We now record the characterization we seek. 

Theorem 1.5.2. {10} There exists a 1-1 correspondence between prime ideals of R 

containing I containing I and the prime ideals of R/ I given by P +-)- P/ I. 

Proof Assume P be an ideal that contains I. We first show that P E Spec(R) if and 

only if P / I E Spec( R/ I). For the forward implication we assume P E Spec( R). Then 

( R/ I)/ ( P / I) ~ R/ P. Since P is prime, then R/ P is a domain. So P / I is prime in 

R/ I. For the converse, assume x, y E R with xy E P. Then xy +IE P/ I. Without 

loss of generality, assume x + I E P /I. Then x E P, as desired. 

Assume now that Q and P are distinct primes of R both of which contain /. 

Say x E P - Q. Then x (j. Q/ I, i.e., P/ I and Q/ I are distinct primes in R/ I. D 

As with the correspondence of primes in localizations, the correspondence in 

Theorem 1.5.2 is order-preserving. 
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CHAPTER 2. FUNDAMENTALS OF FACTORIZATION 

2.1. Factorization Properties 

This section will introduce us to some of the rings of factorization that we will 

be encountering most often in these writings. In particular, we will look at some 

very useful characterizations of these rings that will greatly facilitate many of the 

arguments in the sequels to this section. 

There is no place better to begin than with the class of rings which exhibit the 

best of all possible worlds from a factorization point of view - the class of unique 

factorization domains (UFD's). We will assume the reader is familiar with the 

traditional definition of what it means to be a UFD so we can proceed to more 

interesting topics. First let us consider an immensely useful characterization of these 

gems. 

Theorem 2.1.1. /11/ Let D be an integral domain. The following are equivalent: 

a) Dis a UFD 

b) Every nonzero nonunit of D is a product of primes. 

c) Every nonzero prime ideal of D contains a nonzero prime element. 

Proof. a) => b) It is enough to show that every irreducible in D is prime. Suppose 

p E frr(D) and pjab for some a, b E D. Then rp = ab for some r E D. We may 

assume a, b (j. U(D). Because D is a UFD, then we may say a = p1p2 • • • Pn and 

b = Pn+1Pn+2 · · · Pn+m with each Pi E frr(D). Using the unique factorization of D, 

we then know that pis an associate of some Pi· 

b) => a) This follows immediately from Theorem 1.1. 7. 
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b) => c) If P E Spec(D) is nonzero, then let x E P - 0. Write x = P1 · · · Pn 

where each Pi is prime in D. Because P is prime in D, then Pi E P for some i. 

c) => b) Let S be the set of all nonzero elements in D which are products of 

primes and note that this makes S multiplicatively closed By Theorem 1.4.1 we may 

let P E Spec(D) be maximal with respect to missing S. Suppose there exists some 

x E P - 0. Then under our assumptions, :r: is a product of primes. But because P 

is prime in D, this means P must contain a prime, a contradiction since P n S = 0. 

Thus, P = 0 and so every nonzero nonunit is a product of primes. 

D 

Here is a famous result which can be found in any text on basic abstract algebra. 

However, most texts do not use the proof we employ. For example we invite the reader 

to compare our proof with that given in [10]. 

Corollary 2.1.2. /10/ Every PID is a UFD. 

Proof. If P E Spec(D) is nonzero, then it is generated by a prime element. Using 

part c) of Theorem 2.1.1 we rest our case. D 

We can use UFD's to formulate a nice characterization of PID's. Dr. Jim 

Coykendall shares the following result. 

Theorem 2.1.3. Let D be a non-field domain. The following are equivalent: 

a) Dis a PID. 

b) D is a UFD and every nonzero prime ideal is maximal. 

c) Every prime ideal of D is principal. 

Proof. a) => b) We already know every PID is a UFD. Suppose now Pi s-;;; P2 are 

nonzero prime ideals in D. As D is a PID, we let P1 = (p1 ) and P2 = (p2). Then 
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(pi) ~ (p2 ) => p2 Jp1 . But nonzero prime elements are irreducible. Thus, Pi and P2 

must be associates and so (p1) = (P2). 

b) => c) Suppose P E Spec(D) is nonzero. Then from Theorem 2.1.1 we know 

that P contains a nonzero prime element p. Note (p) ~ P and (p) E Spec(D). Thus, 

(p) is maximal and so (p) = P. 

c) => a) We are given that every prime ideal is principal. Assume D contains 

an ideal I that is not principal. Zorn's Lemma can be used to show that we may 

expand I to an ideal M that is maximal with respect to not being principal. We 

claim M E Spec(D), thereby deriving the necessary contradiction. 

To show M is prime in D, let a, b E D - M with ab E M. Then M s;;; (M, a). 

From the maximality of M, then we know (M, a) = xD for some x ED. Now consider 

the ideal J = {r E DJrx E M} and observe M ~ J. It is important to note that 

b E J. Indeed, because (M, a) = (x), then x = m + ra for some m E M and r E D. 

Hence, b.r, = bm + rnb E M. Thus, M s;;; (M, b) ~ .J. Thus, .J is principal. Now 

because (M,a) = xD, then Jx = J(M,a) = J(M +(a))= JM + Ja ~ M. Also, if 

m E M, then m E (M, a)= (x). Som= rmx for some rm E D and we have shown 

M ~ Jx. But being a product of principal ideals, Jx is itself principal. Therefore, 

M is principal, a contradiction. D 

Theorem 2.1.4. {10] Every localization of a UFD is a UFD and every localization 

of a PID is a PID. 

Proof. Recall from Theorem 1.4.8 that every prime ideal of a localization Rs is of 

form Ps, where P E Spec(R) and P n S = 0. Now let D be a UFD and consider 

the localization Ds. Let O i- Ps E Spec(Ds) and let O i- p E P be a prime element. 

Theorem 1.4.10 assures us p remains prime in P8 . Theorem 2.1.1 now tells us Ds is 

a UFD. 

Now let D be a PID and let PinSpec(Ds). Say PD = pD for some prime 
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element p ED. It is now easy to show PDs = pD5 . Now Theorem 2.1.3 forces Ds 

to be a PID. D 

Recall that a Noetherian ring is one which satisfies the ascending chain con­

dition on ideals. It is not difficult to prove that this is equivalent to saying that 

every ideal of the ring is finitely generated and so we feel comfortable omitting the 

verification. Remarkably, this characterization is equivalent to saying that every 

prime ideal of the ring is finitely generated. We have already seen an instance in 

Theorem 2.1.3 in which it was sufficient to examine the behavior of the prime ideals 

to determine certain properties of a ring. The proof of this fact regarding Noetherian 

rings and their prime ideals is readily available in any number of texts, but for the 

convenience of the reader it is recorded here, as well. 

Theorem 2.1.5. /11} Let R be a ring. The following are equivalent: 

a) R is Noetherian. 

b) Every prime ideal of R is finitely generated. 

Proof. The implication a) =} b) is clear and so we will prove only the other im­

plication. We begin by letting S be the set of all ideals of R that are not finitely 

generated and we would like to show S = 0. Assuming otherwise we partially order 

S by inclusion and Zornify to find a maximal M E S. If M E Spec(R), then we will 

have our desired contradiction. 

Suppose a, b E R with ab E M. Assume, to the contrary, that a, b (f_ M. Then 

(M, a) must be finitely generated because of the maximality of M. Thus, we may 

say (M, a) = (m1 + r1a, ... , mn + rna), where each mi E M and every ri E R. Now 

let J = {r E Rlrn E M}. It is easily verified that J '.S Rand (M, b) ~ J. Thus, J 

is forced to be finitely generated. Now clearly ( m 1 , ... , mn, J a) ~ M. Let m E M. 

19 



Then certainly m E (M, a) and so m = E~=l xi(mi + r,ia) for some X1, ... , Xn E R. 

This gives us that m - E~=l ximi = a E~=l xiri and so we deduce E~=l xiri E J. 

It follows that m E (m1, ... , mn, Ja). We have shown that M = (m1, ... , mn, Ja), 

which a finitely generated ideal. However, this contradicts the fact that M is not 

finitely generated and so we are finished. D 

Theorem 2.1.6. /10} Every localization of a Noetherian domain D is Noetherian. 

Proof. From Theorem 2.1.5 it is enough to show that every prime ideal of the local­

ization Ds is finitely generated. Let Of PDs E Spec(Ds), where P E Spec(D). 

Using the fact that Dis Noetherian we may say P = (p1 , ... ,Pn)D. It is now easy to 

verify that Ps = (p1 , ... ,Pn)Ds and so we are done. D 

Many of our favorite factorization properties survive in polynomial extensions. 

We now record the famous Hilbert Basis Theorem. The highly nontrivial proof is 

omitted. 

Theorem 2.1.7. fllj(Hilbert Basis Theorem) Let R be a Noetherian ring. Then R[x] 

is N oetherian. 

Remark 2.1.8. We should also point out that an analogous result to the Hilbert 

Basis Theorem holds for power series rings. That is, if R is Noetherian, then R[[x]] 

is also Noetherian. A proof of this result is quite different from that of the Hilbert 

Basis Theorem and can be found in [10]. 

An important class of rings which generalize Noetherian domains are the do­

mains which satisfy the ascending chain condition on principal ideals, that is, every 

chain of principal ideals in the ring stabilizes. For the sake of brevity, we will refer to 

such a domain as being an ACCP-domain, or simply as being A CCP. Clearly, every 

Noetherian domain is ACCP and it is not difficult to verify that every UFD is ACCP. 
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The class of ACCP domains is properly larger than the class of Noetherian domains. 

Before presenting an example which demonstrates this, we remind that reader of the 

fact that if D is UFD, then so is D[xi]iEA for any indexing set A. 

Example 2.1.9. Let F be a field and D = F[x1 , x2 , ... ]. Clearly, Dis non-Noetherian 

because the ideal (xi)i=1 is not finitely generated. However, Dis a UFD and therefore 

is an ACCP-domain. 

Our next result shows us how the ACCP property is preserved in polynomial 

extensions. 

Theorem 2.1.10. If D be an ACCP-domain, then the same is true of D[x]. 

Proof. Let .fi E D[x]. If deg(.fi) = 0, then any chain of principal ideals ascending 

from .fiD[x] must be finite because D is ACCP. Further, if f1 E Irr(D[x]), then by 

Theorem 1.1.4 we know that f1 D[x] is maximal with respect to being principal. Thus, 

we assume deg(J1 ) > 0 and .fi tt- Irr(D[x]). Leth E D[x] such that deg(h) < deg(J1) 

and hl.fi. Then .fiD[x] s;; hD[:r:]. If h E D[x] with deg(h) < deg(h) and hlh, 

then f1D[x] s;; hD[x] s;; hD[x]. We can continue in this way a maximum of deg(J1 )­

times. Without loss of generality, assume JiD[x] s;; hD[x] s;; ... fnD[x] is a chain of 

principal ideals with deg(Ji) > deg(Ji+i)- If fnD[x] s;; rD[x], then it must be true 

that r E D. Since Dis ACCP, then any chain of principal ideals ascending from r D[x] 

must be finite. Lastly, observe that any chain ascending from f1D[x] that starts off as 

fiD[x] s;; aD[x] for some a ED is finite because Dis ACCP. Thus, D[x] is ACCP. D 

Remark 2.1.11. In the proof just given we utilized a degree argument to show that 

D[x] must be ACCP. This proof can be easily adapted to verify that D[[x]] is ACCP 

by using an order argument instead. This argument would also require the use of 

Theorem 1.2.2. 
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Here is a demonstration of how the ACCP property can assert itself in linear 

algebra. We assume a bit of familiarity on the part of the reader with some basics of 

tensor products, exact sequences, and flat modules. The following example comes to 

us via Dr. Sean Sather-Wagstaff. 

Example 2.1.12. It is well known that tensor products commute with direct sums. 

We offer here a means of constructing examples which shows this is not generally 

the case with direct products. To begin, let D be an ACCP-domain with quotient 

field K f:- D. Because Dis atomic, then we can choose some p E Irr(D). Consider 

the product M = IlnEN D/p"D. It is easily verified that K Q!;D D/pnD = 0, whence 

IlnEN(K ®n D/pnD) = 0. Now consider¢: D-+ IlnEND/pnD given by cp(d) = 

(d + pn D)nEN· A routine exercise shows that¢ is a well-defined D-map. Assume now 

(a+ pn D)nEN = (pn D)nEN· Then a E pn D for all n EN. Let us say a= TnPn so that 

ap-n = rn. Observe that r 1 D ~ r2 D ~ ... is an ascending chain of principal ideals. 

As Dis ACCP, then there must exist an n EN such that rnD = rmD for all m > n. 

Hence, ap-n = uap-n-l for some u E U(D). This gives us pa= ua. Should we have 

a f:- 0, then p E U(D), a contradiction. Thus, a= 0 and therefore¢ is monic. 

We recall that localization preserves exactness and K = D(o), making K a flat 

D-module. Hence, the exactness of 

tp 
o-D-M 

gives us exactness of the sequence 

Since K ®n D ~ K, then Im(¢ 0 M) f:- 0. From this we get 

K 0 D M f:- 0. Hence, products do not necessarily commute with tensors. 
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The class of ACCP-domains captures an enormous range of the rings most 

often encountered in factorization. However, there is an even larger class of domains 

which generalizes ACCP-domains. We recall from Chapter 1 that the class of atomic 

domains are those integral domains in which every nonzero nonunit can be expressed 

as a (finite) product of atoms. 

Theorem 2.1.13. /2] Every ACCP-domain is atomic. 

Proof. Suppose x E D* - U(D). Because D is ACCP, then every chain of principal 

ideals ascending from xD must stabilize. Put another way, .TD is contained in a 

principal ideal of pD £;; D and pD is maximal with respect to being principal. But 

this just means p E frr(D). Now let P1 E frr(D) such that p1lx. Then xD ~ -:;D. 

If there is some P2 E Irr(D) where P2lxp1 , than we have a chain xD C .LDC _x_D. 
_,_ Pl _,_ Pl P2 

Because D is ACCP, then this chain must stabilize. Hence, there must exist some 

7r E Irr(D) such that "' D = nD where each Pi E Irr(D). This tells us that 
p1p2·" Pn 

x = un for some u E U(D). Now solve for x to conclude x admits an atomic 
P1P2·" Pn 

factorization. D 

Remark 2.1.14. In a remarkable example by Roitman in [14] it was shown that atom­

icity need not be preserved in polynomial extensions. The proof of Theorem 2.1.10 

gives us a clue as to what kind of pathology we might encounter. It would still be the 

case in an atomic domain D that in factoring in D[x] we could decrease our degree 

only finitely many times,i.e., every nonzero in D[x] is a product of indecomposable 

elements. Hence, there might exist elements in D[x] in which we can unendingly 

factor out elements from D. This means that in D, although every element admits 

an atomic factorization, there must exist at least one nonzero nonunit x E D that 

admits an atomic factorization as well as a chain of principal ideals ascending from 

xD which never stabilizes. 
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Example 2.1.15. Let D = Z[x,y,~.~.:2 , ... ]. Note that 2 = x~ is an atomic 

factorization. On the other hand, 2D ~ ( ~) D ~ ( : 2 ) D ~ ... is a chain of principal 

ideals that never stabilizes. Now we do not claim that Dis atomic. In fact, we know 

that this ring is not atomic because ~ does not admit an atomic factorization. The 
y 

point here is that although an element x in a ring may admit an atomic factorization, 

this does not mean that we cannot find an infinite chain of principal ideals ascending 

from xD. 

We now know that not only may atomic domains fail to be ACCP and that 

the class of ACCP-domains resides properly within the class of atomic domains, but 

we also have an intuitive grasp as to why any atomic domain which is not ACCP 

must fail to be ACCP. Understandably, this may strike one as a radical circumstance. 

In Chapter 6 we will present evidence that suggests that perhaps pathological ring 

structure is the norm. Should this not be enough to turn the stomach ( or make one 

salivate ... depending on one's taste), we observe that the property of being an integral 

domain in the proof of Theorem 2.1.13 was crucial. Were it not for this fact, we could 

not use the kind of degree argument which was employed. We now turn our attention 

to a class of domains which will dominate much of all that follows. 

A valuation domain is any domain V such that given any x, y E V, then either 

xly or ylx. As contrived as this definition may at first appear, valuation domains are 

ubiquitous in the literature and are extremely useful in a wide variety of contexts. 

For example, they prove to be the building blocks of the integral closure of a domain 

in the sense that the integral closure of any domain is the intersection of its valuation 

overrings. Further, their seemingly simple structure make them indispensable when 

looking for strange behavior or counterexamples. They will prove to be immensely 

important in later discussions. Among their many talents, we find in Theorem 2.1.24 

that they can be used to provide us with a very nice characterization of the class of 
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rings known as Priifer domains. Perhaps without knowing it, many who have taken 

a course in calculus have probably encountered them when dealing with power series 

over a field. Indeed, F[[x]] is a Noetherian valuation domain for any field F. Before 

providing a (non-exhaustive) characterization of valuation domain's, we remind the 

reader that a Bezout domain D is one in which every finitely generated ideal is 

principal. Equivalently, every pair of elements :r, y E D in the domain admits a 

greatest common divisor which can be expressed as a D-linear combination of x and 

y. Also, we recall that an overring T of a domain D with quotient field K is a ring 

such that D S: TS: K. 

Theorem 2.1.16. /7] Let V be a domain with quotient field K. The following are 

equivalent: 

a) V is a valuation domain. 

b} Given any k EK*, then either k EV or k- 1 EV. 

c) The ideals of V are linearly ordered by inclusion. 

d} The principal ideals of V are linearly ordered by inclusion. 

e} D is Bezout and quasi-local. 

f} Every averring of V is a valuation domain. 

Proof. a) :::::} b) We assume V is a valuation domain and let k = ab- 1 E K where 

a, b E D*. Now either alb or bla. If bla, then i E D. On the other hand, if alb, 

.! = !!. E V. 
k a. 

b):::::} c) Let I1, I2 be ideals in V with Ii c/: I2. Let a E / 1 - /2 and let O i- (3 E h 

Now let k = i- Either k E V or f E. If k E V, then /310:. But then a= k/3 E / 2 , a 

contradiction. So f E V. Hence o:l,B and so ,BE / 1 . Thus, / 2 S: /1 . 
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c) =* d) Clear. 

d) =* a) Clear. 

a) '* e) If V is a valuation domain with maximal ideals M1 and M2 , then 

we may assume M1 ~ M2 from part c). But the maximality of M1 then implies 

M1 = M2 . So Vis quasi-local. To demonstrate that Vis Bezout, let I= (x1, ... , xn) 

be a finitely generated ideal of V. From d) we may assume x1 V ~ ... Xn V. Now 

certainly Xn V ~ I. However, every generator of I is contained in Xn V. So it must 

therefore be true that I = Xn V. 

e) =* a) We now assume V is Bezout and quasi-local. Let x, y E V. We 

wish to show ylx or .'rlY- Since V is Bezout, then the ideal (.'r, y)V is principal. 

Say (x, y)V = zV. Then we can find r 1 , r 2 E V such that r1x + r2y = z. Hence, 

r 1 ( ~) + r 2 ( ~) = l. Because V is quasi-local, this implies one of ~ or ~ is a unit. 

Assume ~ E U (V) so that x = uz for some u E U (V). Since x and z are associates 

and zly, then we must have that xly. 

a) =* f) Let T be an over ring of V and let k E K. From b) we know that k E V 

or f E V. As V ~ T, then either k ET or f ET, making Ta valuation domain. 

J) =* a) Clear. D 

Our next two theorems provide us with many examples of valuation domain's. 

We will see many more examples later. 

Example 2.1.17. Let F be a field. We show that F[[x]] is a valuation domain. By 

Theorem 1.2.2, every nonzero nonunit of F[[x]] is of form uxn for some n E N. Choos­

ing U1Xn, u2xm E F[[x]], we may assume n ~ m. Then u1xnlu2xm. Theorem 2.1.16 

gives us that F[[x]] is a valuation domain. 

Knowing that every valuation domain is Bezout, it is easy to see that the 

converse need not hold. One need look no further than to Z as evidence of this. 
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Having made mention of greatest common divisors, we now motivate our discussion 

further with an example. 

Example 2.1.18. Let F be a field and consider the polynomial extension D = F[x, y]. 

Note that the finitely generated ideal (x, y) is not principal even though [x, y] = 1 

because x and y are non-associate primes. Thus, D is not a Bezout domain. 

Bezout domains are part of a larger family of domains called GCD domains. 

A GCD domain is a domain in which every pair of elements in the ring admits a 

greatest common divisor. We have already seen examples of them when we looked 

at UFD's and Bezout domains. Henceforth, given a domain D and x, y E D, we will 

adopt the less cumbersome notation [x, y] to denote "the" great common divisor of 

x and y. From a set-theoretic point of view, there may be many greatest common 

divisors of .1; and y. However, they are all associates and so there is little risk of 

confusion in our notation. 

Generally speaking, [x, y] need not exist in a domain. For example, in Q[x2 , x3], 

it can be shown that [x5 , x6] does not exist. In turn, Theorem 2.1.20 shows us that 

every GCD domain is an AP domain. An AP domain is a domain in which all atoms 

are prime. Upon verification of a few facts regarding factorizations in GCD domain, 

verifying that every GCD domain is an AP domain becomes a simple task. 

Lemma 2.1.19. {11] Let D be a GCD domain with x,y,z ED*. 

a) [xy, xz] = x[y, z]. 

b) If d = [x, y], then l = [J, 2]. 

c) If[:r, y] = [.1:, c] = 1, then [:r:, ye] = 1. 

d) If [x, y] = 1 and xlyz, then xlz. 
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Proof. a) Let d = [xy, xz]. Then dlxy and dlxz. But we also have that xlxy and 

:r:l:rz. Thus, .1:ld. Write d = r:r for some r E D. Write dt = xy for some t E D so that 

rxt = xy. Then rly. Similarly, rlz. Assume now g E D such that gly and glz. Then 

xglxy, xz =} xgld =} aglrx =} glr. Thus, r = [y, z], and so [xy, xz] = d = xr = x[y, z], 

as desired. 

b) We are assuming d = [x, y]. In particular, dl.1.: and dly and so j, ~ E D. Let 

k = [;f, ~]. From part a) we then get d = [x, y] = [(j)d, (~)d] = d[;f, ~] = dk. We now 

see that d and dk are associates. Hence, k E U(D), i.e., 1 = [j, ~]. 

c) We are given that [x, y] = [x, z] = 1 and wish to deduce [x, yz] = 1. Assume 

dlx and dlyz. Then certainly dlxy. Hence, dl.1.:y, yz. Therefore, di [:ry, yz] = y[x, z] = 

y. We are saying now that dly and dlx. But it was assumed that [x, y] = 1. Thus, 

dll. 

d) If [x, y] = 1, then from a) we know that z = [xz, yz]. Since xlyz, then we can 

write r.1.: = yz for some r E D. Now we have z = [xz, yz] = [.u, r.1.:J = x[z, r]. So .1.:lz. 

0 

Here is a useful result that puts Lemma 2.1.19 to work. 

Theorem 2.1.20. Every GCD domain is an AP domain. 

Proof. Suppose D is a GCD domain and p E Irr(D). Suppose now plxy and write 

rp = xy. Assume p f x. If d = [x,p], then dip. Since p E Irr(D), then either 

d E U(D) or d = up for some u E U(D). But if d and p are associates, then pld 

and so pix, a contradiction. Thus, 1 = [x, y]. Lemma 2.1.19 tells us PIY and sop is 

prime. 0 

We will be needing our next result in a later proof and it is of some interest in its 

own right. It relies on a beautiful result which states that every invertible ideal in a 
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quasi-local domain is principal, a proof of which can be found in [11]. Theorem 2.1.22 

can be found in [11] as an (unproven) exercise. First, we need the following definition. 

Definition 2.1.21. Let I be an ideal in a domain D with quotient field K. We define 

the inverse of I, denoted 1-1, by 1-1 = {k E Klkl ~ D}. If I 1-1 = D, then we say 

I is invertible. 

Theorem 2.1.22. Every invertible ideal in a GCD domain is principal. 

Proof. Let D be a GCD domain with an invertible ideal I. Let M be a maximal ideal 

containing I. As I is invertible in D, then it is easily seen that ID M is invertible, 

also. As DM is quasi-local, then I DM is principal and we write I DM = xDM for 

some x E I. Now certainly xD ~ I. Letting a E I, then a E xDM. Hence, a = x~ 

for some d E D ands E D - M. Thus, as= xd. Since s i M, then [s, x] = 1. As D 

is a GCD domain, it follows that .Tia. Thus, a E :r:D =} I~ .TD and we are done. D 

Having now surveyed some of the rings which lie at the heart of factorization, 

let us tinker with a few of them by seeing how they react to having atomicity thrust 

upon them. 

Theorem 2.1.23. Let D be an atomic domain. 

a) If D is a valuation domain, then D is Euclidean ( and hence, a P ID). 

b) If D is Bezout, then D is a PID. 

c) If D is an AP domain, then D is a UFD. In particular, every atomic GCD 

domain is a UFD. 

Proof. a) We assume Dis an atomic valuation domain (not a field) and wish to show 

Dis Euclidean. Note that if p1,p2 E Irr(D), then these atoms must be associates 

of each other. Indeed, from Theorem 2.1.16 we may assume p1 IP2 . But because 
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p2 E /rr(D), then p2 D is maximal with respect to being principal and so we must 

have p2 lp1 . Now since Dis atomic and there is only atom in D (up to associates), then 

every nonzero nonunit X E D is of form X = UxPr for some Ux E U(D) and n E N. 

Now use the function cp : D* -+ N0 given by UxPr to show that D is a Euclidean 

domain. 

b) Let P E Spec(D) be nonzero. Since D is atomic and P f= 0, then P must 

contain atoms. Let p1,P2 E P n /rr(D). Let z = [p1,p2]. If z is not an associate 

of p1 , then z E U(D). But because Dis Bezout, then z E (p1,p2)D ~ P. Hence, 

P contains a unit, a contradiction. A similar argument shows that z is an associate 

of p2 . It now follows that p1 and p2 must be associates. Because D is atomic, then 

every nonzero nonunit of P is a product of atoms. But P contains only one atom ( up 

to associates). Thus, Pis principal. By part c) of Theorem 2.1.3 D must be a PID. 

c) That an atomic AP domain is a UFD is simply a restatement of Theo-

rem 2.1.1. [] 

We can find PID's that are not Euclidean and we can find UFD's that are 

not PID's. We can also find AP domains that are not GCD domains. However, 

Theorem 2.1.23 shows us that in the realm of atomic domains, the notions of GCD 

domain and AP domain collapse down to equivalent notions. 

Theorem 2.1.24 ushers in another important class of domains. Some highly 

nontrivial background is needed to establish this result and we will skip its proof. 

Theorem 2.1.24. /11] Let D be a domain. The following are equivalent: 

a) Every nonzero finitely generated ideal of D is invertible. 

b} Dp is a valuation domain for all PE Spec(D). 

c) DM is a valuation domain for all ME Max(D). 
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Any domain satisfying the equivalent conditions of Theorem 2.1.24 is called a 

Priifer domain. Theorem 2.1.25 shows us that Bezout domains are characterized as 

lying at the crossroads of GCD domains and Priifer domains. 

Theorem 2.1.25. Let D be a domain. The following are equivalent: 

a) Dis a Bezout domain. 

b) Dis both GCD and Priifer. 

Proof. (=>) We already know every Bezout domain is GCD. Further, every nonzero 

finitely generated ideal of a Bezout domain is principal and therefore invertible. So 

D is Priifer. 

( ¢=) Suppose I is a nonzero finitely generated ideal of D. As D is Priifer, we 

know I is invertible. But every invertible ideal of a GCD domain is principal by 

Theorem 2.1.22. All nonzero principal ideals in a domain are invertible. So D is 

Bezout. D 

In Theorem 2.1.23 it was seen that every atomic Bezout domain is a PID. We 

now offer an alternative proof of this result. 

Proof. As every Bezout domain is a GCD domain and an atomic GCD domain is 

a UFD, then every atomic Bezout domain is automatically a UFD. Let O -=I- P E 

Spec(D) and consider the localization Dp. Recall from Theorem 2.1.16 that every 

overring of a valuation domain is again a valuation domain. In addition, a localization 

of a UFD is again a UFD and therefore atomic. Thus, Dp is an atomic valuation 

domain. That Dp is a PID now follows from Theorem 2.1.23. Theorem 1.4.8 then 

gives that P a ht-1 prime in D, i.e., there is no prime ideal Q such that O s;:; Q s;;; P. 

Every nonzero prime ideal is therefore maximal and from part b) of Theorem 2.1.3 

we know that D is a PID. D 
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Theorem 2.1.27 requires the following lemma which is shared by Dr. Jim 

Coykendall. The proof is omitted. 

Lemma 2.1.26. Any prime ideal that properly contains an invertible prime ideal 

cannot be invertible. 

Theorem 2.1.27. (7] Suppose D is a Pri.ifer domain. Then D is a PID if and only 

if Dis a UFD. 

Proof. We already know that every PIO is a UFO. So we assume Dis a Priifer UFO. 

Suppose M is a maximal ideal of D. By Theorem 2.1.24, DM is a valuation domain. 

But from Theorem 2.1.1 we also know that DM is a UFO. Thus, DM is an atomic 

valuation domain, i.e., DM is a PIO. Thus, every nonzero prime ideal of Dis maximal. 

By Theorem 2.1.3, Dis a PIO. D 

Foreshadowing the idea of integral closure, we remark that AP domains need 

not be GCD domains. An efficient means of verifying this is by finding an AP domain 

which does not enjoy the property of being integrally closed which, as we will see, is 

a feature shared by all GCD domains as we will see in Theorem 2.2.10. 

2.2. Integrality 

The notion of integrality is an indispensable tool in commutative algebra. One 

of the means by which this idea most often presents itself is in its wonderful ability to 

serve as a testing ground. For example, a very quick way of seeing that D = Z[H] 

is not a UFO is by noting that it is not integrally closed and, as we will presently see, 

all UFD's are integrally closed. Let us begin with the necessary definition. 

Definition 2.2.1. Let R <:; T be an extension ofrings. We say that t E Tis integral 

over R provided f(t) = 0 for some manic f(x) E T[x]. If every element of Tis integral 
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over R then we say R ~ T is an integral extension. The set of elements in T that 

are integral over R is called the integral closure of R in T, denoted Rr. 

If R is a domain and T is the quotient field of R, then we refer to the set of all 

elements of T that are integral over R as the integral closure of R, denoted R. If 

R = R, then we say R is integrally closed. 

Obviously R ~ R is an integral extension. Less trivially, it can be seen that in 

the extension Z ~ Z[ v'-3] we have that A is integral over Z. On the other hand, 

in the ring extension Z ~ Q, the element ! is not integral over Z. To see this, suppose 

! is integral over Z. Then we may say ( 2~) + r n-1 ( 2n1_ 1 ) + ... + r1 ( ! ) + r0 = 0, where 

each rj E Z and r 0 f= 0. Multiplying both sides of the equation by 2n we then see 

that 1 + Tn-12 + Tn-222 + ... + r12n-l + 2nro = 0. But from this we could deduce 

2 E U(Z), a contradiction. Soon we will find a far more efficient way of seeing this 

same result. 

Here is a wonderful characterization of integrality. In short order we will see 

a result that uses the following characterization and tells us that integral extensions 

are rings. A proof can be found in [11] and we omit the proof. 

Theorem 2.2.2. {11/ Let R ~ T be a ring extension and let u ET. The following 

are equivalent: 

a) u is integral over R 

b) R[u] is a finitely generated R-module 

c) There exists an R-submodule A of T such that uA ~ A and the annihilator of 

A in Tis 0 

Here is a technical result which will ease some of our arguments later on. 
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Lemma 2.2.3. Let R ~ T ~ L be ring extensions in which T is a finitely generated 

R-module and L is a finitely generated T-module. Then L is a finitely generated 

R-module. 

Proof. Say T = (t1, ... , tn) as an R-module and L = (f\, ... Rm) as a T-module.We 

claim that L = (t/k) as an R-module. Certainly (tiek) ~ L. So let a E L and write 

a = I:Z:,1 x/,i with each xi E T. As each xi E T, then we may write xi = I:7=1 r1,iti 

with each ri,i E R. Then a= I:Z:,1 z:=;1 Tj,itiei E (t/k), as desired. D 

The next theorem is as lovely as it is powerful and our uses for it will be legion. 

It assures us that integral closures are rings. 

Theorem 2.2.4. (11] Let R ~ T be a ring extension. Then Rr is a ring. 

Proof. Assume u, v E Rr and set A = R[u, v]. We regard A as an R-submodule 

of T. By Theorem 2.2.2 we know that R[u] is a finitely generated R-module and 

A is a finitely generated R[u]-module. From Theorem 2.2.3 it follows that A is a 

finitely generated R-module. As 1 E A, then the annihilator of A in Tis 0. Clearly, 

('/1,+v)A, uvA ~ A. By Theorem 2.2.2 we now have that 11.+v, uv E Rr, as desired. D 

We now present the transitivity of integral extensions. 

Theorem 2.2.5. (11/ Let R ~ T ~ L be rings in which R ~ T and T ~ L are both 

integral extensions. Then R ~ L is an integral extension. 

Proof. Let e E L and write en+ tn-1en-I + ... + t1f1 + to = 0 with each ti E T. 

Now let A = R[t0 , ..• , ti-I, f]. Then certainly RA ~ A and the annihilator of A in T 

is O because 1 E A. By Theorem 2.2.2 it suffices to show A is a finitely generated 

R-module. Because e is integral over A, then A is a finitely generated R[t0 , ... , ti_ 1]­

module. As every t1 is integral over R, then each t1 is all the more so integral over 

R[t0 , ... , ti_ 1]. Thus, R[t0 , ... , ti] is a finitely generated R[to, ... , ti-i]-module. Now 
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by inductive application of Theorem 2.2.2, we conclude that A is a finitely generated 

R-module. D 

Theorem 2.2.6. /7/ Let R ~ T be rings. Then Rr is integrally closed in T. In 

particular, the integral closure of a domain is integrally closed. 

Proof. We begin by letting K be the quotient field of T. If t E K is integral over Rr, 

then we can use Theorem 2.2.4 to see that Rr ~ Rr[t] is an integral extension. But 

R ~ Rr is also an integral extension. From Theorem 2.2.5 we then know R ~ RT[t] 

is also an integral extension and so t is integral over R, i.e., t E RT. D 

Not only is the integral closure of a domain D integrally closed, but it is the 

smallest integrally closed averring of D. 

Theorem 2.2.7. Let D be a domain and assume T is an integrally closed averring 

of D. Then D ~ T. 

Proof. If a E D, then a is integral over D. As D ~ T, then a is also integral over T. 

Being integrally closed, we get a ET. D 

Now we show that integral closure commutes with localizations. 

Theorem 2.2.8. /7/ Suppose R is a ring and S ~ R is multiplicatively closed Then 

( R)s = Rs. In particular, every localization of any integrally closed domain is 

integrally closed. 

Proof. Suppose first that ; E (R)s for some r E R and s E S. We write xn + 

rn-1Xn-l + rn-2Xn- 2 + ... + r1X + ro = 0. Then s-n(xn + rn-1Xn-l + rn-2Xn- 2 + 

... + r1J; + ro) = (;)" + Tns-l (;r-1 + r:22 (;r-2 + ... + s:~1 (;) + :~ = 0. Thus, ; 

is integral over Rs, i.e., :!: E Rs. For the reverse containment, assume d E Rs and 
s 

write d" + Tn-l dn-l + Tn- 2 d"- 2 + ... + !.J..d + !:SJ. = 0. Let s = s s ... s - . Then 
Sn-1 Sn-2 S1 so 1 2 n 1 

35 



(sd)" + Tn-1• (sd)n-l + Tn-282 (sd)"-2 + ... + r1sn-l (sd) + rosn = 0. Note that TiS E R 
Sn-1 Sn-2 81 SQ Si 

since each sils. Thus, sd E Rand so d E (R)s, finishing the proof. D 

Here is another way of constructing new integrally closed domains from old ones. 

This result can be found in [11] and we omit the straightforward proof. 

Theorem 2.2.9. Let {Dili EA} be a family of integrally closed domains, all of which 

are contained in some larger domain. 

a) niEA Di is integrally closed. 

b) If { Di Ii E A} is a chain, then uiEA D.; is integrally closed. 

Our next theorem shows that many of our favorite domains are integrally closed. 

Theorem 2.2.10. [11] Every GCD domain is integrally closed. 

Proof Let D be a GCD domain with quotient field K and let ~ E K be integral over 

D, where t, s E D. Since Dis a GCD domain, then it may be assumed that [t, s] = 1. 

Now we write (~)" + rn-1(~)"-1 + ... + r1(~) + ro = 0. Multiplying by s" we get 

tn + rn_ 1stn-l + ... + r1sn-lt + rosn = 0. Solving for tn in this equation, it is then 

evident that sjtn, i.e., sit. But [s, t] = 1 and sos E U(D). Therefore, ts-1 E D and 

we are done. D 

As every UFD is a GCD domain, we obtain the following corollary. 

Corollary 2.2.11. Every UFD is integrally closed. 

Example 2.2.12. Let F be a field and consider the ring D = F[;r:2 ,.r,3]. Note that 

Dis not integrally closed because x ED- D. By Theorem 2.2.4, F[x] ~ D. Because 

F[x] is a PID, then F[x] must be integrally closed. Hence, Theorem 2.2.7 guarantees 

D ~ F[x]. Therefore, D = F[x]. 
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Example 2.2.13. Let D = Z + x!R[[x]] and note D is not integrally closed (note 

v12 ~ D, for example). However, IR[[x]] is integrally closed and so by Theorem 2.2.7 

D ~ IR[[x]]. Suppose now J(x) E D and write r + Tn_ifn-l + ... + Tif + To = 0, 

where every Ti E D. Observe that r(o) +rn-1(o)r-1(0) + ... +T1(0)J(O) +To(O) = 0, 

i.e., J(O) E ZfR. But as f E IR[[x]], it follows that f E ZIR + x!R[[x]]. We have 

shown D s;;; ZIR + :r!R[[x]]. Assume now we have some f E ZIR + .T!R[[.T]] and write 

J = zo + I::1 Tixi, where zo E ZIR and each Ti ER Note ZIR ~ D and I::1 rixi E D, 

i.e., z0, I::1 Tixi E D. By Theorem 2.2.4 we conclude f ED. Thus, D = ZIR+xIR[[x]]. 

As an added observation, we can use Theorem 1.2.3 to show that f E lrT(D) 

if and only if f(O) E Irr(Z). Since Z is an AP domain, it then follows that Dis also 

an AP domain. But as D is not integrally closed, we can see that it is not a GCD 

domain. Recalling Theorem 2.1.20 it follows that the class of AP domains is properly 

larger than the class of GCD domains. 

Example 2.2.14. Let Fi;; K be fields and R = F + xK[[x]]. A similar argument as 

in the previous example can be used to show that R is integrally closed if and only 

if Fis algebraically closed in K. Thus, (QR+ x!R[[x]] is integrally closed, where QIR is 

the algebraic closure of (Q in R 

The next big result we would like to establish is to show that the GCD property 

is preserved in polynomial extensions. This will be a useful aid when we investigate the 

question of whether or not the property of being integrally closed survives polynomial 

in extensions. In addition, we will use it to provide an unconventional proof of the 

fact that a polynomial extension of a UFD is again a UFD. We remind the reader 

that if D is a GCD domain, then a primitive polynomial in D[x] is one in which 

the greatest common divisor of the coefficients is 1. We proceed with a few lemmas 

which will do all the heavy lifting for the bigger result we are targeting. 
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Lemma 2.2.15. Assume D is a GCD domain and let S be the set of all primitive 

polynomials in D[x]. Suppose rlpy for some r, y E D and p ES. Then rjy. 

Proof. Let us begin by sayingp = Po+P1X+ .. ·PnXn and yp = r(fo+ fix+ ... + fnxn), 

where each Ji E D. Then rjypi for each i. Let so, si, ... , Sn E D such that YPi = rsi. 

Since p ES, then 1 =[po, ... ,Pnl· From Theorem 2.1.19 we have y = [YPo, ... ,:t/Pn] = 

[rso, ... , rsn] = r[so, ... , sn], Thus, rjy. D 

For the next lemma we recall that an LCM-domain is one in which every pair 

of elements admits a least common multiple. In Theorem 3.5.14 it is shown that D 

is a GCD domain if and only if Dis an LCM-domain. We borrow this fact now. 

Lemma 2.2.16. Let D be a GCD domain with quotient field K and let S be as in 

Lemma 2.2.15. For any P1,P2 ES, [p1,P2] exists. 

Proof. Since K[x] is a PID, then we may let [p1,p2] = p3 for some p3 E S. That 

is, [p1,P2] = p3 in K[x]. Suppose now p4 E S such that p4IP1,P2 in K[x]. Then 

ap4 = p3 for some a E K[x]. Using the fact that D is a GCD domain we write 

a = :E7=o ~xi where each [ri, si] = 1. As every GCD domain is an LCM-domain, we 

can let s = lcm(s0 , ... , sn). Hence, sa = p5 E S and we have sp3 = (sa)p4 = p5p4. 

Since S is multiplicatively closed, then by Lemma 2.2.15 we have s E U(R) and so 

each Si E U(R). Thus, a E D[x]. 

We have shown that if p, p' E S such that p = bp' for some b E K[x], then 

b E D[x]. Thus, p3IP1, P2 in D[x] and if p4IP1, P2, then p4jp3 in K[x], i.e., p4jp3 in D[x]. 

Thus, [p1,p2] = p3 in D[x], as desired. D 

Lemma 2.2.17. Let D be a GCD domain and let S be as in Lemma 2.2.15. Let 

P1,P2,p3 ES such that p3 = [p1,P2]. Ifr3 = [r1,r2] for some r1,r2,r3 ED, then 

r3p3 = [r1P1, r2p2]. 
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Proof. Clearly r3p3lr1P1, r2p2. Suppose hir1P1, r2P2 and write h = r4p4 with r4 E D 

and p4 ES. Since r4hP1 and P1 ES, then by Lemma 2.2.16 r4ir1. Similarly, r4h. So 

r4!rJ. Now because r4p4hP1, then we may write (rsPs)(r4p4) = r1P1 for some rs E D 

and Ps ES. Since Sis multiplicatively closed, then r1ir4r5. Thus, P1 = (7i")(p5p4) 

and so p4lp1. Similarly, p4IP2, and so p4lp3. We have now demonstrated r4!rJ and 

D 

Theorem 2.2.18 can be found as an exercise in [11]. 

Theorem 2.2.18. /11] Let S be the same as in Lemma 2.2.15. If D is a GCD 

domain, then so is D[x]. 

Proof. Let f, g E D[x] with f = r1P1 and g = r2p2 for some r1, r2 E D and P1, P2 E 

S. We use Lemma 2.2.16 and let p3 = [p1, P2]. Allowing r3 = [ri, r2], then from 

Lemma 2.2.17 we have r3p3 = [r1P1, r2P2] = [!, g], as desired. D 

Here are some applications of Theorem 2.2.18. Theorem 2.2.19 is a well-known 

result but the proof is original. 

Theorem 2.2.19. If D is a UFD, then so is D[x]. 

Proof. As every UFD is a GCD domain, then we already know D[x] must be a GCD 

domain. By Theorem 2.1.1 it suffices to show that every prime ideal of D[x] contains 

a prime element. First we choose some nonzero P E Spec(D[x]). If it happens that 

PnD i, 0, then we are done. Thus, we should assume PnD = 0. As Pis prime, this 

then forces P to contain a primitive element. Let f E P be primitive and of minimal 

(positive) degree. Note that the primitive elements in D[x] constitute a saturated 

set. Hence, f E Irr(D[x]). Since D[x] is a GCD domain and every GCD domain is 

an AP domain, then f must be prime and so we are done. D 
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Theorem 2.2.20 makes use of the fact that every integrally closed domain can 

be realized as the intersection of all its valuation overrings. A proof of this beautiful 

and highly nontrivial fact can be found in [ll]. 

Theorem 2.2.20. /7/ Let D be a domain with quotient field K The following are 

equivalent: 

a) D is integrally closed 

b) D[x] is integrally closed 

c) Dp is integrally closed for all PE Spec(D) 

Proof. a) =} b) Using the fact that D = nvES V, we make the substitution D[x] = 

(nvES V)[x]. It is easily argued that (nvES V)[x] = nvEs(V[x]). Since every 

valuation domain is a GCD domain, then each V[x] is a GCD domain. Using 

Theorem 2.2.10 we deduce each V[x] must be integrally closed. Now implement 

Theorem 2.2.9 to reach the desired result. 

b) =} a) Clear. 

That a) =} c) follows from Theorem 2.2.8. The converse follows from Theo-

rem 2.2.9 and the fact D = nMEM<l:c(D) DM. D 

Theorem 2.2.21. If D is integrally closed, then so is D[{.rq}]qEIQi+ 

Proof. For each n EN, define Rn= D[x~I] and note Rn s;;; Rn+I· Further, D[xq]qEIQI+ = 

LJ:=1 Rn. For a fixed n E N we observe that the map D[x] -+ D[xi] given by 

f(.r)-+ f(x~) is a ring isomorphism. Thus, since D[x] is integrally closed, then so is 

each Rn. Now we can use Theorem 2.2.9 to close the argument. D 

Here is an alternative (and more efficient!) proof of Theorem 2.2.21 
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Proof. We denote R = D[xq]qEl(h and let xr E [xq]qEIQI+· Write r = i for some 

a, b E N. Then xr is a root of tb - xa E D[x, t]. Now we can use Theorem 2.2.4 to 

deduce D[x] ~ D[xq]qEIQI+ is an integral extension. Theorem 2.2.6 then guarantees 

that D[xq]qEIQI+ is integrally closed. D 

Now we turn our attention to some ideas that are intimately connected with 

integral extensions. We will see that these ideas carry tremendous weight in the next 

section when we begin discussing Krull dimension. 

Definition 2.2.22. Let R ~ T be a ring extension. We say that the extension is 

Going Up (GU) if, whenever we have a chain of prime ideals P1 ~ P2 in R and a 

prime ideal Q1 in T that contracts to P1 , then there exists a prime ideal Q2 in T such 

that Q1 ~ Q2 and Q2 contracts to P2 . In addition, we say that the ring extension is 

Lying Over (LO) if every prime ideal of R can be realized as a contraction of some 

prime ideal in T. 

The next two theorems provide us with a useful characterization of GU extension 

and a relationship between LO and GU. 

Theorem 2.2.23. {11/ Let R ~ T be rings. The following are equivalent: 

a) R ~Tis GU 

b} If P E Spec(R), S = R - P, and Q E Spec(T) is maximal with respect to 

missing S, then Q n R = P 

Proof. a) =} b) Suppose R ~ Tis GU, PE Spec(R), S = R - P, and Q E Spec(T) 

is maximal with respect to missing S. Since Q is prime in T, then Q n RE Spec(R). 

Further, QnS = 0 guarantees QnR ~ P. As R ~Tis GU, then we know there exists 

some Q' E Spec(T) such that Q c Q' and Q'nR = P. It is necessary that Q'nS = 0. 

Now use the maximality of Q to conclude Q = Q' and therefore Q n R = P. 
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b) ::::;, a) Assuming the hypothesis of b), let us assume P ~ P' are prime ideals 

in Rand Zornify to find some Q E Spec(T) such that QnR = P. Now let S = R-P' 

and observe Q n S = (/J. By Theorem 1.4.1 we can expand Q to some Q' E Spec(T) 

that is maximal with respect to Q' n S = (/J. Then Q ~ Q' and by the hypotheses of 

b) we conclude Q' n R = P', i.e., R ~Tis GU. D 

Theorem 2.2.24. {11} Every ring extension that is GU is LO. 

Proof. Let P E Spec(R) and S = R - P. Since S is multiplicatively closed in R, 

then Sis also multiplicatively closed in T. Using Zorn we can find some Q E Spec(T) 

that is maximal with respect to missing S. Now use the GU property to conclude 

Q n R = P to reach the conclusion we seek. D 

Definition 2.2.25. Let R ~ T be a ring extension. We say the extension is 

Incomparable (INC) provided that whenever distinct prime ideals in T contract 

to the same prime in R, then said primes in T are not comparable, i.e., neither is a 

subset of the other. 

Theorem 2.2.26. {11} Let R ~ T be a ring extension. The following are equivalent: 

a) R ~Tis INC 

b) If P and Q are prime ideals in R and T, respectively, with Q n R = P, then Q 

is maximal with respect to missing S = R - P 

Proof. a) ::::;, b) We assume R ~ T is INC and let P E Spec(R) and Q E Spec(T) 

such that Q n R = P. We also name S = R - P. Suppose Q ~ Q' are prime ideals 

in T with Q' n S = (/J. Then Q' n R ~ P = Q n R ~ Q' n R. Thus, Q' n R = P. Since 

the extension is INC, then we must have Q = Q'. 

b) ::::;, a) Suppose Q1 ~ Q2 are primes lying over the same prime in R. Since Q1 

is maximal with respect to missing S, then we must have Q1 = Q2 , as desired. D 
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Upon reflection of the previous two theorems, the reader might notice that in 

ring extensions that are INC and GU, the way in which prime ideals line up in one 

ring says something about how the prime ideals should be lined up in the other. Our 

next theorem packs a lot of punch. 

Theorem 2.2.27. {11} Integral extensions are INC and GU. 

Proof. First we establish INC. Let Q1, Q2 E Spec(T) be distinct with Q1nR = Q2nR. 

Assume Q1 c;;; Q2 and let q E Q2 - Q1. As R ~ T is an integral extension, then we 

may say qn + rn_ 1qn-l + ... + r 1q + ro = 0 where each ri E R and r0 i- 0. It 

follows from this that q(qn-l + rn-1qn- 2 + ... + r2q + ri) = -ro E Q2 n R = Q1 n R. 

Thus, qn-l + rn_ 1qn-2 + ... + r2q + r1 E Q1 ~ Q2 and we have that r1 E Q1 n R. 

Continuing inductively we conclude ro, ... , rn-1 E Q1. But then qn E Q1 ::::} q E Q1, 

a contradiction. Thus, Q1 </, Q2 and we have that the extension is INC. 

To show that R ~ T is GU, assume Pi c;;; P2 are prime ideals in R and let 

Q1 E Spec(T) such that Q1 n R = Pi. Let S = R - P2 . By Theorem 2.2.26 

we know Q1 is maximal with respect to missing R - Pi. Since Pi c;;; P2 , we can 

expand Q1 to some Q2 E Spec(T) that is maximal with respect to missing S. Note 

Q1 c;;; Q2 because of the maximality of Q1. As Q2 n (R - P2) = 0, then Q2 n Rs;;; P2. 

Assume Q2 n R c;;; P2 and let p E P2 - (Q2 n R). Then (Q2 ,p) n S i- 0. Say 

s E (Q2 ,p) n Sand writes= q + tp for some q E Q2 and t ET. Since t ET, then 

tm + Ym-itm-l + ... + y1t + y0 = 0, where each yj E R. Multiplying both sides of this 

equation by pm we then get ( tp )"' + Ym-1P( tp) m- l + ... + Y1Pm-l ( tp) + Yo Pm = 0. Now 

tp = s - q and so (s - q)m + Ym-1P(S - q)m-l + ... + Y1Pm- 1(s - q) + YoPm = 0. Hence, 

(s)m = -(Ym-1P(s)"'- 1 + ... + Y1Pm- 1(s) + YoPm) E Q2 n R s;;; A, a contradiction. 

Therefore, A s;;; Q2 n R and so P2 = Q2 n R, as desired. D 

Here is an interesting application of some of the ideas we have thus far presented. 
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Theorem 2.2.28. Suppose Fi;; K is an extension of fields and set D = F+xK[[x]]. 

Then D is N oetherian if and only if [ K : F] is finite. 

Proof. ( =>) We assume D is N oetherian and wish to show [ K : F] is finite. Assume, to 

the contrary, that [ K : F] is infinite. Then we may choose a set { k1 , k2 , ••• } i;; K that 

is linearly independent over F. Observe now that if n > m, then knx </. (k1x, ... , kmx). 

To verify this, suppose knx = f1k1x + ... + fmkmx for some Ji, ... , fm E D. Because 

ord(knx) = l, then we must have that ord(fi) = 0 for all k But then kn E 

Span(k1, ... , km), contradicting linear independence. We deduce now that kn+I·'E </. 

(k1x, ... , knx) for all n EN. But then (k1x) s;; (k1x, k2x) s;; ... is an ascending chain 

of ideals in D, a contradiction because D was assumed to be Noetherian. 

( ¢::) Now we suppose [K : F] is finite. As such, F i;; K is an algebraic extension. 

Hence, K s;; D => K[[x]] i;; D. But because K[[x]] is integrally closed, then D i;; 

K[[x]J. Now knowing that D = K[[x]], it follows from Theorem 2.2.27 that xK[[x]] is 

the unique nonzero prime ideal of D. Because [K: F] is finite, then we let {k1 , ... , kn} 

be a basis for K over F. Let kx E xK[[x]l. Then k = fik1 + ... + fnkn for some 

Ji, ... , fn E F. So k1x = fik1x + ... + fnknx. It is now obvious that xK[[x]J = 

(x, k1x, k2x, ... , knx). Having shown every prime ideal of D is finitely generated, 

Theorem 2.1.5 tells us that D must be Noetherian. D 

Example 2.2.29. Let Q be the algebraic closure of Q and note that Q s;; Q is 

an infinite field extension. Then D = Q + x(Q[[x]J must be non-Noetherian by 

Theorem 2.2.28. Observe further that Q[[x]] = D. Thus, the integral closure of 

a non-Noetherian domain can be Noetherian. 

From our previous theorem it is evident that JR+ xC[[x]] is Noetherian. Thanks 

to Nagata, it is well known that the integral closure of a Noetherian domain need not 

be Noetherian [13]. In turn, the integral closure of a non-Noetherian domain may be 

Noetherian. 
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Recalling that every Noetherian domain is atomic, we can use Theorem 2.2.28 

to produce examples of Noetherian domains which contain no primes. Using the 

notation from Theorem 2.2.28, we see that if F s;;; K and K is finite, then D will 

admit only finitely many atoms, none of which are prime. If F is finite and K is the 

algebraic closure of F, then D will admit infinitely many atoms, none of which are 

prime. 

2.3. Krull Dimension 

We now begin to look at Krull dimension. In a certain sense, Krull dimension 

gives us a way of measuring the size of a ring. In Chapter 5 we will be presenting a 

generalization of Krull dimension and much of the material presented here serves a 

good pedagogical role. To get our feet wet and to motivate some of the ideas in later 

chapters, we opt for the traditional approach. 

Definition 2.3.1. A chain of prime ideals of form P0 s;;; Pi s;:; ... s;:; Pn in a ring R 

is said to have length n. The Krull dimension of R, denoted dim(R), is defined to 

be the supremum taken over all such possible chains. If this supremum is finite, then 

R is said to finite dimensional. Otherwise, R is said to be infinite dimensional. 

It is obvious that a domain D is 0-dimensional if and only if D is a field. 

Moreover, if Dis non-field domain, then we could rephrase Theorem 2.1.3 by saying D 

is a PID if and only if Dis both a UFD and 1-dimensional. In particular, dim(Z) = 1. 

Also, dim(Z[x]) ;:::: 2 because O s;:; (x) s;:; (2,x) is a chain of prime ideals in Z[x] of 

length 2. To see an example of an infinite dimensional domain, let F be a field and 

consider the polynomial ring F[x1 , x 2 , .• . ]. This ring is infinite dimensional because 

(xi) s;:; (xi, x2) s;:; ... is an infinite chain of prime ideals. However, rings may be 

infinite dimensional without having any infinite chains of primes. Indeed, Nagata 

showed this with his construction of an infinite dimensional Noetherian ring. This is 
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the reason for using supremum in the definition. Further, one should not be misled 

by the definition into thinking that all chains of primes are even countable. 

Observe that as a consequence of the prime correspondence in Theorem 1.4.8 and 

Theorem 1.5.2, it is easily shown that dim(Rs) ~ dim(R) and dim(R/ I) ~ dim(R). 

Many authors define the notions of the height and depth of a prime in terms of 

dimension. It is said that given P E Spec(R), then the depth of P, denoted d(P), 

is given by d(P) = dim(R/ P). Further, the height of P, denoted by ht(P), is 

defined as ht(P) = dim(Rp ). Because of prime correspondence, note that ht(P) is 

the supremum taken over all lengths of chains of primes that contain P and d(P) is 

the supremum taken over all lengths of chains of primes contained within P. Using 

prime correspondence it is not difficult to prove the following useful theorem. 

Theorem 2.3.2. If R is ring, then dim(R) = sup{ht(M)IM E Max(R)}. Equiva­

lently, dim(R) = s·np{dim(RM)IM E Max(R)}. 

We now examine GU and INC as they relate to Krull dimension. 

Theorem 2.3.3. {11] Suppose the ring extension R ~ T is GU. Then dim(R) < 

dim(T). In particular, if R is infinite dimensional, then so is T. 

Proof. Suppose Po s; P1 s; ... s; Pn is a chains of primes in R. By GU, we are 

guaranteed the existence of a chain of primes Q0 s; Q1 ... s; Qn where each Qi lies 

over Pi. Thus, the existence of a chain of primes of length n in R implies the existence 

of a chain of primes of length n in T, i.e., dim(R) ~ dim(T). D 

Theorem 2.3.4. {11/ Suppose the ring extension R ~ T is INC. Then dim(R) > 

dim(T). 

Proof Suppose Q0 s; Q1 s; ... s; Qn is a chain of primes in T and let Pi E Spec(R) 

be given by Pi = Qin R. Then we have a chain of primes P0 ~ Pi ~ ... ~ Pn in 
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R. By INC, Qi and Qi+l cannot lie over the same prime in R. Thus, each Pis; Pi+l· 

This means that given a chain of length n in T, we must also have a chain of length 

n in R. So dim(R) 2: dim(T). D 

The following theorem is one of the most important in the annals of dimension 

theory. One might summarize it by saying "Krull dimension is preserved in integral 

extensions". One can find extremely similar statements as that in Theorem 2.3.5 in 

any number of books on commutative algebra such as [4], [7], or [11] . However, the 

difference between our statement and those found elsewhere can be found in the last 

sentence of the theorem. This difference is one of the primary motivations for the 

work we will see in Chapter 4 and is the reason we provide no citation. 

Theorem 2.3.5. Suppose R ~ T is an integral extension. If dim(R) is finite, then 

dim(R) = dim(T). If R is infinite dimensional, then so is T. 

Proof Integral extensions are GU and INC. BY GU, if R is infinite dimensional, 

then T is, as well. So assume R is finite dimensional. By GU and INC, we have 

dim(R) :S dim(T) :S dim(R) and we are done. D 

We now briefly consider dimension behavior in polynomial extensions. First, 

observe that if R is a ring and P E Spec(R), then P[:r] and (P, x) are both primes 

in R[x] that lie over P. In other words, the extension R s; R[x] is LO. Thus, if 

R is infinite dimensional, then so is R[x]. Also, if R is finite dimensional, then 

dim(R) < dim(R[x]). That this is true in the case R is a domain is obvious. For 

the more general case, suppose dim(R) = n and P0 s; Pi s; ... s; Pn is a chain 

of primes in R. Then we have a chain of primes of length n + 1 in R[x] given by 

P0 [x] s; Pi[x] s; ... s; Pn[x] s; (Pn, x). We conclude that in the finite dimensional 

case, we always have dim(R[x]) 2:: dim(R) + 1. Of course, if R is a field, then 

R is a field and R[x] is a PID. So it possible that equality is attained. It is also 
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possible dim(R[x]) > dim(R) + 1. The next theorem helps us construct bounds on 

the dimension of a polynomial extension. 

Theorem 2.3.6. /7] Suppose Q1 £; Q2 £; Q3 is a chain of primes in R[:r]. Then 

Q1 n R s;; Q3 n R. 

Put another way, the previous theorem states that no more than two primes of 

a polynomial ring can lie over the same prime in the base ring. It follows that given 

a chain of primes in a ring R of length n, then any chain of primes in R[x] whose 

elements lie over the chain in designated in R can have length no greater than 2n+ 1. 

Thus if dim(R) = n, then n + l ::; dim(R[x]) ::; 2n + 1. Further, it has been shown 

that given any n E N and any m E N with n+ l ::; m ::; 2n+ 1, then there exists a ring 

R such that dim(R) = n and dim(R[x]) = m. The dimension behavior of polynomial 

extensions of Noetherian rings are extremely nicely behaved. The following theorem 

is established in [7]. We point out that this nice behavior is not limited to Noetherian 

rings. 

Theorem 2.3. 7. If R is Noetherian, then dim(R[x]) = dim(R) + 1. It follows from 

the Hilbert Basis Theorem that dim(R[x 1 , ... xn]) = dim(R) + n. 

It should also be noted that the dimension behavior of power series extensions 

of Noetherian rings are as nicely behaved as their polynomial extensions. In [4] it is 

shown that if R is a Noetherian ring and P E Spec(R) with a basis of n elements, 

then ht( P) = n. As every prime is finitely generated, it follows that every prime ideal 

has finite height. In particular, every maximal ideal has finite height. 

Remark 2.3.8. If Dis an infinite dimensional UFD, then D must admit a ht-1 prime 

which is necessarily generated by a prime element. It is not immediately clear that 

D must admit a ht-2 prime. We again caution the reader against the temptation into 

thinking that primes always line up nicely as might be suggested in the definition of 
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Krull dimension. Put another way, given a chain of primes ascending from a given 

prime ideal, there is no guarantee that this chain is well-ordered. We will soon see 

that such examples are not so difficult to generate. However, none of these examples 

involve UFD's. Thus, we think it would be interesting to find an example of a UFD 

which does not admit a ht-2 prime. We further note that it would be curious to find an 

example of a 2-dimensional UFD that is non-Noetherian. Should it be demonstrated 

that every 2-dimensional UFD is Noetherian, then we might conjecture that every 

finite dimensional UFD is Noetherian. 

2.4. Almost Integrality 

As the name suggests, the idea of almost integrality is a generalization of 

integrality. It will be seen that almost integrality is a non-Noetherian notion. That is, 

integrality and almost integrality collapse into the same meaning under the Noethe­

rian condition, as is shown in Theorem 2.4.5. In addition, almost integrality is a good 

tool by which we can quickly construct GCD domains that fail to be UFD's. Let us 

proceed with the definitions we need. 

Definition 2.4.1. Let D be a domain with quotient field K. We say that an element 

k E K is almost integral over D if there exists some r E D* such that knr E D for 

all n E N. Moveover, the collection of elements of K that are almost integral over D 

is called the complete integral closure of D, denoted C(D). If D = C(D), then 

we say that D is completely integrally closed. 

Example 2.4.2. Let D be a domain with quotient field Kand let R = D + xK[x]. 

Then every element of K is almost integral over R. 

Note in the previous example that if D-=/- K, then we can easily see that almost 

integral elements need not be integral. As the name suggest, every integral element 

is almost integral. 
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Theorem 2.4.3. /7/ Let D be a domain. Then D ~ C(D). 

Proof. Suppose t E D and let m EN. Write tn + rn_ 1tn-l + ... + r 1t + r0 = 0 where 

each r; ER. By Theorem 2.2.2 we know that tm E R[t1 , ... ,tn- 1]. Since t EK, 

then we may write t = i for some a, b E R. Thus, tbn, t 2bn, ... , tn-lbn E R. Since 

tm E R[t 1 , ... , tn-l], then we may write tm = So+ sit+ s2t2 + ... + Sn-11,n-l and so 

tmbn = s0 bn + s 1(tbn) + s2 (t 2bn) + ... + Sn-i(tn- 1b") ER and we are done. D 

One clear consequence of Theorem 2.4.3 is that any domain that is completely 

integrally closed is automatically integrally closed. Happily, the nicest rings in fac­

torization are completely integrally closed. 

Theorem 2.4.4. /11} Every UFD is completely integrally closed. 

Proof. Suppose O is a UFO with quotient field K and assume t E K is almost integral 

over 0. Chooser E D* such that tmr E D for all m E N. We write t = i for some 

a, b E D. Further, since every UFO is a GCO domain, then it can be assumed that 

[a, b] = 1. Now if r E U(D), then we are done. So we assume r (/. U(D). By 

Theorem 2.1.1, we let r =PI··· Pn be a prime factorization. It now suffices to show 

that b E U(D). Letting tmr = dm, then we see that amr = dmbm. Since [a, b] = 1, then 

from Theorem 2.1.19 we know that bmlr for all m. If b (/. U(D), then by Theorem 2.1.1 

there exists some prime 7r E D that divides b. Hence, 1rn+1 IP1 · · · Pn, contradicting 

Theorem 1.1.7. D 

We have seen that every GCO domain is integrally closed. Thus, a quick way 

to find a GCO domain that fails to be a UFO is by finding a GCO domain that is not 

completely integrally closed. We will see in Theorem 3.3.4 that a valuation domain is 

completely integrally closed if and only if its Krull dimension is less than two. Thus, 

any two dimensional valuation domain will do the trick. 
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In the introduction we stated that Noetherian domains cannot distinguish be­

tween the ideas of integrality and almost integrality. We establish this fact now. 

Theorem 2.4.5. /7/ Let D be a Noetherian domain. Then D = C(D). 

Proof. Let D be a Noetherian domain with quotient field K. We already know from 

Theorem 2.4.3 that integral implies almost integral in any domain. Hence, we need 

only demonstrate the converse. Let k E K be almost integral over D and choose 

a nonzero r E D such that knr E D for all n. Say knr = Xn· Then we always 

have the ideal containment (xi, ... ,xm) ~(xi, ... ,Xm+i). Because Dis Noetherian, 

then .'Tn+i E (.ri, ... ,.rn). Thus, kn+lr = ai(rk) + a2(rk2) + ... + an(rkn) for some 

D 

Some of the properties of integrality carry over into the world of almost inte­

grality. We saw in Theorem 2.2.4 that the integral closure of a domain is a ring. The 

same is true of complete integral closures. 

Theorem 2.4.6. The complete integral closure of a domain is a ring. 

Proof. Let K be the quotient field of a domain D and suppose ki, k2 E K are almost 

integral over D. Choose nonzero ri, ri E D such that kfri, k2r 2 E D for all n. Then 

(kik2)n(rir2) E D, i.e., kik2 is almost integral over D. Lastly, (ki + k2)n(rir2) = 

(I:;~=O zik~-ik!i)(rir2), where each zi E Z. Since k~-iri, k;r2 E D, then it follows that 

ki + k2 is almost integral over D and we are done. D 

Complete integral closures also have an answer to Theorem 2.2.7. 

Theorem 2.4. 7. Let D be a domain and suppose T is a completely integrally closed 

averring of D. Then C(D) ~ T. 

Proof. Letting K be the quotient field of D, assume k E K is almost integral over D. 

Then there exists a nonzero r E D such that knr E D for all n. As D ~ T, then 
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r, knr E T. Hence, k is almost integral over T, as well. As T is completely integrally 

closed, then we have k E T and we are done. D 

Theorem 2.4.8. Suppose Dis a domain with quotient field K. Then R = D + xK[x] 

and T = D+:r:K[[:r]] are integrally closed if and only if Dis integrally closed. Further, 

R and T are completely integrally closed if and only if D = K. 

Proof. We begin with the first statement of the theorem and show that R is integrally 

closed if and only if D is integrally closed. 

(::::}) We assume R is integrally closed and let k E D. Then k E R. As R is 

integrally closed, then k E R. Thus, k E D and so D = D. 

( ¢::) Let us assume D is an integrally closed domain with quotient field K =/- D. 

Because K[x] is an integrally closed overring of R, then from Theorem 2.2. 7 we know 

that R C K[x]. Assume now O =/- f E R and write J = Jo+ k1 x + k2x2 + ... knxn, 

where Jo E D and each ki E K. Because J E R, then it is easily verified that Jo E D. 

But because D is integrally closed, then we must have that Jo E D. Thus, R is 

integrally closed. 

We now show that R is completely integrally closed if and only if D = K. 

(::::}) We assume R is completely integrally closed and let k E C( D). Then 

k E R =? k E D. So K = D. 

( ¢::) If K = D, then R = K[x], which is a PID. As every PID is a UFD, we 

quote Theorem 2.4.4 to finish. 

To verify the claims of the theorem with respect to T, simply mimic the argu-

ments above. D 

Remark 2.4.9. It has been pointed out that Krull dimension is preserved in integral 

extensions. It therefore seems natural to ask whether or not Krull dimension is 

preserved in the complete integral closure of a ring. In light of Theorem 2.4.8, the 

answer is clearly no. Indeed, since K[x] is a PID, then K[x] is completely integrally 
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closed. By Theorem 2.4.7 it follows C(R) ~ K[x]. Moreover, since every element of 

K ~ C(R), then Theorem 2.4.6 implies that K[x] ~ C(R). Hence, K[x] = C(R). As 

K[x] is a PID, then we see that the complete integral closure of R is one-dimensional. 

However, if Pis a nonzero prime ideal in D, then O £; xK[x] £; (P, xK[x]) is a chain 

of primes in R of length 2, i.e., dim(R) > l. As an added observation, we note that 

if R is integrally closed but not completely integrally closed, then R must fail to be 

Noetherian. Of course, we might have deduced that R is non-Noetherian by simply 

observing that the ideal xK[x] is not finitely generated. 

Here is another application of some these ideas. 

Example 2.4.10. Let i = A and D = Z[2i]. We wish to show C(D) = Z[i]. 

First, since i is integral over D and Dis a ring, then Z[i] ~ D. Also, Z[i] is integrally 

closed. By Theorem 2.2.7 it follows that D ~ Z[i] and so D = Z[i]. By the Hilbert 

Basis Theorem, Z[x] is Noetherian. We can therefore realize Z[i] as a homomorphic 

image of a Noetherian ring, making Z[i] Noetherian. By Theorem 2.4.5 it follows that 

Z[i] is completely integrally closed. Now Theorem 2.4.7 assures us that C(D) ~ Z[i]. 

Note further that 2i, -2, -2i, 2 E D. Thus, 2in E D => i E C(D). Theorem 2.4.6 

guarantees that C(D) is a ring. Thus, because Z ~ C(D) and i E C(D), then 

Z[i] ~ C(D), as desired. 

We saw in Theorem 2.2.20 that a polynomial extension of an integrally closed 

domain is integrally closed. Conspicuously absent is the determination of whether 

or not integral closure is preserved in power series extensions. Later we will show 

that it is quite easy to find examples showing that this need not be the case. Now 

because the complete integral closure of a domain contains its integral closure, it is 

clear that the property of being completely integrally closed is stronger than that of 

being merely integrally closed. Our next result is illustrative of this fact. 
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Theorem 2.4.11. /7/ Let D be a domain. The following are equivalent: 

a) D is completely integrally closed 

b) D [ x] is completely integrally closed 

c) D[[x]] completely integrally closed 

Proof. a) ==> b) Let T be the complete integral closure of D[x] and note that Theo­

rem 2.4.7 assures us Ts:;; K[x] since K[x] is completely integrally closed. Now let us 

say f = ko+k1x+ ... knxn ET and let O #- r E D[x] such that rr E D[x]. If xlr, then 

T = :r}(ro + T1X + ... Tn.r,"'), where ro #- 0. Hence, for= (ffl.Tt)(ro + r1X + ... Tnxn) E 

D[x]. This means k0xtr0 E D[x] ==> k0r0 E D. Thus, there is no loss in generality in 

assuming x fr. We know k0 E C(D) =;, ko E D. Because D S:: T and T is a ring, 

then f - k0 = k1x + k2x 2 + ... knxn E T. Using similar logic, we argue that k1 E D. 

Continuing inductively we get k0 , k1 , ... kn ED and so f E D[:r]. 

a) =;, c) We let T be the complete integral closure of D[[x]]. To obtain what 

we need it will suffice to show that T S:: K[[x]] because upon doing so we can argue 

inductively as in the previous paragraph. Now since D[[x]] S:: K[[x]], then we must 

have that T s:;; K((x)), the quotient field of K[[x]]. Because D[[x]] S:: K[[x]], then 

any element in T must also be almost integral over K[[x]]. Being a UFD, K[[x]] is 

completely integrally closed. Thus, Ts:;; K[[x]] and we are done. 

The implications b) =;, a) and c) ==> a) are clear. D 

It is well know that if D is a UFD, then D[[x]] need not be a UFD. However, 

Theorem 2.4.4 and Theorem 2.4.11 assure us that a power series extension of a UFD is 

completely integrally closed. All the more so we know that any power series extension 

of a UFD must also be integrally closed. 

As an added observation, let us imagine that R is an integrally closed Noetherian 

domain. Then R[[x]] is also Noetherian and completely integrally closed. We will see 
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later how power series extensions of GCD domains need not be integrally closed. 

Therefore, any such GCD domain must not only fail to be Noetherian, but they 

cannot even be atomic. 

2.5. Branched Primes 

In Chapter 3 we are going to find some important uses for the notion of branched 

prime ideal. Before giving the definition we need, let us recall that an ideal Q in a 

ring R is said to be primary if, given a, b E R and ab E Q, then either a E Q or 

bn E Q for some n E N. Moreover, it will be recalled that if Q is primary in a ring 

R, then JQ E Spec(R). In this event, if we designate P = JQ, then we say that Q 

is P-primary. 

Definition 2.5.1. Let R be a ring and P E Spec(R). We call P branched if there 

exists a P-primary ideal other than P itself. 

It is obvious from this definition that the zero-ideal of any domain is never 

branched. However, if a ring has zero-divisors, a minimal prime may or may not 

be branched. For example, in Z/4Z, (2 + 4Z) is an unbranched prime. However, in 

Z/8Z, (2 + 8Z) is branched. Here is another way to find branched primes. Given a 

ring R and P E Spec(R), it is not difficult to show that P = ffn for any n E N. 

Hence, so long as pn i= P, then P would be a branched prime of R. In particular, 

any nonzero prime ideal in a PID would have to be branched. We will prove that 

every nonzero prime ideal in a Noetherian domain is branched. Further, if V is any 

finite-dimensional valuation domain, then every nonzero prime ideal is branched. In 

due course, we are going to present a result which characterizes branched primes 

in valuation domain's and this characterization will allow us to characterize what it 

means to be a branched prime in any Priifer domain. This characterization will also 

allow us to easily produce examples of rings with unbranched primes. But before 

55 



we do any of this and because the notion of a branched prime is defined in terms of 

primary ideals, we are going to run through some facts regarding primary ideals. We 

begin with a useful characterization of primary ideals. 

Theorem 2.5.2. /10/ Let Q and P be ideals in a ring R with PE 5pec(R). Then Q 

is ?-primary if and only if 

a) Q s;:; P ~ -IQ; and 

b) if ab E Q and a (j. Q, then b E P 

Proof. ( =>) We assume Q is ?-primary. Then certainly Q ~ P = -IQ. So suppose 

we have ab E Q with a (j. Q. Because Q is primary, it follows that bn E Q for some 

n EN. Hence, bn E P => b E P because PE 5pec(R). 

( ~) Assuming the conditions of the converse, we wish to show that Q is ?­

primary, i.e., we wish to show that Q is primary and -IQ = P. Suppose first that 

ab E Q with a (j. Q. Then a E P. But because P ~ -IQ, then we know b E -IQ. 

Hence, bn E Q for some n E N, making Q a primary ideal. To show that P = -IQ, 

we need only to prove -IQ~ P. So choose x E -IQ. Then xn E Q for some n E N. 

But then :r" E P => .r E P and we are done. D 

Here we present another useful tool. It states that localization commutes with 

radicals. 

Theorem 2.5.3. [1 OJ Suppose R is a ring, 5 s;:; R is multiplicatively closed, and 

I < R. Then J 5-1 I = 5- 1,JI. 

Proof. Suppose ; E 5- 1,/l with s E 5 and a E ,/I. Then a" E I for some n so 

that (;)n E 5-11. Hence, ; E J5- 1J. For the reverse containment, we assume 

~ E J5- 1 I. Then a:= i for some i EI and CT E 5. Hence, a"= i for some J. EI. 
s s a a 

It now follows that a"s' EI for some s' E 5 and so an(s't E I, as well. Write as'= k 
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and note k Ev/. We now have as's's = ks's =} (as's-ks)s' = 0::::} ~ = 8:, E s-1v7 
and we are done. D 

We are going to be making implicit use of the previous theorem on a number of 

occasions, particularly when we are localizing at a prime ideal. For example, given a 

ring R, PE Spec(R), and an ideal I ~ R, we can say v'Tf[;, = v/Rp. One should 

be careful here with notation. In the event that I Rp f. Rp, we cannot conclude that 

I ~ P. This does mean, however, that there is some ideal J ~ R such that J ~ P 

and J Rp = I Rp. For a more concrete illustration of this, let F be a field and consider 

the ring R = F[x,y]. Let P = xR and/= (x2 ,y)R. Then/ cJ;:. P but /Rp = x 2 Rp. 

Theorem 2.5.4. {10} Suppose f : R -t T is a ring epimorphism, J ~ T, and 

I = 1-1(J). Then the ideal I is primary in R if and only if J is primary in T. 

Further, if J is ?-primary, then I is 1-1(P) - primary. 

Proof. We begin by proving the first statement of the theorem. Assuming I is primary, 

we suppose ab E J with a~ J. Let x, y ER such that J(x) = a and J(y) = b. Then 

xy E / with x ~ I. Hence, yn E / for some n EN, which implies bn E J. Conversely, 

we assume J is primary and let x, y E R with xy E / and x ~ I. Then J(xy) E J 

and J(x) ~ J. So J(yn) E J =} yn E /. 

To establish the second statement of the theorem, we assume J is ?-primary. 

In particular, J is primary and so / is primary in R. Now vI = 1-1 ( v'J) = 1-1 ( P) 

and so we are done. D 

Theorem 2.5.5. Suppose His a primary ideal in a ring R, PE Spec(R), and H ~ P. 

If H Rp is P Rp - primary, then H is ?-primary. 

Proof. Because His primary, then we already know y'/{ E Spec(R) and soy'/{ Rp = 

JHRp E Spec(Rp). But JHRp = PRp. By correspondence, y'/{ = P. D 

57 



Our next three results are correspondence theorems. The first two are regard­

ing primary ideals in quotient rings and localizations. The third one characterizes 

branched primes in localizations. 

Theorem 2.5.6. Let D be a domain and P E Spec(D). Then there exists a 1-1 

correspondence between the set Si of primary ideals contained in P and the set S2 of 

primary ideals of the localization Dp given by Q H QDp. 

Proof. First, recall that every ideal of Dp is of form I Dp, where I s D. Secondly, 

assume Q E Si so that QDp < Dp. Now choose ...!!l!._ E QDp for some a, b E D 
~ s1s2 

and si,s2 E D - P. Then ...!!l!._ = .!L for some q E Q and s3 E D - P. Now 
s1s2 s3 

s3ab = sis2q E Q. Wishing to show QDp is primary, we assume -'!:.. d QDp so that 
s1 'F 

a (/: Q. Because a (/: Q, then s3b E v'Q ~ P. But s3 (/: P and so we must have 

b E v'Q. Hence, bn E Q for some n EN, whence ( .!!... )n E QDp. 
s2 

The argument in the preceding paragraph shows that if Q E Si, then Q D p E S2. 

With this fact in hand, it is obvious that¢: Si-+ S2 given by ¢(Q) = QDp is well­

defined. To show that¢ is monic, we assume QiDp = Q2 Dp for some Qi, Q2 E Si. 

Letting q E Qi, then we have q E Q2 Dp so that q = ~ for some q' E Q2 ands E Dp. 

Since ,IQ;~ P and s (/: P, then by Theorem 2.5.2 it follows that q E Q2. Similarly, 

Q2 ~ Qi and so Qi = Q2, i.e., ¢ is monic. 

We now show that ¢ is epic and choose QDp E S2, where Q2 S D. Let 

I = QDp n D. As I is an ideal of D and I ~ P, we wish to show I E Si. Assume 

a, b E D with ab E I and a (/: I. Then a (/: QDp, which forces bn E QDp n D. 

So I E Si and I ~ Q. Hence, I Dp ~ QDp. Now should we have q E Q, then 

q E QDp n D = I. So Q ~ I, whence QDp ~ I Dp. Therefore, QDp = ¢(I) and we 

are done. D 

Theorem 2.5.7. Let R be a ring and I S R. Then there is a 1-1 correspondence 

between the primary ideals of R that properly contain I and the primary ideals of R/ I 
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given by Q +-+ Q/ I. 

Proof. Assume Q is an ideal containing I. We first show that Q is primary in R if 

and only if Q / I is primary in R/ I. This will show that the map Q ~ Q / I is well­

defined and epic. Assuming Q is primary, we assume ab+ I E Q / I and a + I r/:. Q /I. 

Then ab E Q and a (/:. Q. Since Q is primary, then bn E Q for some n. Hence, 

bn + I E Q /I, making Q / I primary in R /I. Conversely, assume Q / I is primary in 

R/ I and let 7f : R ~ R/ I be the natural projection. By Theorem 2.5.4 it follows that 

Q = n- 1(Q/J) is primary. 

To show that the map is monic, simply observe that if Q1 / I 

Q1 = 7f-l(Qi/ I)= 7f-l(Q2/ I)= Q2. 

Theorem 2.5.8. Let R be a ring and P E Spec(R). Then there exists a 1-1 

correspondence between the set 8 1 of branched primes contained in P and the set 

S2 of branched primes in Rp given by Q +-+ QRp. 

Proof. As a result of prime correspondence in localizations, it will be enough to 

show that Q E S1 if and only if QRp E S2 . Suppose first Q E S1 . Then there 

exists a Q-primary ideal J distinct from Q. By correspondence, J Rp is primary and 

JRp ~ QRp. Further, JJRp = v]Rp = QRp and so QRp E S2 . 

Conversely, assume Q Rp E S2 for some prime ideal Q ~ P. Let J Rp be a 

QRp-primary ideal distinct from QRp. We may make the added assumption that 

J ~ Q. Because J Rp ~ QRp, then J ~ Q. Since J Rp is QRp-primary, then by 

Theorem 2.5.5 we know J is Q-primary. Hence, Q E S1 . D 

Theorem 2.5.9. Let D be a quasi-local domain with nonzero maximal ideal M. Then 

every ideal of D is M-primary if and only if dim(D }=1. 

Proof. If every nonzero ideal of Dis M-primary, then there can be only one nonzero 

prime ideal because the radical of any ideal is the intersection of the primes containing 
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it. For the converse, choose a nonzero I :S D. Because dim(D) = 1 and D is quasi­

local, then vi = M. Hence, we wish only to show that I is primary. Suppose ab E / 

with a (/:. I. By Theorem 2.5.2 it suffices to show b E M. If b (/:. M, then we must 

have b E U(D). But then ab E /::::} a E /, a contradiction. D 

Definition 2.5.10. Let R be a ring and Q, P E Spec(R). We say Q and P are 

adjacent primes if there is no prime lying properly between them. If Q and P are 

adjacent primes, we may also call them adjacent neighbors. 

Theorem 2.5.11. Suppose R is a ring and P E Spec(R). If there exists some 

Q E Spec( R) such that Q £; P is a chain of adjacent primes, then P is branched. 

Proof. If Q £; P are adjacent primes, then Rp/QRp is 1-dimensional and quasi­

local. By Theorem 2.5.9 it follows that PRp/QRp is branched. Thus, we may let 

!Rp/QRp be a PRp/QRp-primary distinct from PRp/QRp for some ideal/£; P. 

From Theorem 2.5.7 we have that I Rp is P Rp-primary. Now use Theorem 2.5.5 to 

conclude that I is ?-primary. Since I £; P, we then know that P is branched. D 

The hypotheses in Theorem 2.5.11 may seem a little strange at first, but we 

will soon find examples of rings that admit primes having no immediate predecessors. 

Also, we will soon find examples of rings which admit chains of primes which are 

not only infinite but are uncountable. Moreover, if R is any Noetherian ring with 

d'irn(R) > 0, then every prime admits an adjacent neighbor. It seems natural to 

wonder whether or not there exists a ring in which all of the prime ideals admit no 

immediate predecessors. Our next result answers this question. 

Theorem 2.5.12. Let R be a ring such that dim(R) > 0. Then R admits a chain of 

adjacent primes. 

Proof. Let x E R* - U(D) and let ME Max(R) such that x E M. If MRM is 

finite dimensional, then by prime correspondence we are done. So we assume IV! RM 
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is infinite dimensional. Now let S = {s, s2 , s 3 , ... } and note that Sis multiplicatively 

closed in RM. By Theorem 1.4.1 we let P RM E Spec( RM) such that P RM is maximal 

with respect to missing S. By correspondence, it then follows that PR s;; (P,s)R ~ 

MR. By maximality of P and prime correspondence, there does not exist a Q E 

Spec(R) such that P s;; Q ~ (P, s). Now let O' be the set of prime ideals contained in 

M and that contain S. We partially order O' by saying P1 :S P2 whenever P2 ~ P1. 

Letting (Ci)A be a chain in O', note that nA Ci E (J'. By Zorn, we may letµ be maximal 

in O'. Then P s;; ( P, s) ~ µ. Suppose now T E Spec( R) such that P ~ T ~ µ. If 

s i T, then by maximality of P we would have that P = T. If s E T, then by 

maximality of JL we would have that T = JL. Hence, P s;; JL is a chain of adjacent 

primes . 0 

. Theorem 2.5.13 is a sharpening of Theorem 2.5.12 in that we can find adjacent 

primes "between" any two distinct and comparable primes. 

Theorem 2.5.13. Let R be a ring and let Q s;; P be a chain of primes in R. Then 

there exist adjacent primes Q' s;; P' such that Q ~ Q' s;; P' ~ P. 

Proof. First, note that D = (R/Q)(P/Q) is a ring. Now every prime ideal in D is of 

form (T /Q)P/Q, where Q ~ T ~ Q is a chain of primes in R. Now use Theorem 2.5.12 

to find a chain of adjacent primes in D given by (Q'/Q)(P/Q) s;:; (P'/Q)(P/Q)· By 

correspondence, we then have that Q ~ Q' s;; P' ~ P, as desired. 0 

An immediate consequence of Theorem 2.5.11 and Theorem 2.5.12 is that every 

ring that is not zero-dimensional admits a branched prime. In particular, given any 

chain Q s;; P of primes in a ring R, then there exists a branched prime T such 

that Q s;; T ~ P. It is also clear from Theorem 2.5.13 and Theorem 2.5.11 that if 

R admits an infinite chain of primes, then R must also admit an infinite chain of 

branched primes. 
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Our next result gives us a means of producing a wealth of examples of branched 

prime ideals. In particular, it becomes evident that every nonzero prime ideal in a 

finite dimensional domain is branched. 

Theorem 2.5.14. Suppose R is a finite dimensional ring and P E Spec(R) is non­

minimal, i.e., ht(P) > 0. Then Pis branched. 

Proof. Since R is finite dimensional, then Rp is both finite dimensional and quasi­

local. Now since dim(Rp) < oo, then we can let Q <; P be adjacent primes in R. 

By Theorem 2.5.9, every nonzero ideal of Rp/QRp must be PRp/QRp-primary. Let 

I Rp/QRp be a nonzero non-maximal ideal with Q <; I <; P. Then I Rp/QRp is 

P Rp / Q Rp-primary. By correspondence, I Rp is P Rp-primary. Again, by correspon­

dence we know that I Rp = M Rp for some primary ideal M :S R such that M ~ P. 

As I Rp <; P Rp, then we must have M <; P. We now know M is a P-primary ideal 

distinct from P, i.e., P is branched. D 

The previous theorem shows how easily we can produce examples of branched 

primes. We have only to turn to finite dimensional rings. But it opens the door to 

an even greater wealth of examples than what might at first be evident. 

Theorem 2.5.15. Suppose R is a ring such that O < ht(M) < oo for all M E 

Max( R). Then every non-minimal prime ideal of R is branched. 

Proof. Suppose P E Spec(R) is non-minimal. As P is contained in some maximal 

ideal of finite height, then we know Rp must be finite dimensional. Since P Rp is 

non-minimal and Rp is finite dimensional, then from Theorem 2.5.14 it follows that 

P Rp is branched. By correspondence, P must be branched in R. D 

We now know that every non-minimal prime ideal in any finite dimensional ring 

is branched. Further, because every maximal ideal in a Noetherian ring has finite 
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height, then every non-minimal prime in a Noetherian ring must be branched. Because 

Noetherian rings can be infinite dimensional, then we can easily produce examples of 

infinite dimensional domains in which every nonzero prime ideal is branched. It also 

follows from these observations that any ring which admits a non-minimal unbranched 

prime must be infinite dimensional and non-Noetherian. Additionally, we point out 

that it is possible to produce examples of infinite dimensional valuation domain's 

where every nonzero prime ideal is branched. Further, we can produce examples of 

infinite dimensional valuation domain's which admit prime ideals Pn and Qn such 

that ht(P) = n = depth(Q) for all n E N. It is not so difficult to produce such 

examples with the aid of groups of divisibility, which will be examined in Chapter 3. 

We put off producing these example until then. 

We now characterize branched primes in a valuation domain. 

Theorem 2.5.16. /7/ Let V be a valuation domain and O =/- P E Spec(V). The 

following are equivalent: 

a) Pis branched; 

b) There exists an ideal A :=:; V such that A ~ P and JA = P; 

c) P is the radical of a principal ideal; 

d} P is not the union of the set of primes of V properly contained in P; 

e) There exists a prime ideal M ~ P such that M and P are adjacent. 

Proof. a) * b) Clear. 

b) * c) Let x E P - A. Then A ~ xV ~ P * P = JA ~ v'xV ~ P, i.e., 

P=\lxV. 

c) * d) Suppose P = xV for some x E P and let S = {Q E Spec(V)IQ ~ P}. 

Then x (/:. LJQES Q and LJQES Q E Spec(V). So LJQES Q ~ xV ~ P. 
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d) =} e) This is obvious because the prime ideals of a valuation domain are 

linearly ordered by inclusion. 

e) =} a) Suppose M E Spec(V) such that M £: P and M is adjacent to P. 

Then dim(Vp/MVp) = l. Let QVp/MVp be a nonzero nonmaximal ideal and let 

1r: Vp-----f Vp/MVp be the natural projection. ByTheorem2.5.14weknowQVp/MVp 

is PVp/MVp-primary. Letting L = 1r- 1(QVp/MVp), we have MVp £: L £: PVp. Now 

we can use Theorem 2.5.4 to deduce that L is PVp-primary. Theorem 2.5.6 assures 

us L = HVp for some primary ideal H <;:;; P. As L £: PVp, then H £: P. Now quoting 

Theorem 2.5.5 we see that H is ?-primary, from which it follows from the definition 

that P is branched. D 

In Chapter 3 we are going to be exploring groups of divisibility. Among other 

things, we can use these groups to easily produce examples of valuation domain's with 

interesting properties. So for now let us make the assumption that we can produce 

an example of an infinite dimensional valuation domain with the property that every 

nonmaximal prime ideal has finite height. Then the maximal ideal M of this ring 

must be unbranched and Theorem 2.5.16 makes the verification of this quite simple. 

Indeed, letting P £: M be a chain of primes in this valuation domain, we know that 

ht(P) < oo. Thus, there must exist some Q E Spec(V) such that P £: Q £: M. This 

means there is no prime adjacent to M, making M unbranched. On the other hand, 

using groups of divisibility we can construct examples of valuation domain's in which 

the only unbranched prime ideal is the zero-ideal. One way to do this would be to 

construct our valuation domain in such a way that the zero ideal is the only prime that 

does not have finite depth. Moreover, we can use these groups to construct examples 

of valuation domain's such that for any given n E N, then there exists a valuation 

domain with precisely n unbranched primes. Pushing a little further, we can produce 

examples of valuation domain's whose branched primes form an infinitely countable 
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set while the set unbranched primes is uncountable. 

Now, having characterized the branched primes of a valuation domain, we 

can use Theorem 2.5.16 to characterize the branched primes of Priifer domains. 

This should not be too surprising given the intimate connections between valuation 

domain's and Priifer domains. It is interesting to compare and contrast the following 

theorem to Theorem 2.5.16 given that we have widened our scope from valuation 

domains to the class of Priifer domains. The proof of this theorem highlights the 

strong ties between Priifer domains and valuation domain's. 

Theorem 2.5.17. /1/ Suppose D is a Priifer domain and O =J P E Spec(D). The 

fallowing are equivalent: 

a) P is branched; 

b) There exists an ideal A £: P such that vA = P; 

c) P is a minimal prime of a principal ideal; 

d) P is a minimal prime of a finitely generated ideal; 

e) P is not the union of the primes properly contained in P; 

f) There exists a prime ideal M £: P such that M and P are adjacent. 

Proof. a) ::::;, b) Clear. 

b)::::;, c) Choose a E P - A. Then ADp £: aDp s:;; PDp. Suppose Q E Spec(D) 

such that a E QD £: PD. Then aDp s:;; QDp s:;; PDp. But vA = P::::;, JADp = 

PDp. So ADp s:;; QDp, whence QDp = PDp. By correspondence, this forces Q = P. 

c) ::::;, d) Clear. 

d) ::::;, e) We now assume P is a minimal prime of a finitely generated ideal J. 

Since J is finitely generated in D, then J Dp is finitely generated in Dp. But Dp is a 
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valuation domain, whence JD p is principal. Hence, PD p is the radical of a principal 

ideal of Dp. Using Theorem 2.5.16 we can see that PDp is not the union of the 

primes properly contained in P Dp. By correspondence, it follows that P is not the 

union of the primes which it properly contains. 

e) =} J) This is clear upon observing that since D is Pri.ifer, then the primes of 

D contained in P must be linearly ordered by inclusion. 

J) =} a) Suppose we have a prime ideal M £; P such that Mand Pare adjacent. 

Then PVp must be branched. Thus, there exists a P Dp-primary ideal distinct from 

PDp. By correspondence and Theorem 2.5.5, there exists a ?-primary ideal distinct 

from P, i.e., Pis branched. 

D 
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CHAPTER 3. GROUPS OF DIVISIBILITY 

3.1. Partially Ordered Abelian Groups 

In this section we lay some groundwork which will allow us to streamline some 

of our arguments later on. We begin with the definition of partially ordered abelian 

groups. 

Definition 3.1.1. Suppose (C, +) is an abelian group and (C, :S) is a partially 

ordered set. We say C is a partially ordered abelian group (POAG) if the 

relation :S is compatible with the group operation of C, i.e., given any a, b, c E C 

with a Sb, then a+ c '.S b + c. If C is a POAG and (C, :S) is linearly ordered, then 

we say C is a linearly ordered abelian group (LOAG). 

Examples of such groups are easy to come by. Of course JR or any of its subgroups 

can be viewed as a LOAG. In fact, it is not difficult to show that any subgroup of 

a POAG is again a POAG with the inherited order. Letting C = Z EB Z, we define 

(a, b) :S (x, y) whenever a S x and b '.S y. Then C is a POAG but not a LOAG 

because we can find non-comparable elements, e.g., (1, 0) and (0, 1). In [7] it is shown 

that every torsion-free abelian group admits a linear ordering. It is also easy to see 

that every abelian group admits at least one partial ordering, namely, the trivial 

ordering, i.e., a :s; b if and only if a= b. In some cases, the trivial ordering is the only 

ordering that an abelian group admits. 

Theorem 3.1.2. Suppose C is a POAG. If G is a torsion group, then G admits only 

the trivial ordering. In particular, finite abelian groups can be partially ordered only 

via the trivial ordering. 

Proof. Suppose O < a in C. Then by compatibility of the group operation we must 

have that na > 0 for all n E N, a contradiction since C is a torsion group. Thus, 
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0 :S a =} 0 = a. Assume now that a :S b for some a, b E G. Then O :S b - a =} b - a = 

O=?a=b. D 

For the sake of simplicity we will assume that if G is an abelian group and 

H :S G, then 1r : G ----+ G / H always denotes the canonical projection. Further, if G 

is a POAG, then we will say G+ = {x E GJx 2: O}. Lastly, if G is an abelian group, 

then a positive subset of G is a subset P <;;;; G such that: 

a) 0 E P 

b) P n (-P) = {O} 

c) P + P <;;;; P. 

Theorem 3.1.3. /7/ Let G be an abelian group and P a positive subset of G. The 

relation :S given by a :S b if and only if b - a E P defines a partial ordering on G that 

is compatible with the group operation on G. 

Proof. Since OE P, then clearly as a for all a E G. Suppose as band b s a. Then 

a - b, b - a E P =} b - a E P n (-P) = {O} =} a = b. Assume now a s b s c so 

that b - a, c - b E P. Then c - a= (c - b) + (b - a) <;;;; P + P <;;;; P. So s is a partial 

ordering on G. To demonstrate compatibility of the relation with operation on G we 

takea, b, c E G with as b. We have b-a E P =} (b+c)- (a+c) E P =} a+c :S b+c, 

as desired. 

D 

Definition 3.1.4. Let S be a partially ordered set and H <;;;; S. We say that H is 

a convex subgroup of S if, given any h1 , h2 E H and s E S with h1 :S s :S h2 , then 

s EH. 

Theorem 3.1.5. /7/ Let G be a POAG, H s G, and 1r: G----+ G/H. Then 1r(G+) is 

a positive subset of G / H if and only if H is convex in G. 
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Proof. (::::}) Suppose 1r( G +) is a positive subset of G / H. Let h1, h3 E H and h3 E G 

such that h1 S h2 S h3. Then h2 - h1 ~ 0 and h2 - h3 S 0. So h2 - h1 +HE 1r(G+) 

and h2-h3+H E -1r(G+)· But h2-h1 +H = h2+H = h2-h3+H since h1, h3 EH. 

So h2 + H E 1r(G+) n (-1r(G+)) = {O + H} since 1r(G+) is a positive subset of G / H. 

Hence, h2 E H, as desired. 

( ¢::) Suppose H is convex in G. We wish to show that 1r( G +) is a positive 

subset of G / H. It is clear that 0+ H E 1r(G+) and 1r(G+) +1r(G+) ~ 1r(G+). Assume 

g +HE 1r(G+) n (-1r(G+)). Then p + H = g + H = n + H for some p E G+ and 

n E -G+. We now have g-p,g-n EH. Asp~ 0 and n :S 0, then g-p S g S g-n. 

Using the convexity of H we may conclude g E H. D 

The upshot of the previous two theorems is that we can regard the factor group 

G / H as a POAG whenever G is a POAG and H S G is convex. For the sake of 

clarity, let us describe the partial ordering on G / H precisely. We say a + H S b + H 

whenever b - a+ H E 1r( G +). For the remainder of the paper, we will require that for 

any convex subgroup Hof a POAG G, the factor group G/ His to be regarded as a 

POAG and the partial ordering will always be assumed to be that which is induced 

by 1r(G+)· Before moving further, we need the following terminology. 

Definition 3.1.6. Let G1 and G2 be POAG's and let ¢ : G1 --+ G2 be a group 

map. We say that ¢ is order-preserving if whenever a, b E G1 with a S b, then 

¢(a) S </J(b). If ¢ is both order-preserving and monic (epic), then we say ¢ is an 

order monomorphism (epimorphism). If ¢ is both order-preserving and an 

isomorphism, then we say G1 and G2 are order isomorphic and we denote this 

by writing G1 ~o G2. 

We remark that if G1 and G2 are POAG's and ¢ : G1 --+ G2 is an order­

preserving group map, then for the sake of brevity we will say that ¢ is an order 

homomorphism or an order map. It is easily verified that a composition of order 
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maps is again an order map. Moreover, if ¢ : G 1 ---+ G2 is an order map, then 

it may happen that ¢(a) = 0 even when a E G+. This does not contradict the 

definition because a 2: 0 and ¢(a) 2: 0. Also, while convexity is preserved 0under order 

isomorphisms, convexity need not be preserved under order monomorphisms. To see 

this, simply look at the inclusion map ::Z ---+ Q 

Example 3.1. 7. Let G1 = ::ZEB ::Z in the lexicographic order and let G2 = ::ZEB ::Z in the 

product order. Then as groups we have that G1 ~ G2 . However, G 1 ~ 0 G2 because 

G 1 is linearly ordered while G2 is not. 

Theorem 3.1.8. Suppose G and L are POAG 's and <jJ : G ---+ L is a group map. The 

following are equivalent. 

a) <jJ is order-preserving 

b) Whenever a E G+, then ¢(a) 2: 0. 

Proof. That a) implies b) is obvious. Conversely, assume that whenever a E G+, then 

¢(a) 2: 0. Suppose a ::; bin G. Then b - a E G+ => <jJ(b) - ¢(a) = <jJ(b - a) 2: 0, i.e., 

<jJ(b) 2: ¢(a). D 

Theorem 3.1.9. /7/ Let G be a POAG and H ::; G such that H+ = H n G+ =f. 0. 

The fallowing are equivalent: 

a) H is convex in G 

b) H+ is a convex subset of G+. 

Proof. That a) => b) is clear. Assuming the hypotheses of b), we let h1 , h2 E H and 

g E G such that h1 ::; g::; h2. Then O::; g - h1 ~ h2 - h1. Since h2 - h1 E H+, then 

g - h 1 E H+. In particular, g - h1, h1 E Hand so g E H. D 
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Our next theorem allows us to determine under what circumstances the natural 

projection G-+ C / H is order preserving. 

Theorem 3.1.10. /7/ Suppose H is a convex subgroup of a C, a POAG. Then the 

projection n : G -+ G / H is order-preserving. Further, given a, b E C, then a+ H :S 

b + H if and only if a :S b + h for some h E H. 

Proof. Suppose a, b E G with a :S b. Then b - a E G+ => b - a+ H E n(G+). 

This implies a + H :S b + H. Thus, 7f is order-preserving. We now prove the second 

statement of the theorem. We let a, b E G and wish to show a + H :S b + H if and 

only if a :S b + h for some h E H 

(=>) Suppose first that a+H :S b+H so that b-a+H 2'. H. Then b-a E n(G+) 

and we can say b - a+ H = p + H for· some p EC+. Now b - a - p = h for some 

h E H. We then conclude b 2'. b - p = a + h, as desired. 

( ~) Assume a :S b + h for some h E H. Then O :S b- a+ h, i.e., b - a+ h E G +. 

Hence, b-a+h+H E n(G+)· Thus, b-a+h+H 2'. H. But b-a+h+H = b-a+H 

since h EH. Hence, b - a+ HE n(C+) and so a+ H :Sb+ H. D 

Theorem 3.1.11. !JG is a LOAG and H :S G is convex, then G/ H is a LOAG. 

Proof. Suppose a+ H, b + H E G / H. Since G is a LOAG, then we may assume a :S b 

in G. As 7f: G-+ G/ His order-preserving, then a+ H = n(a) :S n(b) = b + H. D 

In dealing with branched primes and Krull dimension, we have already seen the 

power of correspondence theorems. Recall that in any group G with normal subgroup 

H, then there is a 1-1 correspondence between the subgroups of G which contain H 

and subgroups of G / H given by Q +--+ Q /I-!. Our next result is a correspondence 

theorem which characterizes convexity in partially ordered factor groups. 
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Theorem 3.1.12. Suppose G is a POAG and H '.S G is convex. Then there is a 1-1 

correspondence between the convex subgroups of G which contain H and the convex 

subgroups of G / H given by Q tt Q / H. 

Proof. Assume H '.S Q '.S G. From the remarks preceding the theorem, it suffices to 

show that Q / H is convex in G / H if and only if Q is convex in G. For the forward 

implication, we assume O '.S g '.S q for some g E G, q E Q. By Theorem 3.1.10 it 

follows that H '.S g + H '.S q + H. Now use the convexity of Q/ H to deduce that 

g +HE Q/ H, i.e., g E Q. That Q is convex now follows from Theorem 3.1.9. 

For the converse, we assume Q is convex in G and H '.S g + H '.S q + H for 

some q E Q. From Theorem 3.1.10 we know that O '.S g + hi and g '.Sq+ h2 for some 

hi, h2 E H. Thus, 0 :s:; g + hi '.S q + h2 + hi ~ -hi :s:; g '.S q + h2. Since Q is convex 

and contains H, then g E Q. Thus, g + H E Q/ H. The desired result now follows 

from Theorem 3.1.9. D 

If our next theorem were given a name, it would have to be "The First Isomor­

phism Theorem for partially ordered abelian groups". 

Theorem 3.1.13. Let G and L be POAG's and¢: G -TL an order epimorphism. 

Then Ker(¢) is convex in G and L ~ 0 G/Ker(cp). 

Proof. Suppose a '.Sb '.Sc for some a,c E Ker(¢) and some b E G. Then O = ¢(a) '.S 

cp(b) '.S ¢(c) = 0. Thus, b E Ker(¢), as desired. 

For the second part of the result, recall that the First Isomorphism Theorem 

for groups assures us that the group map g + Ker(¢) -7 ¢(g) describes a group 

isomorphism and so we need only show that this assignment is order-preserving. 

Assume a + Ker(¢) '.S b + Ker(¢) in G /Ker(¢). By Theorem 3.1.10 it follows that 

a '.Sb+ h for some h E Ker(¢). Hence, ¢(a) '.S cp(b+ h) = ¢(b) + ¢(h) = ¢(b) and we 

are done. D 
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For the next result we recall that a LOAG is Archimedean if, given any a, b E G 

with O < a < b, then there exists an n E N such that na > b. We will always assume 

Archimedean groups are nontrivial. It has been shown that every Archimedean LOAG 

is order isomorphic to an additive subgroup of R We will make implicit use of this 

fact frequently. Lastly, if there exists an order monomorphism of POAG's ¢ : H ---+ G, 

then we will say that G contains a copy of H. 

Theorem 3.1.14. Let G be a LOAG. Then G is Archimedean if and only if G does 

not contain a copy of the lexicographic sum ZEB Z. 

Proof. ( =}) This result follows from the fact that a subgroup of an Archimedean group 

is Archimedean and Z EB Z is clearly not Archimedean. 

( ¢=) We assume G is not Archimedean and that G contains Z EB Z. As G is 

not Archimedean, then there exist .T, y E G+ such that .T > ny for all n E N. Now 

consider the map ZEBZ---+ G given by (a, b) ---+ ax+by. That this map is a well-defined 

group map is easily verified. Suppose now (a, b) 2'. (0, 0). If a = 0, then b 2'. 0 and 

we have ax+ by= by 2'. 0. If a > 0, then ax > 0. Now as x > ny for all n E N and 

because y > 0, then .T + my > 0 for all m E Z. Hence, a.r + by 2'. :r; + by > 0. From 

Theorem 3.1.8 it follows that our map is order-preserving and so we have only left to 

show that the map is monic. So assume ax+by = 0. If a > 0, then ax+by 2'. x+by > 0. 

We must therefore have that a ~ 0. If a < 0, then O = -ax - by > 0, a contradiction. 

Now we have that a= 0 and so a;r; + by = by = 0. Since y > 0, we conclude b = 0 

and so we are done. D 

Theorem 3.1.15. Suppose <p : G1 ---+ G2 is an order isomorphism of POAG's and 

let H1 ~ G1 be convex. Then H2 = <p(H1) is convex in G2 and Ci/ H1 ~ 0 G2/ H2. 

Proof. That H2 is convex is simply a consequence of the fact that <p is an order 

isomorphism. Letting 7f : G2 ---+ G2/ H2 be the natural projection, then we know 
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from Theorem 3.1.10 that 7f is an order map. Hence, 7f o ip : G1 ---+ G2/ H2 is an 

order epimorphism. Suppose now that h E H 1 . Then ip(h) E H 2 =} (1r o ip(h)) = 0. 

This establishes the inclusion H ~ Ker(1r o ip). For the reverse containment, let 

g E Ker(1r o ip) so that ip(g) E Ker(1r). But Ker(n-) = H2 . Since ip is manic and 

H2 = ip(H1), then g E H1 . Knowing that H1 = K er(n o ip) we quote Theorem 3.1.13 

to conclude Gi/ H1 = Ci/ K er(1r o ip) ~o C 2 / H2 , as desired. D 

We now consider suprema and infima in POAG 's. Recall that given a partially 

ordered set S and a subset A ~ S, we say an element s E S is the supremum 

(infimum) of A, denoted s = sup(A) (s = inf(A)), provided that s 2: a (s '.Sa) for 

all a E A and if we have some d E S such that d 2: a (d '.S a) for all a E A, then 

s '.S d (s 2: d). It should be remembered that A~ Sneed not admit a supremum or 

infimum and this is still true in the case of POAG's. Further, should sup(A) exist, it 

need not be true that sup(A) EA. Of course, the same is true for inf(A). 

Theorem 3.1.16. /7/ We let G be a POAG and a, b E G. Then sup(a, b) exists if and 

only if inf(a, b) exists. Further, if sup(a, b) exists, then sup(a, b) + inf(a, b) =a+ b. 

Proof. In proving the equivalent statements in the first half of the theorem, we will 

also establish the validity of the statement in the second half. 

( =}) We assume d = sup( a, b) exists and let c = a + b - d. We then have 

b '.S sup(a, b) =} b - d '.S 0. Hence, a+ b - d '.S a. Similarly, a+ b - d '.S b. So now 

c :S a, b. Suppose we find t '.S a, b for some t E G. Then a - t 2: 0 =} b + a - t 2: b. 

Similarly, b+a-t 2: a. Now b+a-t 2: a,b=} b+a-t 2: d= a+b-c. So -t 2: -c, 

i.e., t '.S c. Thus, c = inf(a, b). 

( ¢=) Making the obvious adjustments, simply mimic the argument just made. 

D 

Sometimes we might have a POAG in which sup(a, b) exists for all a, b E G. For 

74 



example, this is clearly true in the case that G is a LOAG. This observation motivates 

the following definition. 

Definition 3.1.17. Let G be a POAG. If s'Up(a, b) exists for all a, b E G, then we 

say G is lattice ordered. 

Examples of lattice ordered groups include any LOAG or any free abelian group 

in the product order. There are many others and we will take a look at some of them 

in later sections. 

3.2. Groups of Divisibility 

In this section we introduce groups of divisibility. We begin by recalling that 

given a domain D, then U(D) forms a group using the multiplication of D. Further, 

if Dis contained in a field F, then U(D) is a subgroup of F* and so we can form the 

factor group G = F* /U(D). This factor group is called the group of divisibility of 

F with respect to D. We observe that a typical element of G is denoted by kU(D), 

where k E F*. Further, given xU(D), yU(D) E G, we write xU(D) + yU(D) = 

xyU(D). The additive notation on the left side of the previous equation is not only 

used because we are talking about an abelian group, but in addition there will be 

occasions where this notation makes an argument less cluttered. When we speak of 

a group of divisibility, the field F and domain D will always be understood. Thus, 

we will oftentimes use the less cumbersome notation xU + yU. The case in which 

F is the quotient field of D will be of particular interest to us and in this case we 

will refer to the factor group F* /U(D) as being the group of divisibility of D. It 

is customary in the literature to denote the group of divisibility of a domain D by 

G(D). 

The next theorem is of a fundamental nature and its importance here cannot 

be overemphasized. Its statement should start to give the reader a hint as to why we 
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were interested in taking a brief tour through the theory of POAG's in the previous 

section. Our usage of this result will be somewhat ubiquitous and usually made 

without mention. Its proof, although instructive, is routine and will be omitted. 

Theorem 3.2.1. /7/ Let D be a domain contained in a field F and let G be the group 

of divisibility of F with respect to D. Then G is a POAG via the relation .rU ~ yU 

if and only if;: E D. 

Given a group of divisibility F* /U(D), our primary interest is going to be in 

the case in which F is the quotient field of D. However, the more genernl definition 

does allow us the opportunity to create some interesting examples. We start out 

by considering the ring D = Z[2i], where l = A. Notice that l r/:. D. However, 

because i2 = -1, then we see that iU is a torsion element of C(D). But this could 

never happen when D is integrally closed. We recall for our next theorem that given 

a domain D with quotient field K, then we say D is root closed whenever, given 

any k E K and n E N such that kn E D, then k E D. 

Theorem 3.2.2. If a domain D is root closed, then G(D) is torsion-free. 

Proof. Suppose knU = U for some k E K. Then kn = u for some u E U(D). Since 

D is root-closed, then k E D. Since kn E U(D), it then follows that k E U(D). So 

kU = U, making G(D) torsion-free. D 

Having seen that groups of divisibility may admit torsion elements, we inquire 

as to whether or not a group of divisibility may be a torsion group. Using our more 

general definition we see that the answer is yes. For example, let F be a finite field 

and let F be its algebraic closure. Given any f E F, then there exists some n E N 

such that f" = 1. Thus, if C is the group of divisibility of F with respect to F, 

then we see that C is an infinite torsion POAG. We also take note of the fact that 

if a group of divisibility is torsion, then by Theorem 3.1.2 it admits only the trivial 
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ordering. Hence, the group of divisibility of a domain D is torsion if and only if D is 

a field. The overwhelming majority of groups of divisibility which will be of interest 

to us will not be torsion. 

Theorem 3.2.3. Let D be a domain with G(D) = G. Let H :S G and consider the 

set S = { s E DlsU E H +}. Then S is a multiplicative system in D if and only if H 

is convex in G. 

Proof. ( =}) We assume S is saturated and multiplicatively closed in D and wish to 

show His convex in G. From Theorem 3.1.9 it suffices to show that I-I+ is convex in 

G+. First, note that H+ = {sUls E S}. So if hU E H+, then h E S by definition 

and we get hU E {sUls ES}. On the other hand, should we have <JUE {sUls ES}, 

then <JU= sU for some s ES. But ifs ES, then sU E H+ by definition. 

With the previous observation in hand, let h1, h2 E H+ and g E G with h1 < 

g '.S h2 . Say g = xU and h2 = sU for some s E S. Since U '.S h1 :S xU '.S sU, then 

x E D and xis. Since S is saturated, we then have that x E S and so g E H+, as 

desired. 

( <=) We now assume H is convex in C. By Theorem 3 .1. 9 we know that H + 

is convex in G +. To verify that S is multiplicative closed we first choose x, y E S 

so that xU, yU E H+. Then xyU = xU + yU E H+ and so xyU E H+ =} xy E S. 

Now to verify that S is saturated we pick x, y E D such that xy E S. This implies 

:r;yU E H+. Note U '.S :rU '.S ;ryU. As U E H+, we utilize the convexity of H to 

conclude xU E H+, i.e., x E S. Similarly, y ES and we are done. D 

Our next result establishes a nice relationship between multiplicative systems 

in a domain D and convex subgroups of G(D). We will then be in a position to 

determine the effect of localization on the group of divisibility in Theorem 3.2.5. 

Recall from Theorem 1.4.4 where it was shown that S is a multiplicative system if 
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and only if S is the complement of a union of prime ideals. Theorem 3.2.4 expands 

upon this characterization. 

Theorem 3.2.4. Let D be a domain and let S ~ D* be multiplicatively closed. Let H 

be the subgroup of G(D) generated by <7 = {sUls ES}. The following are equivalent: 

a) S is a multiplicative system in D 

b) S is the complement of the union of some family of prime ideals of D 

c) H is convex in G(D) 

Proof. We have already demonstrated a) {:} b) in Theorem 1.4.4. 

a) ::::} c) We assume S is a multiplicative system and wish to show H is convex 

in G. By Theorem 3.1.9 it suffices to show H+ is convex in G+. Let xU, yU E H+ 

and kU E G such that xU '.S kU '.S yU. As xU E H+, then k E D*. Now yU E H+ 

and so we may write yU = (I:;:1 siU) - (I::~:n':i siU) with each sj E S. Note 

yU '.S L~:t siU. Thus, kU '.S I:;;~t si. We have that k E D*, kl TI:'.~t si, and 

nz~t Si E S. Using the saturation of s we conclude k E S. Put another way, 

kU E H+, as desired. 

c) ::::} a) Now we assume H is convex in G and let x, y E D* such that xy E S. 

Then U :S xU :S xyU EH. Utilizing the convexity of H we deduce xU E H. Now H 

is generated by <7 and so we may write xU = (I:;:1 siU) - (I:;~!,,::1 s;U) where each 

S Th f U ("\'n+m U) "\'n U S Sj E . ere ore, X + L..i=n+l S; = L..i=l S; . 0 UXSn+l · · · Sn+m = S1 · · · Sn 

for some u E U(D). As S is multiplicatively closed it now follows that the product 

UXSn+l · · · Sn+m E S. 

We wish to show x E S. Assume, to the contrary, x (/: S. Then there exists some 

P E Spec(D) such that x E P and P n S = 0. Now x E P =} uxsn+I · · · Sn+m E P. 

But then P n S =/. 0, a contradiction. 

D 
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Theorem 3.2.5. Suppose S s;;; D is a multiplicative system and let H be the subgroup 

ofG = G(D) generated by {sUls ES}. Then G(Ds) ~o G/H. 

Proof. Define ¢ : C -+ G(Ds) by ¢[kU(D)] = kU(D5 ). It is easily verified that ¢ 

is an order epimorphism. Suppose now ¢[kU(D)] = U(D5 ). Then k = ~ for some 

a E D* and s E S. If a (/. S, then a E P for some P E Spec(D) such that P n S = 

0. But then PD5 E Spec(Ds) => k (/. U(Ds), a contradiction. Hence, U(Ds) = 

{s1s21U(Ds)ls1 ,s2 ES} and so Ker(¢) s;;; H. On the other hand, every element of 

His of form s 1s21U(Ds) and so H s;;; Ker(¢). Note that from Theorem 3.2.4 we 

know that H is convex in C. As H = Ker(¢), the desired result now follows from 

Theorem 3.1.13. D 

Definition 3.2.6. Recall that given a domain D and x E D, then we say x fragments 

in D if there exists a nonzero nonunit y E D such that ynlx for all n E N. If every 

nonzero nonunit in D fragments, then we say Dis fragmented. 

We will be considering fragmented domains a little more m Chapter 4. In 

Example 2.1.15 we saw that an element can both fragment and admit an atomic 

factorization. We now proceed with a theorem that shows how the group of divisibility 

can be utilized to characterize the existence of fragmentation. It also demonstrates 

the way in which fragmentation both prevents a domain from being Noetherian and 

influences the Krull dimension of a ring. 

When we say a domain "allows fragmentation", we mean that there is an element 

in the domain that fragments. 

Theorem 3.2. 7. Let D be a domain with q1wtient field K and let H be the lexico­

graphic sum ZEB Z. Then D admits fragmentation if and only if G(D) contains an 

order isomorphic copy of H. Further, if D admits fragmentation, then dim(D) > l 

and D is non-Noetherian. 
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Proof. We first establish the characterization of the existence of fragmentation and 

postpone the proof of the latter half of the statement of the theorem to the end. We 

let G = G(D) throughout. 

( =>) Suppose x, y E D* - U(D) with x E n:=1 yn D and consider ¢ : H ---+ G 

defined by ¢(a, b) = xau + ybU. We omit the routine verification that ¢ is a well­

defined group map and we will content ourselves to demonstrate that ¢ is manic and 

order-preserving. 

First we show that ¢ is monic. To this end, assume xaybU = xau + ybU = U 

and note that since X E n:=l yn D, then xy-n E D for all n E N. Observe that 

.ry-n E D* - U(D). Indeed, otherwise we would have .T = uyn for some ·u. E U(D) 

and some n EN. But x E yn+l D and so could deduce uyn = x = dyn+l => y E U(D), 

a contradiction. Now as xy-n E D* - U(D), then xy-nU > U for all n EN. Because 

y E D* - U(D) we have that xynU > U for all n E N and so we have demonstrated 

xy"'U > U for all m E Z. We would like to show ¢ is monic and it suffices to show 

a = b = 0. Assume, to the contrary, that a < 0. Then x-au > U => x-ay-bU > 

U => xaybU < U, a contradiction. Now we know a 2: 0. But if a > 0, then 

xaybU > xybU > U, a contradiction. We conclude a = 0. Now that a = 0 we have 

.ra:i/'U = lU = U. It is easily established that we must now have b = 0 and so¢ is 

monic. 

Now we show ¢ is order preserving. If (a, b) 2: (0, 0), then either a > 0 or a= 0 

and b 2: 0. If a > 0, then xaybU > U, as was shown in the previous paragraph. So 

assume a= 0. If b = 0, then yb E U(D). If b > 0, then :il E D* - U(D) => y11U > U. 

Now use Theorem 3.1.8 to see that¢ is order preserving. 

(¢cc) Now we posit that G contains a copy of H. Equivalently, there exists 

an order monomorphism ¢ : H ---+ G. Let x, y E D such that ¢(ei) = xU and 

¢(e2 ) = yU, where e1 = (1, 0) and e2 = (0, 1). Given any n E N we have that 
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ei > ne2 =} xU > ynU. This implies ynlx in D for all n E N. Put another way, 

:r E n:=i yn D. Since ¢ is order preserving, then .T, y E D* - U(D) and so we are 

done. 

We now move on to prove dim(D) > 1 and that Dis non-Noetherian whenever 

D admits fragmentation. Let us show that D is non-Noetherian by demonstrating 

how it fails to satisfy the ascending chain condition. Choose some elements .T, y E 

D* - u ( D) such that X E n:=i yn D and then simply observe that we have proper 

ideal containments xn D C nx+i D for all n E N. y _,._ y 

To show dim(D) > 1, we maintain the assumptions of the previous paragraph 

and consider the set S = {:1/'ln E N}. It is obvious that S is multiplicatively closed 

in D. If a E xD n S, then there exists some r E D* such that rx = yn for some n. 

Rephrasing, ~~ = 1. But recall xy-nU > U in G. Thus, U = rxy-nU 2 xy-nU > U, 

a contradiction. We may now say xD n S = 0. As xD n S = 0, we expand O c; xD 

to some Pi E Spec(D) such that Pin S = 0. Then Pi c; (Pi, y). Expanding (Pi, y) 

to some P2 E Spec(D), we conclude O c; Pi c; P2. Therefore, dim(D) > l. D 

3.3. Applications to Valuation Domains 

The group of divisibility has an enormous range of applications to the class 

of valuation domain's and in this section we are going to explore some of those 

which will prove to be most useful to us. We begin by showing how groups of 

divisibility characterize valuation domain's. Thus, Theorem 3.3.1 is an expansion 

of Theorem 2.1.16. 

Theorem 3.3.1. /7] Let D be a domain with G = G(D). Then D is a valuation 

domain if and only if G is linearly ordered. 

Proof. ( =}) We assume D is a valuation domain with quotient field K. From The­

orem 2.1.16 we know that given any k E K*, either k E D or t E D. In terms 
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of G, this means either kU 2 U or k- 1u 2 U. Let k1U, k2U E G. Assume both 

k1U, k2U 2 U. Then k1, k2 E V. By Theorem 2.1.16 we may assume k1lk2 so that 

k1U:::; k2U. If both k1U, k2U:::; U, then we may assume U:::; k11U:::; k21U and so 

k2U :::; k1U. The only other case left is k1U :::; U:::; k2U. In any event, all elements 

of G are comparable and so G is linearly ordered. 

(¢=)We assume now G is linearly ordered. Let a, b E D*. Without loss of 

generality, say U < aU :::; bU. Then alb in D and so D is a valuation domain by 

Theorem 2.1.16. D 

In Theorem 3.3.1 we saw that we can associate to any valuation domain a LOAG. 

The converse of this result is also true, i.e, if G is a LOAG, then we can realize G 

as the group of divisibility of a valuation domain. The argument is instructive in the 

way it utilizes semigroup rings and we present the construction in Theorem 3.3.2. 

Wolfgang Krull first proved this result in [12]. 

Theorem 3.3.2. Let G be a LOAG. Then there exists a valuation domain V such 

that G ~ 0 G(V). 

Proof. We let F be a field and D = F[x9]gEG+. Letting M be the canonical maximal 

ideal of D we look at the localization V = DM. If f E V* - U(V), then f = ux9 for 

some u E U(V) and g E G+. Therefore, it is easily verified that ¢ : V --+ G defined 

by ¢(x9U) = g is an order isomorphism. That V is a valuation domain follows from 

Theorem 3.3.1. D 

We now characterize Noetherian valuation domain's. 

Theorem 3.3.3. Let V be a non-field vafoation domain. The following are equivalent: 

a) Vis a PID. 

b) V is N oetherian. 
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c) V is atomic. 

d} G(V) ~ 0 Z. 

Proof. We already know every PID is Noetherian and every Noetherian domain is 

atomic. Moreover, we showed in Theorem 2.1.23 that an atomic valuation domain is 

a PID. To finish the proof, we show that a) =} c) and d) =} c). 

a) =} d) Because V is a valuation domain, then G(V) is linearly ordered. 

Moreover, since V is a PID, then D admits no fragmentation and dim(V) = l. 

By Theorem 3.2.7 and Theorem 3.1.14 it follows that G(V) must be Archimedean. 

But V is atomic and so G(V) must admit a minimal positive element. Thus, G(V) is 

order isomorphic to a nonzero subgroup of JR with a minimal positive element. This 

can only mean G(V) ~o Z. 

d) =} c) Suppose G(V) ~ 0 Z and let a E V* - U(V). Let 1rU E G(V) be 

minimal and positive. Then aU = 1rnu. Hence, a = u1rn for some u E U(V) and 

therefore V is atomic. D 

Our next result provides us with a powerful characterization of one-dimensional 

valuation domains and can used to easily generate useful counterexamples. Of partic­

ular note, it will be recalled from Theorem 2.2.20 and Theorem 2.2.8 that the property 

of being integrally closed is preserved in all polynomial extensions and localizations 

of a domain. Conspicuously absent was the determination of whether or not integral 

closure survives in power series extensions. Theorem 3.3.4 shows us that a power 

series extension of a valuation domain is, in fact, rarely integrally closed. 

Theorem 3.3.4. Let V be a valuation domain with quotient field K and V s;; K. The 

fallowing are equivalent: 

a) dim(V) = 1. 
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b) V is completely integrally closed. 

c) V admits no fragmentation. 

d) G(V) is Archimedean. 

Proof. a) =} b) We assume dim(V) = 1 and let k E K be almost integral over V. 

Then there exists some x E V* such that knx E V for all n E N. We may assume 

x E V* - U(V) because otherwise k E V. We would like to show k E V. Assume, 

to the contrary, that k i V. Then k = i for some a E V* - U(V). Since :;.. E V, 

then x E n:=l anV and so n:=l anV i= 0. Let S = {anln E No} and note that S 

is multiplicatively closed. By Theorem 1.4.1 there exists a P E Spec(V) such that 

P n S = 0. We know Os;; P because x E P. But since dfrn(V) = 1, then P must be 

maximal in V. But then a E U(V), a contradiction. 

b) =} c) Suppose V is completely integrally closed and let a, b E V* such that 

a E n:=1 bnV. We wish to show b E U(V). As a E n:=1 bnV, then b°;. E V for all 

n E N, i.e., t is almost integral over V. Having V be completely integrally closed 

then implies t E V, as desired. 

c) =} d) Assuming V admits no fragmentation, it then follows from Theo­

rem 3.2. 7 that G(V) does not contain a copy of the lexicographic sum Z E9 Z. Using 

Theorem 3.1.14 we see that G(V) must therefore be Archimedean. 

d) =} a) Our assumption here is that G(V) is Archimedean and we wish to 

establish that dim(V) = 1. Since Vs;; K, then dim(V) 2: 1. If dim(V) > 1, then we 

can choose a chain O s;; P1 s;; P2 of prime ideals of V. Let O i= P1 E P1 and P2 E P2 - P1. 

Taking advantage of the primality of Pi we may say p2 E P2 - P1 . But V is a valuation 

domain and so we have that p2lp1 for all n E N. Hence, U(V) < p2U(V) < p1U(V), 

contradicting the fact that G(V) is Archimedean. D 

Recall now that because integral extensions enjoy the lying over property, then 
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the integral closure of a non-field domain must also fail to be a field. The complete 

integral closure of a domain does not enjoy this property, as we are about to exemplify. 

Before doing so, we prove a theorem which will facilitate the process. 

Theorem 3.3.5. /1 lj Suppose Vis a valuation domain with quotient field Kand let 

T be an averring of V. Then T = Vp for some P E Spec(V). 

Proof. First note that if k E K, then by Theorem 2.1.16 it follows that k E V or 

t E V. As V ~ T, then the same is true of T. Hence, Theorem 2.1.16 assures us that 

T is a valuation domain. As such, T is quasi-local. Let JL be the maximal ideal of T 

and let P = µ n V. Then PE Spec(V). We claim T = Vp. Let ~ E Vp with v EV 
s 

ands E V - P. Since s r/-. P, then s r/-. µ. Hence, s E U(T) and so ~ E T. For the 

reverse containment, let t E T. Then either t E V or f E V. If t E V, then t E Vp. 

So assume l r/-. V so that f E V. Then f E Vp and write I = ~ for some v E V and 

s E V - P. Observe that t E U(T) and t = t- It now suffices to show v r/-. P. If 

v E P, then v E µ n V. But thenµ contains a unit, a contradiction. D 

Theorem 3.3.5 can be generalized to the case of Priifer domains. Indeed, if Dis 

a Priifer domain, then it turns out that every valuation averring is of the form D p for 

some P E Spec(D). The proof of this result is quite different than that just presented 

and can be found in [11]. Theorem 3.3.5 also has an interesting generalization to the 

case of Bezout domains as we will see in Theorem 4.1.4. 

In [7] we see that the complete integral closure of a domain need not be com­

pletely integrally closed. However, such a domain must always fail to be a valuation 

domain. 

Theorem 3.3.6. Let V be a valuation domain wdh quotient field K. Then C(V) is 

completely integrally closed. 
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Proof. By Theorem 3.3.5, C(V) = Vp for some P E Spec(V). Let k E K be 

almost integral over C(V). Then kn(~) E Vp for some r E V and s E V - P. 

By Theorem 2.1.16 we know that either rls or sir in V. If rls, then~ E U(Vp) and 

so we would have k E Vp. So assume sir in V. Then ~ E V. But then k is almost 

integral over V, i.e., k E C(V). In either case, k E C(V) and we are done. D 

Theorem 3.3. 7. Let V be a valuation domain with complete integral closure T and 

quotient field K. Then T £; K if and only if V admits a ht-1 prime. 

Proof. (*) Suppose T £; K. As an overring of V we know from Theorem 3.3.5 

that T = Vp for some P E Spec(V). We know from Theorem 3.3.6 that T is 

completely integrally closed. As T is a valuation domain and T £; K, it follows 

from Theorem 3.3.4 that dim(T) = 1. Now Theorem 1.4.8 assures that P is a ht-1 

prime. 

(-{=) Assume PE Spec(V) is a ht-1 prime. Then dim(Vp) = 1 and so we may 

use Theorem 3.3.4 to deduce Vp is completely integrally closed. From Theorem 2.4. 7 

it follows that T ~ Vp. Hence, T ~ Vp £; K. D 

It is clear from Theorem 3.3.7 that if V is a valuation domain whose complete 

integral closure is its quotient field, then the Krull dimension of V is either infinite 

or zero. Here is an example showing how the complete integral closure of a non-field 

domain might actually turn out to be its quotient field. 

Example 3.3.8. Consider the lexicographic sum G = ... EB ZEB ZEB Z. Because G is 

linearly ordered, then Theorem 3.3.2 allows us to let V be a valuation domain such 

that G(V) ~ 0 G. We claim that C(V) = K, the quotient field of V. To this end, it 

suffices to show that V does not admit a ht-1 prime ideal. Let 11, = {eiJi E -N} be 

the standard basis for G and let ¢> : G -+ G(V) be an order isomorphism. For any 

a E V* - U(V) we let ¢>(0:) = ~;:_1 riei with r -n /- 0. Since ¢> is epic, then there 
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exists some /3 E V such that ¢(/3U) = e_n-l· Note now e-n-1 > m¢(o:U) for all 

m EN. From this we deduce f3U > amU for all m. This means fJ E n:1 cx"V. Note 

that n:1 o:"V = v1aV E Spec(V). Hence, v1aV =/= 0. It follows that no element in 

V can be contained in a ht-1 prime ideal and so we are done. 

Here is another correspondence theorem. It will help us build valuation domain's 

of any given Krull dimension. 

Theorem 3.3.9. /7} Let V be a valuation domain. For any PE Spec(V), define Hp 

to be the subgroup of G(V) generated by {sUls EV - P}. 

a) Each Hp is convex in G(V). 

b} If P <;:; Q are primes in V, then HQ<;:; Hp. 

c) There exists a 1-1 correspondence between the prime ideals of V and the convex 

subgroups of G(V) given by PH Hp. 

Proof. a) Note that V - Pis saturated and multiplicatively closed. That each Hp is 

convex now follows from Theorem 3.1.12. 

b) We assume P <;:;Qare primes in V so that V -Q <;:; V -P. Hence, HQ <;; Hp. 

To establish the proper containment, simply note that if xU E HQ for some x E V, 

then x EV - Q. Hence, if x EV - P and x r/: V - Q, then xU E Hp and xU r/: HQ. 

c) That the map P--+ Hp is well-defined follows immediately from b). Further, 

because V is a valuation domain, then the prime ideals of V are linearly ordered by 

inclusion. Thus, b) now assures us that the map is also monic. To show that the map 

is epic, start with a convex subgroup H ::; G(V). Now let S = {s E VlsU E H}. 

Since His convex, then Theorem 3.2.4 tells us that Sis saturated and multiplicatively 

closed. As such, S is a complement of a union of primes. But the primes of V are 

linearly ordered by inclusion and so this union is some prime ideal P. Hence, H = Hp 

and we are done. D 
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With regards to the previous theorem, we may refer to Hp as the convex 

subgroup associated with P or that P is the prime ideal of V associated 

with Hp. The following theorem gives us another interesting property of these convex 

subgroups. 

Theorem 3.3.10. Let V be a valuation domain, PE Spec(V), and Hp the convex 

subgroup of G(V) associated with P. Then Hp ~o G(V/P). 

Proof. First, if K is the quotient field of V, then K* = V* U {~la E V*}. Thus, 

G(V) = {aUla EV*} U {a- 1Ula EV*}. Consider now the map Hp~ G(V/ P) given 

by aU ~ a and a- 1u ~ (a)- 1u, where a EV*, au= (a+P)U(V/P), and (a)- 1U = 

(!!~)U(V/ P). It is easily verified that this map is an order isomorphism. D 

We remark that if Vis a valuation domain with PE Spec(V), then we are now 

able to compute the groups of divisibility of both Vp and V / P. Indeed, Theorem 3.2.5 

states that G(Vp) ~ 0 G(V)/Hp and Theorem 3.3.9 tells us that G(V/P) ~o Hp. 

Here is another interesting application of Theorem 3.3.9. It shows us how to 

use groups of divisibility to construct valuation domain's of any given dimension. We 

will use this idea again when we generalize Krull dimension in Chapter 5. Note the 

implicit use of Theorem 3.3.2 in the hypothesis of the theorem. 

Theorem 3.3.11. Let V be a valuation domain such that G(V) is order isomorphic 

to the lexicographic sum EB~=l A, where each Ai is nonzero and Archimedean. Then 

V is n-dimensional. 

Proof. Because each Ai is nonzero and Archimedean, then it is clear that the direct 

sum has exactly n+l convex subgroups (including the zero subgroup). By Theo­

rem 3.3.9, there are exactly n+ 1 prime ideals. As the ideals of V are linearly ordered, 

then dim(V) = n. D 

88 



As has already been pointed out, any valuation domain which admits a nonzero 

unbranched prime is infinite dimensional. We would now like to know whether or 

not this characterizes infinite dimensional valuation domains. The following theorem 

settles this matter for us. 

Theorem 3.3.12. Let S be a linearly ordered set with the property that given any 

nonempty subset a ~ S, then there exists some x E a such that x 2: y J or all 

y Ea. Now let V be a valuation domain such that G(V) is order isomorphic to the 

lexicographic sum G = EBA Ai, where each Ai is a Archimedean group. Then every 

nonzero prime ideal of V is branched. 

Proof. Suppose H is nonzero proper convex subgroup of G. For each i E A, let 

li: Ai----+ G be the natural injection. Now let a= {i E Sllm(ii) ~ H}. Since Hi- G 

then a i- S, i.e., S - a i- (/J. Hence, we may choose a maximal .i E S - a. Let Q 

be the subgroup of G generated by HU Im(ij). Since Im(ij) £; H, then H £; Q. 

If K :::;: C such that H £; H ~ Q, then Im(ij) ~ K. Thus, HU Im(ij) ~ K =;, 

Q ~ K =;, K = Q. We have now shown that Hand Qare adjacent in G. Moreover, 

because Q = Im(ij) + H, then clearly Q is convex in G. 

Now recall from Theorem 3.3.9 that there exists a 1-1 correspondence between 

the set of prime ideals of V and the set of convex subgroups of G(V) given by P +--+ Hp, 

where Pi £; P2 =;, H p 2 £; H p1 • Thus, if every nonzero convex subgroup H :::;: G admits 

an adjacent convex subgroup Q £; H, then every nonzero prime P admits an adjacent 

prime llJ £; P and we are done. D 

Example 3.3.13. Let V be a valuation domain such that G(V) ~ 0 EB;=~l Z. Ap­

plying Theorem 3.3.12 we see that every nonzero prime ideal of Vis branched. More­

over, since EB;=~l Z is linearly ordered and clearly contains infinitely many convex 

subgroups, then by Theorem 3.3.9 we may conclude that V is infinite dimensional. 
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Note that our indexing set in the previous example need not be countable. 

Indeed, since any set 8 can be well-ordered, then we can consider 8 in the reverse 

ordering. That is given a well-ordered set (8, ::; 1 ), then we can introduce a new 

ordering ::;2 by saying a ::;2 b if and only if b ::; 1 a. Thus, (8, ::;2 ) is a linearly ordered 

set satisfying the conditions needed in Theorem 3.3.12. Note also that this is a means 

of creating rings with chains of uncountably many primes. Observations such as this 

is what motivate much of our discussion in Chapter 5. 

3.4. More Applications to Valuation Domains 

Our discussion in this section is motivated by the idea of trying to characterize 

a certain class of valuation domain's via groups of divisibility. In particular, we are 

interested in those valuation domain's called discrete valuation domains. Some re­

marks regarding our verbiage are in order here. Many algebraists use this terminology 

when referring to Noetherian valuation domain's. Nowadays, though, there are some 

who use this nomenclature when referring to any valuation domain whose group of 

divisibility is order isomorphic to the lexicographic sum EB;=l Z. In particular, such a 

valuation domain would necessarily be finite dimensional. The definition that we are 

going to use is the same as that found in [7]. It will be shown that domains satisfying 

this definition can be infinite dimensional. 

Definition 3.4.1. Let V be a valuation domain. We call V discrete if every primary 

ideal is a power of its radical. 

As every Noetherian valuation domain is a PIO, then it is clear that every 

N oetherian valuation domain is discrete because every nonzero ideal is a power of 

the maximal ideal. However, one of our goals here is to show that discrete valuation 

domain's can also be infinite dimensional. Theorem 3.4.3 is a characterization of 

discrete valuation domain's using branched prime ideals. We will continue to build 
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on this characterization. However, we will need the following lemma which can be 

found in [7]. 

Lemma 3.4.2. /7/ Suppose V is a valuation domain with a nonzero prime ideal P. 

If Pi= P 2 , then {Pn};::"=1 is the set of all ?-primary ideals. 

Theorem 3.4.3. /7/ Suppose V is a valuation domain. Then V is discrete if and 

only if every branched prime ideal of V is not idempotent. 

Proof. ( ==>) We assume V is discrete, i.e., every primary ideal is a power of its radical. 

Now let P E Spec(V) be branched. By definition, there exists a ?-primary ideal 

distinct from P. Suppose Q is ?-primary with Q ~ P. Write Q = pn_ Should 

P = P 2 , then we would have P = P 2 = P 3 = ... pn = Q, contradiction. 

(~)Assume Q is ?-primary. We wish to show that Q is a power of P. If Q = P, 

then we are done. So assume Q i= P. Then there exists a ?-primary ideal distinct 

from P, i.e., Pis branched. Applying Lemma 3.4.2 it follows that Q E {Pn};::"=1 and 

so the desired result is achieved. D 

Before proceeding we pause to make an observation that will be useful in the 

upcoming proof. We start by letting V be a valuation domain and P E Spec(V). 

It follows from Theorem 2.5.6 that if Q1 ~ Q2 ~ P are primes in V, then we 

are guaranteed that Q 1 and Q2 are adjacent in V if and only if Q1 Vp and Q2 Vp 

are adjacent in Vp. Using prime correspondence, Theorem 2.5.16 gives us that 

Q2 is branched in V if and only if Q2 Vp is branched in Vp. Also, because of the 

correspondence of prime ideals in V / P and the ideals of V containing P, it readily 

follows that if Q is a prime in V that properly contains P, then Q is branched in V 

if and only if Q/ Pis branched in V/ P. Moreover, if Q/ PE Spec(V/ P) is branched, 

then it must be true that P ~ Q because the zero ideal is never branched in a domain. 
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Theorem 3.4.4. Let V be a valuation domain and P E Spec(V). If Vis discrete, 

then Vp and V / P are also discrete. 

Proof. We begin by showing Vp must be discrete. Suppose Q ~ P are primes in 

V. Assume QVp E Spec(Vp) is branched and QVp = Q 2Vp. Let q E Q. Then 

q E Q2Vp =} q = '11!j1- for some q1, q2 E Q ands E V - Q. Because s E V - Q, then 

9!- E V. Note (~ )s E Q. Since s (/:. Q, then 9!- E Q. So q\q2 E Q2 V. This implies 

QV ~ Q2V. But this is impossible because QV must be branched and, thus, must 

fail to be idempotent by Theorem 3.4.3. 

We now show V / P is discrete and begin by assuming Q / P is a branched prime 

in V / P. Then Q must be a branched prime in V. By Theorem 3.4.3 we know that 

Q2 -=/- Q and so we must have that Q2 / P -=/- Q / P. As Q / P is not idempotent, we 

know that V / P must be discrete. D 

We offer our next result as consolation to our friends in number theory. We 

will find good use for it, as well. It should come as no surprise. We do introduce 

some notation here, though. When we call a ring a DVR, we will mean that we are 

speaking of a discrete valuation domain. 

Theorem 3.4.5. Suppose Vis a DVR with nonzero maximal ideal M. Then Vis 

Noetherian if and only if dim(V)=l. 

Proof. ( =}) From Theorem 2.1.16 we know that every Noetherian valuation domain 

is a PID. Now use the fact that every nonfield PID is one dimensional. 

(,¢:::) Suppose dim(V)=l. Since V is discrete, then Lemma 3.4.2 tells us that 

{Mn}~=l is the set of all M-primary ideals. Choose some m E M - M 2 . By 

Theorem 2.5.9, mV is M-primary. Also, note M 2 £; mV. Thus, rnV = M. We 

have shown that every prime ideal of V is finitely generated and so we are done. D 
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We can now consider our first expansion of the characterization of DVR's given 

in Theorem 3.4. 7. First we need the following lemma. 

Lemma 3.4.6. Let V be a valuation domain with maximal ideal M and P E Spec(V). 

Then M is principal in V if and only if M / P is principal in V / P. 

Proof. Suppose M/ P = (m + P) for some m E M and let x E M. If m f x, then 

mV s;;; :rV::::} (m + P) s;;; (:r + P) s;;; M, a contradiction. So M/P = (m + P). The 

converse is trivial. D 

Theorem 3.4. 7. Let V be a valuation domain. Then Vis discrete if and only if ?Vp 

is principal for any branched P E Spec(V). 

Proof. (::::}) Suppose V is a DVR and P E Spec(V) is branched. Let Q s;;; P be 

adjacent primes in V. By Theorem 3.4.4, Vp/QVp is a DVR. Note further that 

dim(Vp/QVp) = 1. Using Theorem 3.4.5 we deduce that Vp/QVp is Noetherian and 

so PVp / QVp is principal. Lemma 3.4.6 now assures us that PVp is principal. 

( ~) We assume ?Vp is principal for branched P E Spec(V). Then letting P 

be a branched prime of V, let us say PVp = xVp for some x E PV. Now P 2Vp = 

x 2Vp £; xVp. If P 2V = PV, then P 2Vp = PVp. Hence, P 2V s;;; PV and so Vis a 

DVR by Theorem 3.4.3. D 

We would like to characterize DVR's in terms of their groups of divisibility. Our 

next result makes it clear that we are moving in this direction. 

Theorem 3.4.8. Let V be a valuation domain with prime ideals Q s;;; P. Let Hp s;;; 

HQ be the associated convex subgroups of G = G(V). Then GVp/QVp ~ 0 HQ/ Hp. 

Proof. For the sake of simplicity, let us say V' = Vp/QVp and (a+ QVp)U(V') 

aU(V'). We consider the order map ¢ : HQ ----+ G(V') induced by ¢(sU(V)) 

sU(V'). Clearly¢ is epic and so HQ/Ker(¢) ~ 0 G(V'). The only thing left to 
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show is Ker(¢) = Hp. First, if ¢(sU(V) = sU(V') = U(V'), thens E U(V'), 

i.e., s + QVp E U(V'). This means s E V - P and so sU(V) E f-Jp, establishing 

Ker(¢)~ Hp. Conversely, ifs EV - P, thens E U(V'). So Hp~ Ker(¢) and we 

are done. D 

Definition 3.4.9. A LOAG is discrete if, given adjacent convex subgroups Eh ~ H2 , 

then H2/ H1 ~o Z 

Our next theorem characterizes DVR's in terms of groups of divisibility. It will 

help us build interesting examples. This result can be found as an exercise in [7]. 

Theorem 3.4.10. Let V be a valuation domain with G=G(V). Then Vis discrete if 

and only if G is discrete. 

Proof. ( =>) Suppose V is discrete and let H1 ~ H2 be adjacent convex subgroups 

of G = G(V). We wish to show H2/ H 1 ~ 0 Z. Let ? 1 and A be the adjacent 

primes in V corresponding to H1 and H2 and note P2 ~ A. We already know from 

Theorem 3.3.10 that G(V/ A) ~ 0 H2. Now consider the localization R = (V/ A)Pi/P2 . 

Note that Theorem 3.4.4 can be used to verify that R is a DVR. Since ? 2 ~ ? 1 are 

adjacent, then dim(R) = 1. Now Theorem 3.4.5 tells us that R is Noetherian. From 

Theorem 3.3.3 it follows that Z ~o G(R). We now wish to show that G(R) ~o H2/ H1 . 

To this end, observe that because R is a localization of V / ? 2 , then we have the 

natural projection 7f : G(V/A) -----+ G(R) given by 1r(kU(V/A)) = kU(R). Since 

G(V/ ?2) ~ 0 H2, then G(R) ~ 0 H2/ K er(1r). It is not difficult now to verify that 

Ker(1r) = H 1 and so we are done. 

( ¢::) Assuming G is discrete, we wish to show V is discrete. Let P E Spec(V) 

be branched. Then there exists adjacent primes Q ~ P in V. Now let Hp ~ Hq 

be the associated adjacent convex subgroups of G. Because G is discrete, we have 

Z ~ 0 Hq/ Hp ~ 0 G(Vp/QVp). Thus, Vp/QVp is a one-dimensional valuation domain 
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with principal maximal ideal. Quoting Lemma 3.4.6 we deduce that PVp is principal 

in Vp. Theorem 3.4.7 now assures us that Vis a DVR. D 

Having characterized DVR's in terms of groups of divisibility, we can turn our 

attention to producing examples of infinite-dimensional DVR's. The following lemma 

will prove useful in this endeavor. 

Lemma 3.4.11. Let G be a free LOAG in the lexicographic order with nonzero convex 

subgroup H. Say G = EB AZ and let B be the standard basis for G. Then H is free 

with basis B n H. 

Proof. Let O-/= r1e1 + ... + rnen = h E H, where each ri E Z, each ei EB, and e1 > 

e2 > ... > en. Since -h E H, then we may assume r 1 > 0. Note O < e1 < 2h E H. 

The convexity of H allows us to conclude e1 E H. Hence, r2e2 + ... + rnen E H. 

Continuing inductively, we deduce e1 , ... , en E H. Thus, B n His a basis for H and 

we are done. D 

Theorem 3.4.12. Suppose Vis a valuation domain and consider the lexicographic 

sum G = EBA Z. If G(V) ~o G, then Vis a DVR. 

Proof. By Theorem 3.4.10 it suffices to show that G is discrete. Let H £; Q be 

adjacent convex subgroups of G. Letting B be the standard basis for G then we know 

from Lemma 3.4.11 Hand Qare free LOAG's with bases BnH and BnQ, respectively. 

As H and Qare adjacent, then we know there is a unique e EB n (Q - H). Thus, 

Q / H is a rank-1 free abelian group, i.e., Q / H ~ 0 Z. D 

Theorem 3.4.12 furnishes us a means of constructing a plethora of DVR's 

because given any linearly ordered set A we can find a valuation domain whose group 

of divisibility is EB AZ. In particular, if A is an infinite set, then our valuation domain 

must also be infinite dimensional. We ask ourselves whether or not every DVR has 
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a group of divisibility which can be realized as a free abelian group. The answer is 

no. To see this, we again use the fact that given any LOAG (call it C), then we 

can construct a valuation domain whose group of divisibility is order isomorphic to 

C. Thus, all we have to do is construct C in such a way as to guarantee that C is 

discrete but cannot be realized as a direct sum. It seems natural, therefore, to turn 

our gaze upon direct products. 

Theorem 3.4.13. Suppose A is a linearly ordered set and { Ci} A is a family of 

nontrivial POAC's. Let C = TIA Ci. Given (a;), (b;) E C, say (a;) < (b;) if there 

exists some k E A such that ak < bk and if _j < k, then a1 = b1. Then ( C, '.S) is a 

POAG. 

Proof. D 

In Theorem 3.4.13 we call C the lexicographic product of the family {C;}A. 

As one might expect, lexicographic products behave very differently than lexico­

graphic sums. Like sums, lexicographic products may admit elements that are not 

comparable, i.e., these products need no be linearly ordered. In the case of direct 

sums, this can happen if and only if at least one of the summands is not a LOAG. 

Unlike sums, a lexicographic product may admit non-comparable elements even when 

each C; is a LOAG. Our next example illustrates this and provides motivation for 

Theorem 3.4.16, where we show precisely when a lexicographic product of POAG's is 

a LOAG. 

Example 3.4.14. Consider the lexicographic product C = TIQ Z. Let S = (Q) n 

(n, oo). Now choose (a.,), (b;) EC such that a;= b; for all i E (Ql-S. For every i ES, 

let a; = 1 and b; = -1. Since a; 2: b; for all ·i E (Ql, then (a;) < ( b;) is impossible. 

Also, it is clear that (a;) i= (b;). Now should we have (b;) < (a;), then there would 

be some j E (Ql such that bj < aj and bk = ak for all k < j. This then forces j E S. 
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But because 7r < j E Q, then there exists some k E Q such that 7r < k < j, in which 

case ak = bk (since k < j and ak =I bk (since k E S), a contradiction. Hence, C is not 

a LOAG. 

Example 3.4.15. Consider the lexicographic product C = TI;=°'.:'. 1 Z. Then the 

elements ( ... ,-1,0,-1,0) and ( ... ,0,-1,0,-1) are not comparable. Thus, C is 

not a LOAG. 

Observe in both of the previous examples that we are indexing families of 

LOAG's with linearly ordered sets that are not well-ordered. This ushers us in the 

direction of the following characterization. 

Theorem 3.4.16. Let A be a linearly ordered set and consider the lexicographic 

product C = TIA L;, where each L; is a nontrivial LOAG. Then C is a LOAG if 

and only if A is well-ordered. 

Proof. (::::;,) We assume C is a LOAG and let 0 £; S ~ A. Given any L;, choose some 

positive a; E L;. Now let (.T;), (:iii) E C such that .T; = y; for all i t/:. S. If i E S, let us 

say x; = a; and Yi = -a;. Since Sis nonempty, then (x;) =I (y;). But C is a LOAG 

and so we must have (y;) < (x;). Hence, there is some j E A such that yj < x.i and 

Yk = Xk for all k < J°. Hence, j is minimal in S. 

(<=) We choose (a;), (b;) EC with (a;) =I (b;). Let S = {,\ E Ala,\ =I b,d. As A 

is well-ordered, then S admits a minimal element c. Without loss of generality, say 

ac < be. Then (a;) < (b;) and we are done. D 

We remark here that some authors require that lexicographic products of LOAG 's 

be indexed by well-ordered sets when defining them. Theorem 3.4.16 explains why 

someone might do this; they want the product to be linearly ordered. 

Theorem 3.4.16 gives us an opportunity to create yet more examples of DVR's 

by using direct products instead of direct sums as we did in Theorem 3.4.12. 
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Theorem 3.4.17. Suppose A is a well-ordered set and Vis a valuation domain such 

that G(V) ~o G = TIA Z. Then Vis a DVR. 

Proof. For every>. EA, let 7f_x: G---+ Z be the natural projection, i.e., 1r.x((ai)) = a_x. 

If B = {eili E A} is the standard basis for EBA Z, then B ~ G. Now as A is well­

ordered, then there exists a minimal o: E A such that e0 E Q. Note that because H is 

convex and H s;; Q, then e0 €f. H. Hence, H ~ Ker(1r0 ). But Hand Qare adjacent 

and so we must have H = K er(1r0 ). Thus, Q/ H = Q/ K er(1r0 ) ~ 0 Z. Having shown 

that G is discrete, it follows from Theorem 3.4.10 that Vis a DVR. D 

Observe that Theorem 3.4.17 allows us to create examples of rings that exhibit 

an interesting pathology. For example, if we index by N, then there are elements in 

the valuation domain which are products of infinitely many primes. We will see more 

of this type of behavior in the next section. 

3.5. Applications in a Wider Setting 

Much of the inspiration for the work done in this section comes from the consid­

erations of the previous section. In addition to providing some useful characterizations 

of domains via groups of divisibility, we push further and attempt to construct groups 

of divisibility with properties that reflect interesting ring-theoretic properties. We 

begin with some observations regarding POAG's. 

Theorem 3.5.1. Consider a set {Gi}A of POAG's. Then TIA Gi is a POAG via the 

relation ( ai) ::::; (bi) if and only if each ai :::; bi. 

The proof is easy enough to be omitted. The partially ordering in the previous 

theorem is called a product ordering. Unless otherwise stated, it will always be 

assumed that TIA Gi takes on the product order. We should point out that every 

subgroup of POAG is itself a POAG via the inherited product order. It is easily seen 
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that a subgroup of a LOAG is also a LOAG. However, if G is a POAG and H is a 

subgroup with the inherited order, it may happen that the inherited order of H and 

the partial ordering of C are not the same. For example, even though a subgroup of a 

lattice-ordered abelian group is partially ordered via the inherited order, the subgroup 

may fail to be lattice ordered. We show how this can happen in Example 3.5.21. Like 

products, we will always regard a direct sum of POAG's in the product order unless 

otherwise stated. 

One of the motifs of this chapter has been an examination of the interplay 

between ring theory and the theory of POAG's. The motivation for the following 

definitions should be no mystery. 

Definition 3.5.2. Suppose G is a POAG. If x EC+ is minimal, we call x an atom 

or irreducible G. We denote the set of all atoms of G by Irr(G). If x, y, z E G+ 

such that whenever .T = y + z, then ::r S a or .r S z, then we say .r is prime in G. 

We denote the set of all primes of G by Pr(G). Additionally, if every g E G+ can be 

expressed as a (finite) sum of atoms, then we say C is atomic. 

Theorem 3.5.3. Let D be a domain and G = G(D). 

a) x E Irr( D) if and only if xU E Irr( G) 

b) x is a prime element in D if and only if xU E Pr( G) 

Proof. a) Assuming p E Irr(D), we let U ~ xU, yU for some x, y E D with pU = 

xU + yU. Then xyU = pU > U so that either xU > U or yU > U. Assume 

xU > U. Then x (j. U(D) and p = u(xy) for some u E U(D). Since p E Irr(D), then 

uy E U(D) and soy E U(D), i.e., yU = U. Conversely, we assume pU E Irr(G) and 

let p = ab for some a, b E D. Then pU = aU + bU. Since p E Irr(D), then we may 

say bU = U, i.e., b E U(D). 
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b) Assuming pis a prime element in D, say pU ~ aU + bU for some a, b E D. 

Then pU ~ abU =} plab. Thus, pla or plb, i.e., pU ~ aU or pU ~ bU. Conversely, 

assume pU E Pr(G) and say plab for some a, b E D. Then pU ~ aU + bU and so, 

without loss of generality, we may say pU ~ aU. Then pla and we are done. D 

Theorem 3.5.4. Let G be a POAG. Then Pr(G) ~ frr(G). 

Proof. Suppose x E Pr(G) and say x = a+ b for some a, b 2:: 0. We may assume 

x ~ a so that O = (a - x) + b. If b > 0, then because a - x 2:: 0, then it would follow 

that (a - .r) + b > 0, a contradiction. Hence, b = 0. D 

Theorem 3.5.5. Assume G is a POAG and O < a, b E G. If p E frr(G) and 

a + b < p, then a = b = 0. 

Proof. As O ~ a+b < p, then p = (a+b)+(p-a-b). Thus, a+b = 0 or p-a-b = 0. 

But p - a - b > 0. So O = a + b. Since a 2:: 0, then O ~ b ~ a + b = 0 =} b = 0. 

Similarly, a = 0. D 

Theorem 3.5.6. Let G 1 = EBA Z and G 2 = fL Z be partially ordered in the product 

order. Let ,\ : G1 ----+ G2 be the natural inclusion and assume that B = { e; Ii E A} is 

the natural basis for G1 . 

a) B = Pr(G1) = frr(G1) 

b} >-(B) = Pr(G2 ) = frr(G2) 

Proof. We prove only part a) as the proof of part b) is virtually identical (with only 

some notational differences). To establish the equalities, we show B ~ Pr( G 1 ) ~ 

frr(G2) ~ B. If ei < (xJ), then each Xj 2:: 0 and x; 2:: 1. Take (aJ), (bJ) E G1 with 

e; ~ (a1), (b1 ). Then e; ~ (a;+ bi) =} 0 ~ a;+ b; for all i and a;+ b; 2:: 1. Hence, 

a; 2:: 1 or b; 2:: 1. Without loss of generality, assume a; 2:: 1. Then e; ~ (a;). 
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In Theorem 3.5.4 it was already shown that Pr(G) ~ Irr(G) for any POAG. 

So we need only show now that frr(G1) ~ B. Suppose then (:z:j) E frr(G1). Then 

Xj ~ 0 for all j and (xi) > 0. Say xi > 0. Then we have O < ei ::::; (x1). If ei < (x1), 

then O + e, < (x1 ). By Theorem 3.5.5 it would follow that ei = 0, a contradiction. 

Therefore, ei = (xj) and we are done. D 

Theorem 3.5.7. Suppose G is a POAG such that G = (G+)· Then every a E G+ is 

a (finite) sum of primes if and only if G is (order isomorphic to) a free abelian group 

in the product order. 

Proof. We prove only the forward implication as the reverse implication is obvious. 

Let Pr ( G) = {Pi Ii E A} and consider the map ¢ : G -+ E9 A Z induced by ¢(Pi) = ei, 

where B = {eilA} is the standard basis. Suppose g E G+. Then g = ~;'=1 SjeiJ with 

each eiJ E B and each Sj E N. Then ¢(g) > 0. Quoting Theorem 3.1.8 we deduce 

that ¢ is order-preserving. It also readily follows now that ¢ is manic. Further, since 

each ei E B admits a pre-image, then ¢ is epic and so we are done. 

D 

We now characterize UFD's via groups of divisibility. Dr. Jim Coykendall shares 

this result. 

Theorem 3.5.8. A non-field domain D is a UFD if and only if G(D) is (order 

isomorphic to) a free abelian group in the product order. 

Proof. ( =;,) If D is a UFD, then every nonzero nonunit of D is a (finite) product 

of primes. Further, given any domain with group of divisibility G, then G = (G). 

Hence, every element in G(D)+ is a (finite) sum of primes of G(D). Now quote 

Theorem 3.5.7. 

(¢::)Suppose G(D) ~ 0 EBA Zin the product order. Then every aU E G(D)+ is 

a sum of primes of G(D). Hence, every nonzero nonunit in Dis a product of primes, 
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i.e., Dis a UFD. D 

Note that the group of divisibility of a UFD is telling us a little more than 

we might at first realize. In particular, the cardinality of the indexing set tells us 

precisely how many atoms a particular UFD admits (up to associates). 

Example 3.5.9. If Dis a domain and G(D) ~ 0 EB:1 Z, then Dis a UFD with only 

finitely many atoms. 

Example 3.5.10. Since Irr(Z) is countably infinite and Z is a UFD, then G(Z) ~ 0 

EB:1 z. 

Example 3.5.11. Let R be a countable UFD. Then D = R[x1 , x 2 , ... ] is a countable 

UFD. Thus, G(D) ~ 0 G(R) ~ 0 G(Z). 

It is evident from the previous example that groups of divisibility cannot tell the 

difference between PID's and UFD's in the general case. Continuing in this vein, note 

that it would not be difficult to characterize domains that are completely integrally 

closed with groups of divisibility. This is because the property of almost integrality 

is strictly a multiplicative property, which is exactly the kind of property groups of 

divisibility can pick up on. Thus, because the notion of integrality is both an additive 

and multiplicative notion, we cannot hope to characterize integrally closed domains 

via groups of divisibility. 

Having characterized UFD's in terms of groups of divisibility, we would like to 

do the same for GCD domains. First, we make some remarks about least common 

multiples. Given a domain D and some x, y E D, then z E Dis their least common 

multiple provided both .T, ylz and given any w E D such that x, ylw, then zlw. Recall 

that an LCM-domain is a domain in which every pair of elements admits a least 

common multiple. 
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Remark 3.5.12. Given a domain D and x, y E D, then lcm(x, y) need not exist 

even when [x, y] exists. For example, letting F be a field and D = F[[.r,2 , .7:3]], then 

[x2 ,x3] = 1. However, lcm(x2 ,x3 ) does not exist because x 2 ,x3 lx5 ,x6 but x 5 f x6 . 

Here is a theorem which will prove useful when we use the group of divisibility to 

characterize GCD domains. It is also a nice illustration of the interplay that is possible 

between theory of POAG's and factorization. The proof is very straightforward and 

will be skipped. 

Theorem 3.5.13. /7/ Let D be a domain, x, y, z ED*, and xU, yU, zU E G(D). 

a) If zU = inf(xU, yU), then z = [x, y]. 

b) Jfinj(.TU,yU) exists and z = [x,y], then zU = inf(xU,yU). 

c) zU = sup(xU, yU) if and only if z = lcm(x, y) 

The mention of LCM-domains is a rare occurrence in the literature. Our next 

theorem demonstrates why this is not an accident. 

Theorem 3.5.14. /7/ Let D be a domain with group of divisibility G and quotient 

field K. The following are equivalent: 

a) D is a GCD domain 

b) D is an LCM-domain 

c) G is lattice ordered 

Proof. a) ::cc} b) Let x, y E D* and z = [.7:, y]. Observe that we already have that 

zU :S xU, yU. From Theorem 3.1.16 and Theorem 3.5.13, it suffices to show that 

zU = inf(xU, yU). To this end, we let a, b E D* such that [a, b] = 1 and ab- 1U :S 

xu, yU. Then aU '.S xbU, ybU. Since aU '.S xbU, then alxb. But as [a, b] = 1, we 

103 



must have that alx. Similarly, we may deduce aly. Since z = [x; y], then alz. Since 

aU ~ zU, then all the more so we have that aU ~ bzU. Hence, ab- 1U ~ zU and we 

are done. 

b) ::::} a) Now let us posit that Dis an LCM-domain. We pick some a, b E D* and 

let c = lcm(a, b). From Theorem 3.1.16 we know that inf(aU, bU) exists. Further, 

from Theorem 3.1.16 it follows that cU + inf(aU, bU) = aU + bU. Let k E K such 

that inf(aU,bU) = kU so that cU + kU = aU + bU. As clab, then cU ~ aU + bU. 

Equivalently, aU + bU - cU 2:'. U. We have therefore demonstrated that kU 2:'. U, i.e., 

k E D. From part a) of Theorem 3.5.13 we obtain the desired result. 

c) ::::} b) We assume G is lattice ordered and let x, y E D*. Then sup( xU, yU) 

exists. That Dis an LCM-domain follows from Theorem 3.1.16. 

a), b) ::::} c) We begin by letting a, b, c, d E D* such that [a, b] = 1 = [c, d]. 

We would like to show G is lattice ordered, i.e., demonstrate the existence of some 

.xy-1U E G such that xy-1U = sup(ab- 1U, cd-1U). Having already shown that GCD 

domain if and only if LCM-domain, we let x = lcm(a, c) and y = [b, d]. First, observe 

that ab-1U ~ xy-1U because alx and ylb. So U ~ xby-1a-1U. Similarly we have 

that U ~ xcy-1d- 1U. Suppose now ab-1U, cd-1U ~ mn-lU for some relatively 

prime m., n E D*. Then U ~ m.bn- 1a- 1U. Since [a, b] = 1, then aim. Similarly, nib. 

We can again mimic this argument to that elm and nld. Restating, we have a, elm 

and nib, d. Having assumed x = lcm(a, c) and y = [b, d] we conclude xlm and nly. 

Put another way, xU ~ mU and nU ~ yU. Thus, mU - xU + yU - nU 2:'. U and so 

xy- 1U ~ mn- 1U. We have shown that xy- 1U = sup(ab-1U, cd- 1u), as desired. 

D 

Here is one we simply cannot resist. This result can be found in [7] but the 

proof is original. 

Theorem 3.5.15. Every localization of a GCD domain is a GCD domain. 
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Proof. Let D be a GCD domain and S <;;;; D* a multiplicative system. We wish 

to show Ds is a GCD domain. Let H be the subgroup of G(D) generated by the 

set {sUls E S}. We then know from Theorem 3.2.5 G(Ds) ~o G/H. Now we let 

aU + H, bU +HE C/ H. As Dis a GCD domain, then we know C is lattice ordered. 

Let cU = sup(aU, bU). Using the fact that U E H we have from Theorem 3.1.10 that 

aU + H, bU + H ~ cU + H. Let aU + H, bU + H ~ yU + H for some yU +HE C/ H. 

By Theorem 3.1.10 we are guaranteed the existence of some h1U, h2U E H such that 

aU ~ yU + h1U and bU ~ yU + h2U. Since His generated by {sUls ES}, then we 

may say h1U = s1s21U and h2U = s3s41U for some s1, s2, S3, S4 E S. Observe now 

that h1U, h2 U ~ s1s3U E H and so aU, bU ~ yU + s1s3U. As cU = sup(aU, bU) we 

havethatcU ~ yU+s1s3U. UsingTheorem3.l.10againweconcludecU+H ~ yu+H 

and so cU + H = sup(aU + H, bU + H). 

We have now shown that C / H is lattice ordered. From Theorem 3.2.5 we know 

that G(Ds) ~ 0 G / H. Now quote Theorem 3.5.14 to reach the desired conclusion. D 

Recall in Theorem 3.3.2 it was shown that given every linearly ordered abelian 

group can be realized as the group of divisibility of a valuation domain. Kaplansky 

and Jaffard went even further and proved the following amazing result. 

Theorem 3.5.16. Every lattice ordered abelian is order isomorphic to the group of 

divisibility of a GCD domain. 

Actually, a little more is true than what is stated in the previous theorem. Not 

only can every lattice ordered abelian group be realized as the group of divisibility 

of a GCD domain, but it has been shown that every such POAG can be realized as 

the group of divisibility of a Bezout domain. This astounding result is known as the 

Jaffard-Ohm-Kaplansky Theorem. We use it implicitly in the first sentence of the 

proof of the following theorem. 
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Theorem 3.5.17. Suppose C is a lattice ordered abelian group and let H < C be 

convex. Then C / H is lattice ordered. 

Proof. Suppose G is a lattice ordered abelian group and let D be a GCD domain 

such that C(D) ~ 0 C. Say <p: C(D) ----+ C is an order isomorphism. Let S = {s E 

DlsU E <p- 1 (H+)}. Since His convex, then H+ is convex in C+ by Theorem 3.1.9. 

Now Theorem 3.2.4 can be used to deduce that S is saturated and multiplicatively 

closed. Now we have that C(Ds) ~ 0 C(D)/c.p- 1(H) ~ 0 C/ H. But Theorem 3.5.15 

tells us that Ds is a GCD domain. Now we use Theorem 3.5.14 to conclude that 

C(Ds) is lattice ordered and we are done. D 

Our next result can be used to produce rings with exotic factorization behavior. 

The proof is a straightforward application of the appropriate definitions. 

Theorem 3.5.18. Let {Ci}A be a set of POAG's. 

a) EB A G; is atomic if and only if each Ci is atomic. 

b) EB A Ci and TIA Ci are lattice-ordered if and only if each Ci is lattice-ordered. 

c) If each Ci is atomic, then TIA Ci is atomic if and only if A is finite. 

In Theorem 3.5.8 it was shown that a domain is a UFD if its group of divisibility 

is free in the product order. Theorem 3.5.18 allows us to streamline this argument a 

bit. Indeed, if the group of divisibility C of a domain D is free in the product order, 

then by Theorem 3.5.18 we already know that C is lattice ordered. Moreover, as a 

free abelian group can be realized as a direct sum of the integers, then Theorem 3.5.18 

also assures us that C is atomic. Now use Theorem 3.5.14 to deduce that D is an 

atomic GCD domain. As GCD implies AP, then D is both atomic and AP, i.e., D is 

a UFO. 
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Here is a construction that yields some very strange, if not troubling, factoriza­

tion properties. 

Example 3.5.19. Let G = I]IR Z in the product order. Since Z is lattice ordered, 

then Theorem 3.5.18 assures us G is lattice ordered. As such, Theorem 3.5.16 allows 

us to let D be a GCD domain such that C(D) ~ 0 G. Note that, like UFD's, every 

nonzero nonunit can be expressed as a product of primes. However, the products in 

Dare very different than in a UFD. Remember that in the case of UFD's all products 

are finite. But in D, not only do we have elements that are products of infinitely 

many primes, there are elements that factor uniquely as a product of uncountably 

many primes. 

Theorem 3.5.18 can be used to demonstrate that subgroups of lattice-ordered 

abelian groups need not be lattice-ordered. Our argument is non-constructive and 

will use the following lemma. 

Lemma 3.5.20. Let D be a domain and say Max(D) = {Mili EA}. Then there 

exists an order monomorphism G(D) -+ TIA C(DMJ given by kU(D) -+ kU(DMJ-

Proof. If kU(D) 2': U(D), then k E D. Consequently, k E DM; for all i. It follows from 

Theorem 3.1.8 that the map is order-preserving. Moreover, if kU(DMJ = U(DM,), 

then k E U(DMJ for all i. But then k E nA DM; = D. Also, because k E U(DMJ 

for all i, then k t/:. Mi for all i. Thus, k E U ( D). The kernel of the map is therefore 

trivial and so we are done. D 

We now demonstrate that a subgroup of a lattice-ordered abelian group need 

not be lattice ordered. Note the implicit use of the Jaffard-Ohm-Kaplansky Theorem. 

Example 3.5.21. Let D be a Pri.ifer domain (non-field). Say Max(D) = {M;li E 

A}. Because D is Pri.ifer, then DM is a valuation domain for all M E Max( D). 
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Consequently, G(DMJ is a LOAG for all i EA. Now let G = TiiEA G(DMJ· Because 

each G(DMJ is a LOAG and therefore lattice-ordered, then by Theorem 3.5.18 we 

know that G is lattice-ordered. Using Lemma 3.5.20 we have an order monomorphism 

G(D) -+ G. Hence, we can think of G(D) as a subgroup of a lattice-ordered abelian 

group. Now if every subgroup of a lattice-ordered abelian group was lattice-ordered, 

then it would follow that G(D) must be lattice ordered. From Theorem 3.5.14 it 

would then follow that D is a GCD domain. We could then conclude that every 

Priifer domain is also a GCD domain. But if this were so, then by Theorem 2.1.25 it 

would follow that every Priifer domain must also be a Bezout domain, a contradiction 

because D = Z[H] is Priifer but not Bezout. That D is Priifer follows from the 

fact that D is Dedekind. If D were Bezout, then because D is Noetherian it would 

follow that Dis both Bezout and atomic, i.e., Dis a PID. But note that D = Z[N] 

is not even a UFD. 

The Jaffard-Ohm-Kaplansky Theorem asserts that every lattice ordered abelian 

group can be realized as the group of divisibility of a Bezout domain. Theorem 3.5.22 

provides us with a means of producing examples of lattice ordered abelian groups 

which can only be realized as the group of divisibility of a Bezout domain. 

Theorem 3.5.22. Suppose L1 , L2, ... , Ln are nonzero LOA G's, Dis a domain, and 

G = EB~=l Li in the product order. Assume that there exists an order isomorphism 

G(D) -+ G. Then IMax(D)I = n. Further, for each M E Max(D) we have that 

G(DM) ~" L, for some L,. Lastly, D must be a Bezout domain. 

Proof. We first observe that by Theorem 3.5.18 G is lattice-ordered and so D is 

a GCD domain by Theorem 3.5.14. Now let H = { (0, a2, a3, ... , anlai E Li} and 

note that H is a convex subgroup of G. Hence, there exists a multiplicative system 

S <;;;;; D* such that G(Ds) ~o G/H. Noting that the map L1 -+ G/H given by 

£ -+ (£, 0, 0, ... , 0) + H is an order isomorphism, then G(Ds) ~ 0 L1 . As L1 is a 
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LOAG, then Ds must be a valuation domain and therefore quasi-local. It follows 

that Ds = Dp1 for some P1 E Spec(D). Similarly, we can construct prime ideals 

Pi, A, ... , Pn such that G(Dp.) ~o Li. 

We now show that P1 E Max(D). Let ME Max(D) such that P1 i:;;; M. Let 

0 -=I- m E M and note that if mU ----+ U7i, ... , Cn) with £1 > 0, then m (/:. U(Dp1 ). As 

D is a GCD domain, it follows that m E Pi and we conclude that P1 = M. Assume 

then, to the contrary, that mU ----+ (0, £2 , ... , Cn). Because G has the product order, 

then each Ci :2: 0. Since m E Pi, then we must have Ci > 0 for at least one l;. Without 

loss of generality, assume £2 > 0. Then M Dp2 E Spec(Dp2 ) => M Dp2 i:;;; ADp2 => 

M i:;;; P2 • Since M E Max(D), then P2 = M. But then P1 i:;;; P2 , a contradiction 

since PiDp2 = Dp2 . Hence, P1 E Max(D). Similarly, each Pi E Max(D). 

We have now shown that there exist M1 , ... , Mn E Max(D) such that G(DM,) ~ 0 

Li. Suppose now M E Max(D) and choose some O -=I- m E M. Say mU ----+ 

(:1:1, ... ,:rn) > 0. Then some .Ti> 0 and so.TE Mi. It follows that Mi:;;; LJ7= 1 Mi 

and so M i:;;; Mi for some Mi. Thus, M = Mi and so the first two assertions of the 

theorem are now established. 

We now establish the last assertion of the theorem. We have shown IM ax( D) I = 

n and G(DM) ~o Li for one of our LOAG's Li. As each G(DM) is a LOAG, then DM 

is a valuation domain. Therefore, D is Priifer domain. Now use the characterization 

in Theorem 2.1.25 to conclude that Dis a Bezout domain. D 

Remark 3.5.23. In Theorem 3.5.22, note that if each Li is Archimedean, then 

DM is a 1-dimensional valuation domain for each maximal ideal M. By prime 

correspondence for localizations, it follows that every maximal ideal is a ht-1 prime 

and so dim( D) = 1. Also, notice that if G is a direct sum of more than 2 or more 

LOAG's in the product order, then D is never a valuation domain. Hence, this 

theorem shows that we can use groups of divisibility to construct Bezout domains of 
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any given Krull dimension and these domains are never valuation domain's. 

We would not find it very surprising if this result actually characterized semi­

quasi-local Prufer domains. The proof might rest on the following conjecture. 

Conjecture 3.5.24. Suppose Dis a semi-quasi-local Prufer domain, M E M a.7:(D), 

and S = {µ E Max(D)Iµ i= M}. If O #- x E M, then there exists some y E Usµ 

such that xU(DM) = yU(DM ). 

Proving Conjecture 3.5.24 would allow us to give the following characterization 

of semi-quasi-local Prufer domains. 

Theorem 3.5.25. Suppose Dis a semi-quasi-local domain with Max(D) = {M1 , ... , Mn}. 

The fallowing are equivalent: 

a) D is a Bezout domain 

b) D is a Priifer domain 

c) G(D) ~o EB:~ 1 G(DMJ (product order) 

Proof. We already know from Theorem 2.1.25 that every Bezout domain is Prufer. 

Further, the implication c) =} a) was established in Theorem 3.5.22. Thus, we need 

establish the implication b) =} c). Assuming D is a Prufer domain, it follows that 

DM is a valuation domain for any M E M ax(D) and so each G(DM) is a LOAG. 

Say Li= G(DMJ· From Lemma 3.5.20 we know the map G(D) -+ EB:~1 L; given by 

kU -+ (kUi) is an order monomorphism. Letting .T = (a1U1, ... , anUn) E EB~=l Li, 

we have that x = z::=:1 >.i(aiUi), where Ai : Li -+ EB~=l Li is the natural inclusion. 

Invoking Conjecture 3.5.24, we know there exists a bi E Mi - LJ#i M1 such that 

biUi = aiU;. Observe now that if i #- j, then biUJ = U1. Hence, b1b2 · · · bnUi = 

b1U1 = a1U1. Similarly, bi··· bnUj = a1U1. Letting x = b1b2 · · · bn, we then have that 
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epic and we are done. D 

Note that the requirement that D be semi-quasi-local is crucial. For example, 

if F is a countable field, then D = F[x, y] is a countable UFD with infinitely many 

primes and so G(D) ~ 0 ffi:1 Z. But D is not Priifer because D is a 2-dimensional 

UFD. 

We end this chapter with a corollary to Theorem 3.5.22 which characterizes 

semi-quasi-local PID's. 

Corollary 3.5.26. Suppose D is a non-field domain. The following are equivalent: 

a) D is a semi-quasi-local PID 

b} G(D) ~ 0 ffi~=I Z for some n EN 

Proof. a) ::::} b) Since D is a semi-quasi-local PID, then D is one-dimensional and 

there are only finitely many maximal ideals. Say JM ax(D) J = n. Then D contains 

exactly n primes. As such, G(D) ~o ffi~=l Z. 

b) ::::} a) We assume G(D) ~ 0 ffi:~1 Z for some n E N. Then D is a UFD by 

Theorem 3.5.8. From Theorem 3.5.22 we know that D is a Bezout domain. As every 

Bezout domain is Priifer, it follows from Theorem 2.1.27 that D is a PID. D 
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CHAPTER 4. A GENERALIZATION OF KRULL 

DIMENSION 

4.1. Antimatter Domains 

There is another class of rings which has not been mentioned up to now and 

which will be very important to us. These rings feel pathological from a factorization 

point of view because their elements cannot be broken down into atoms. We say that 

a domain D is an antimatter domain (AMD) if D admits no atoms. To begin 

with the trivial case we point out that every field is an AMD. We call an AMD R a 

nontrivial AMD if R is not a field. Here are some less boring examples. 

Example 4.1.1. Let F be a field and consider the ring R = F[xq]qEQ+. Then M = 

(xq)qEQ+ is a maximal ideal. The localization RM is a 1-dimensional antimatter 

valuation domain. To see that RM is a valuation domain note that given any nonzero 

nonunit in RM is of the form uxq for some u E U(RM) and some xq E M. Thus, if 

u1.Tq1 , '112,Tq2 E RM with q1 ::; q2, then n1.Tq1 lu2.Tq2, making RM a valuation domain. 

Alternatively, it is not very hard to verify that G( RM) ~ 0 (Q. Quoting Theorem 3.3. l 

it follows that RM is a valuation domain. It is also evident from these observations 

that RM is an AMD because we can always find a rational between O and any other 

positive rational. Lastly, dim( RM) = 1 because M is a ht-1 prime in R. 

The term "antimatter" domain was coined by Coykendall in [6]. However, in 

[7] it is evident that they had already been noticed. Gilmer observed that if D is 

an integrally closed domain with an algebraically closed quotient field K, then given 

any nonzero nonunit x E R, then there exists some nonzero nonunit y E R and some 

nx E N such that x = ynx. The reason for this is because given tn - xn E R[t], then 

as K is algebraically closed we know there is some y E K satisfying this polynomial. 
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But now because D is integrally closed, then y E D. It is obvious that D is an 

AMD. Moreover, we may also deduce from this fact that any integrally closed domain 

admitting an atom cannot have a quotient field which is algebraically closed. Thus, for 

example, the quotient field of an integrally closed Noetherian domain or the quotient 

field of a non-field UFD must fail to be algebraically closed. In particular, C cannot 

be realized as the quotient field of a non-field UFD. We can go even further and say 

that C is not even an algebraic extension of a quotient field of a non-field UFD. The 

proof of this follows from the fact that any algebraic extension of a field F is contained 

in the algebraic closure of F and that an algebraic extension of an algebraic extension 

is an algebraic extension. Thus, not only is C not the integral closure of a non-field 

UFD, but neither is R 

Recall now that a fragmented domain is any domain such that given any nonzero 

nonunit x E D, then there exists another nonzero nonunit y E D such that ynlx for 

all n E N. Clearly, such a ring must be an AMD. Moreover, in [5] it was shown that 

every non-field fragmented domain must be infinite dimensional. We will revisit this 

result in Theorem 4.3.23 where we use groups of divisibility to offer an alternative 

proof of this result. We will also utilize groups of divisibility as a means of producing 

examples of AMD's. In [6], we find the following example showing how we can embed 

any domain D into an AMD T such that dim(D) = dim(T). 

Example 4.1.2. Let D be a domain with quotient field K and let L be an algebraically 

closed field containing K. Now let D be the integral closure of Din L. As D <;;: Dis an 

integral extension, then we know dim(D) = dim(D). Now show D is an AMD and 

that K is the quotient field of D. Now suppose a E D and say an+ rn_ 1an-l + ... + 

r 1 a+ r0 = 0 with each ri E D. Since a E £, then the polynomial x2 - a = 0 has a root 

in L. Say t E L with t2 = a. Then we have that t2" + rn_ 1t2(n-l) + ... + r1t2 + r0 = 0, 

i.e., t E D. It follows that a tf. Irr(D) and so D admits not atoms. 
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Our next example shows that many UFD's admit nontrivial antimatter over-

rings. 

Example 4.1.3. Let F be a field and let R = F[x1 , x2 , ... ]. Then Risa UFD. Now 

consider the overring of R given by L = F[xi, x2, ... ; ~i ]nEN· Now let M be the 
Xi+l 

canonical maximal ideal of L and consider the localization L M. This localization is 

an example of a fragmented domain. To see this, first observe that if f E LM, then f 

also lies in the quotient field of F[x1 , ... , Xn] for some n. Hence, every power of Xn+1 

divides f and so we see not only that LM is an AMD but, in fact, LM is a fragmented 

domain. 

In light of the previous example, we pose some questions. Can a finite di­

mensional UFD admit an antimatter overring? Does every infinite dimensional UFD 

admit an antimatter overring? In Corollary 4.1.5 it becomes evident that PID's never 

admit nontrivial antimatter overrings. Dr. Jim Coykendall shares the following result. 

Theorem 4.1.4. Every averring of a Bezout domain is a localization. 

Proof. Suppose D is a Bezou t domain and T is an overring of D. Let S = { s E Di l E 
s 

T}. Clearly S is multiplicatively closed because Tis a ring. Hence, Ds ~ T. Assume 

now if: E T for some d, s E D. Since D is a GCD domain, then we may assume 
s 

[d, s] = 1. As D is Bezout, then we may write 1 = r1d + r2s for some r 1 , r 2 E D. 

Thus l = rid+r2s = r if:+ r E T. Hence, s E S and so TC_ Ds. We have therefore , s s ls 2 

shown that T = Ds, as desired. D 

Corollary 4.1.5. Every averring of a PID is a PID. 

Proof. If D is a PID, then D is Bezout. Thus, every overring of D is a localization by 

Theorem 4.1.4. Now use Theorem 2.1.4 for the desired result. D 

114 



Our next example shows another way to construct AMD's. It is a different type 

of construction than seen in the Example 4.1.2 because of the way new variables are 

introduced to "kill" atomicity. 

Example 4.1.6. Let D0 be a non-field domain containing an atom. Now partition 

the atoms of Do by associates, i.e., form equivalence classes among the atoms via 

n 1 ,..__, n2 whenever n 1 and n 2 are associates. Now choose a representative from each 

equivalence class to create a new set A. Now for each Pi E A introduce a variable 

xi. We can now build the ring extension D0 £;; D1 = D [xi; E!. ]iEA. Note that if x, 

7r E Irr(Do), then 7r tJ. Irr(D1). Similarly, we can build a domain D2 in which every 

atom of D1 ceases to be an atom in D2 . Continuing inductively, we have an ascending 

chain of domain (Di)~0 in which the atoms of Dn cease to be atoms in Dn+l· Now 

let L = LJ:o Di. It is now not very difficult to see that T is an AMD. 

We now characterize AMD's via groups of divisibility. This result is fundamental 

and can be used to produce many more examples of AMD's. Its proof follows 

immediately from Theorem 3.5.3 and so we will skip it. 

Theorem 4.1.7. Let D be a domain. Then Dis an AMD if and only if G(D) has 

no atoms. 

We could rephrase Theorem 4.1. 7 by saying that D is an AMD if and only if its 

G(D) has no elements which are minimal with respect to being positive. Let us put 

this result to work. 

Example 4.1.8. Suppose V is a valuation domain and G(V) ~ 0 ZEB Q. Then V 

is a 2-dimensional AMD. On the other hand, G(V) ~ 0 EB;~1 Ai, where each A is a 

nonzero Archimedean group and An is dense in IR, then Vis an n-dimensional AMD. 

Example 4.1.9. Suppose D is a domain and G(D) ~o ZEB Qin the product order. 

By Theorem 3.5.22 D is a Bezout domain with exactly 2 maximal ideals. Moreover, 
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Theorem 4.1.4 assures us that every overring of a Bezout domain is a localization. 

But G(D) has only two nontrivial convex subgroups. Thus, D admits only 2 non-field 

overrings. One of the overrings of Dis a Noetherian valuation domain while the other 

is a I-dimensional valuation AMD. 

It is evident that we can use groups of divisibility to create AMD's that are 

infinite dimensional or of any given finite dimension. Here is another way we can use 

AMD's to create "bigger" AMD's. Theorem 1.2.3 makes the proof of the following 

result an easy task. 

Theorem 4.1.10. Suppose Dis an AMD with quotient field K. Then D + xK[[x]] is 

an AMD if and only if D =I K. 

We recall now that an underring of a domain D is a subring of D which has 

the same quotient field as D. For example, D[x2 , x3] is an underring of D[x] while D 

itself is not. Additionally, if Dis a domain with quotient field K, then D + xK[[x]] is 

an underring of K[[.T]]. We see, therefore, from the previous theorem that PID's may 

admit antimatter underrings. This should be contrasted with Theorem 4.1.5 in which 

it was shown that the only antimatter overring of a PID is its quotient field. It follows 

from the same theorem that a nontrivial AMD cannot admit a PID underring. We 

have already seen examples of fields which admit antimatter subrings. For example, 

the integral closure of Zin (C is a I-dimensional AMD. These observations suggest an 

interesting line of questioning. Given a field F, under what circumstances do F, F[x], 

or F[[x]] admit antimatter subrings? Some fields do not admit nontrivial antimatter 

subrings. 

Example 4.1.11. Suppose D is an antimatter subring of (Q. Then because D has 

an identity, it is necessary that Zs;;; D. As Z is a PID, it follows from Theorem 4.1.5 

that D is a localization of Z. But a localization of a PID is a PID. Thus, D is an 

atomic AMD. This can only mean Dis a field and so we must have that D = (Q. 
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We observe that there are countable fields which admit nontrivial antimatter 

subrings. For example, we might consider the integral closure of Z in the algebraic 

closure of Q. Having seen that a field might or might not admit an antimatter subring, 

we might extend our these ideas to a more general setting. We will not pursue these 

queries very far at all as our motivation is merely to open a line of questioning. The 

following theorem might serve as a starting point. 

Theorem 4.1.12. Let D be a domain. Then D admits a non-field antimatter subring 

if and only if D[xi]iEA admits a non-field antimatter subring for any given indexing 

set A. 

Proof. ( =}) Clear. 

(¢=)Suppose R is a non-field antimatter subring of D[xi]iEA and we consider the 

subring R' = {f E Rldeg(f) = O} of R. If R' = R, then we are done. So we should 

require R' -=/- R. It now suffices to show R' is not a field. Assume, to the contrary, that 

R' is a field. Since R' -=/- R, then there must exist some g E R such that g is of minimal 

positive degree. As R is an AMD, then there must exist some k, k ER* - U(R) such 

that g = hk. Note that deg(g) = deg(h) + deg(k). By the minimality of deg(g), there 

is no loss of generality in saying deg(h) = 0. Hence, h E R'. But since R' is a field, 

we may conclude h E U(R') = U(R), a contradiction. D 

Corollary 4.1.13. Q[xi];EA contains no nontrivial antimatter subrings. 

Theorem 4.1.14. Assume F is a field of characteristic O with the property that 

given any nonzero x E F, there exists some integer n 2': 2 and some Yx E F such that 

y~ = x. Then F admits a non-field antimatter subring. 

Proof. Since char(F) = 0, then the subring Zp generated by lp is isomorphic to Z. 

Letting ZF be the integral closure of ZF in F, then Zp is a non-field AMD. D 
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We remark that JR or any algebraically closed field of characteristic O would 

satisfy the hypotheses of Theorem 4.1.14. Moreover, fields of nonzero characteristic 

may or may not admit antimatter subrings. For example, given any prime p, then 

the algebraic closure K of FP admits no nontrivial antimatter subrings because K can 

be realized as a union of a chain of fields. Hence, given any a E K, then an = 1 for 

some n E N. On the other hand, the integral closure of Fp[x] in the algebraic closure 

of its quotient field is a 1-dimensional AMD. We close this section with the following 

conjecture. 

Conjecture 4.1.15. Given any field F, then F[[x]] admits a nontrivial antimatter 

subring. 

4.2. The Integral Closure of an Antimatter Domain 

In the previous section we saw we can use groups of divisibility to construct 

examples Bezout AMD's. Recall that every Bezout domain is a GCD domain and all 

GCD domains are integrally closed. Moreover, we showed that the integral closure T 

of a domain D in the algebraic closure of its quotient field is an AMD. Again, such 

a domain would be integrally closed because D s;;; T is an integral extension. The 

"hands-on" examples of AMD's which have been presented so far are all integrally 

closed. One might wonder if all AMD's are integrally closed. The answer is no. 

Consider the following construction. 

Example 4.2.1. Let F be a field and consider the ring 

R - F[x X . i:_ i:_ . U:. U:. . :£1. r.1 • :E.2- :c2 • ] 
- 1, 2, . .. ' , ' 2 ... ' ' ' 2 ... ' ,. , -:i'" ... ' . ' 2 ••• ' •••• 

. c1 X1 xi X1 x2 X2 13 X3 

Letting M be the canonical maximal ideal of R, we see that the localization RM 

is an AMD. To verify this, let a be any nonzero non unit in RM. Then there exists 

some n EN such that a E F(y2 , y3 , x1, x2 , ... xn). Thus, aRM <;; Xn+IRM. Note that 

y E RM but y (/:. RM. So RM is not integrally closed. 
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We also point that from the previous example that y (j. Irr(RM) because we 

have JL, x1 E RM, whence y = JL(.1:1). Indeed, it is not immediately clear whether or 
XI XI 

not RM admits any atoms at all. 

Example 4.2.2. Let V be a valuation domain such that C = G(V) ~ 0 ZEB Qi. As 

G+ admits no minimal elements, then V is an AMD. But note that since V is 2-

dimensional, then Theorem 3.3.4 tells us this ring is not completely integrally closed. 

We use Theorem 3.3.7 to deduce that the complete integral closure of V is Vp, where 

P is the ht-1 prime of V. Since Vp is 1-dimensional, then Vp is completely integrally 

closed. Further G(Vp) ~o Z, making Vp a Noetherian valuation domain. Since all 

Noetherian valuation domain's are PID's, we see not only that the complete integral 

closure of an AMD may admit an atom but even more so it can even be Noetherian. 

This is also a good illustration that localization can be used to produce atoms where 

there none. 

The following example is due to Dr. Jim Coykendall. It shows that the integral 

closure of an atomic domain can be an AMD. 

Example 4.2.3. Let F <:;;; L be an algebraic extension of fields and consider the 

ring R = F + xL[xq]qEIQl· Let M = xL[xq]qEIQl+. Then RM is atomic. Indeed, if 

a ERM - U(RM), then a= uxq for some u E U(RM) and q E Qin [1,oo). Note that 

if j E Ql+, then xJ E Irr(RM) if and only if 1::; j < 2. Thus, if a= uxq and q = n+h 

for some n EN and h E Qin [1, 2), then a= (uxn)xh is an atomic factorization of a. 

So RM atomic. 

As an added note, we point out that if D = L[xq]qEIQl and if 9J1 is the canonical 

maximal ideal of D, then RM= D'JJ!, Also, we see that G(D'JJ!) ~a Qi, making D'JJ! an 

antimatter valuation domain. Thus, the integral closure of an atomic domain may be 

an AMD. 
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Let us take assessment of the results so far in this section. First, we have seen 

that AMD's may or not be integrally closed. Moreover, the complete integral closure 

of an AMD may be a !-dimensional PIO. Also, the integral closure of an atomic 

domain may be an AMD. Therefore, we begin to wonder if it is possible for the 

integral closure of an AMD to admit an atom. We consider another example. 

Example 4.2.4. Consider the ring given by 

R - F[x x . i:_ L . '1l_ L . :£1. ~ . 'E... --'!cL . ] 
- 1, 2 · · ·, , · · ·, , · · ·, , · · ·, , · · ·, · · · · X1 X1X2 X1 x1x2 X2 x2x3 X3 X3X4 

Let M be the canonical maximal ideal of R and look at the localization RM. 

Using a similar argument as was employed in Example 4.2.1 it can be verified that RM 

is an AMD. It is also clear that RM is not integrally closed since y E RM but y tf. RM. 

- 2 -
Note that y rt Irr(RM). To see this, note that __1C__, :£1. E RM. From Theorem 2.2.4 "F- X1X2 X2 

2 2 - -
it follows that _Jc__xi = u;. E RM. Thus, 1L E RM and so y = 1L(x2) is a nontrivial 

x1x2 x2 :r,2 x2 x2 

factorization in RM. 

We pose the following conjectures. 

Conjecture 4.2.5. 

atom. 

a) There exists an AMD whose integral closure admits an 

b) If D is an AMD and D admits an atom, then D is infinite dimensional. 

Working under the assumption that R being an AMD does not force R to be 

an AMD, we push further and inquire as to the possibility of the integral closure of 

an AMD being atomic or even Noetherian. To motivate, we consider the following 

example. 

Example 4.2.6. Suppose we have a field F and consider the ring D = F[[x2 , x3]]. 

Clearly, D is not integrally closed and F[[x]] ~ D. But D is the smallest integrally 

closed averring of D and so we must have D = F[[x]]. 
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0 bserve that D is a valuation domain while D is not. Also, x2 , x 3 E Irr ( D). 

If one is searching for AMD's whose integral closures might admit an atom, then we 

might first target a known integrally closed domain which admits an atom and try 

to realize it as the integral closure of one of its antimatter underrings. The following 

theorem some guidance in showing where we ought not use this strategy. 

Theorem 4.2. 7. Suppose D is an AMD and D ~ V is an integral extension. If V 

is a valuation domain, then V is an AMD. 

Proof. We assume V is a valuation domain with maximal ideal M. Recall that a 

valuation domain admits an atom if and only if it maximal ideal is principal (and 

nonzero). So we assume to the contrary that M = m V for some m E V. Letting 

S ={PE Spec(V)IP £: M} we see that M - LJPES P =f- 0 since m E M - LJPES P. 

Let µ = Mn D. Since V is a valuation domain and integral extensions are INC and 

GU, then the prime ideals of D must be linearly ordered by inclusion. Hence, 11, is the 

unique maximal ideal of D. Further, since M - LJPES P =f- 0, then we must also have 

that µ - LJ PES ( P n D) =f- 0. Now given any a E µ, we have that a E M all the more so. 

Also, given any b E M - LJPES P, we have bU(V) = mtU(V) for some t E N, where 

t depends on b. As /L - LJPEs(P n D) =I- 0, we may let a E /L - LJPEs(P n D) such 

that aU(V) = mnU(V) for some minimal n E N. As D is an AMD, then aD £: (3D 

for some (3 E D* - U(D). Hence, (3 E µ - LJPES(P n D) and so f3U(V) = mkU(V) 

for some k E N. Since f31a, then k :S: n. By minimality of n we also have that n :S: k. 

Hence, a and fJ are associates in V. Now aD £: {JD and so a= f]cp for some nonunit 

cp E D. But as o: and f3 are associates in V, we must have that cp E U(V). We now 

have that cp E U(V) n D = U(D), a contradiction since cp (/: U(D). D 

If we are searching for integrally closed domains which can be realized as the 

integral closure of an AMD, then in addition to showing us where not to look, the 

following theorem gives us an idea as to how truly exotic such a domain would have 
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to be. Recalling that all Noetherian domains are ACCP, it also brings an abrupt end 

to any question regarding the possibility of an AMD having a Noetherian integral 

closure. 

Theorem 4.2.8. If D is an AMD, then D is not an ACCP domain. 

Proof. Suppose x 1 E D* - U(D). Since Dis an AMD, then there exist some r2, x 2 E 

D* - U(D) such that x 1 = r 2x2 . Using this same idea we can construct a sequence 

(xi)~1 of nonzero nonunits in D such that Xi= ri+1Xi+l with each rj E D* - U(D). 

Since any nonunit in a domain remains a nonunit in its integral closure, then .'L' 1 D £; 

x 2 D £; ... is an ascending chain of principal ideals in D, achieving the desired result. 

D 

Atomic domains that fail to be ACCP have been shown to exist but are a rarity 

in the literature. Thus, finding examples of AMD's with atomic integral closures 

might well be worth our while. 

Now if we are targeting an integrally closed atomic domain D first and trying to 

realize such a domain as the integral closure of an antimatter subring, it would be nice 

to know whether or not D even admits antimatter subrings. Hence, our discussion 

on the existence of antimatter subrings in the previous section becomes all the more 

pertinent. 

4.3. A Generalization of Krull Dimension 

In the previous section, most of our discussion was centered around the notion of 

integral extensions. One of the most fundamental results of dimension theory is that 

Krull dimension is preserved in integral extensions. More generally, Krull dimension is 

preserved in extensions that are GU and INC. We have seen numerous instances where 

knowing the dimension of a ring provided us with some highly nontrivial information 

about the ring. For example, if Vis a non-field valuation domain, then Vis completely 
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integrally closed if and only if dim(V) = l. Also, we have seen that a non-field UFD 

is a PID if and only if it is I-dimensional. By way of an application, we can see 

that given any field F, then F[x2 , x3] is I-dimensional because its integral closure is 

a PID. From an intuitive point of view, we can think of Krull dimension as a certain 

measure of the size of a ring because of the way in which are able to "stack up" prime 

ideals. In this section, we generalize the idea of Krull dimension in an effort to speak 

with more specificity with regards to infinite dimensional rings. In addition to being 

intimately connected with the idea of integrality, we will see that many of the ideas 

in this section are motivated by our work on groups of divisibility. 

We begin by recalling the definition of Krull dimension given in Chapter 2. 

A chain of prime ideals P0 £; Pi £; · · · £; Pn in a ring R is said to have length 

n. The Krull dimension of R is then defined to be the supremum of the lengths 

of all such chains of primes in R. If this supremum is finite, then R is said to 

be finite dimensional and the dimension of R is equal to this (finite) supremum. 

Otherwise, R is said to be infinite dimensional. We pose the following question: If 

two rings have infinite Krull dimension, then should they be regarded as having the 

same Krull dimension? It would seem as though rings having infinite Krull dimension 

have historically been lumped together and treated as though not having finite Krull 

dimension were equivalent to having the same Krull dimension. We think the answer 

to the question posed should be a resounding no. It is the primary purpose of the 

next two sections to argue in favor of this shift in outlook. As the new definition will 

be indistinguishable from the one of tradition in the finite dimensional case, our focus 

will be almost exclusively on infinite dimensional rings. We will be using the notation 

ISi will denote the cardinality of the set S. As the Axiom of Choice is enthusiastically 

embraced here, we recall that the collection of cardinal numbers is linearly ordered. 

In addition, given cardinal numbers o: and /3 with o: :S f3 :S o:, then o: = (3. We now 
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consider some examples to motivate our discussion. The following example is due to 

Dr. Jim Coykendall. We use the symbol N1 to denote IIRI. (back here) 

Example 4.3.1. We show that dim(R[x 1 , x2, ... ]) 2:: N1. Letting P E Spec(R), 

we have the isomorphism R[x1,x2, ... ]/P[x1,x2, ... ] ~ (R/P)[x1,x2, ... ]. Hence, we 

have the inequality dim(R[x 1 , x2, ... ]) 2:: dim((R/ P)[x1, x2, ... ]). It may therefore 

be assumed, without loss of generality, that R is a domain. Now let ¢> : <Q -* N 

be a bijection so that R[x1, x2, ... ] = R[xct,(q)]qEIQl· Now given any q E <Q, define 

Sq= {xct,(t)lt ~ q}. Note that R being a domain guarantees that each (Sq) E Spec(R). 

Now for every T E IR, let Pr = uq~r(Sq)- If T1, T2 E IR with T1 < T2, then T1 < q < T2 

for some q E <Q. Thus, Pr1 £; Pq £; Pr2 and so we have a chain(Pr)rEIR of nonzero 

pairwise distinct prime ideals in R[x1, x2, ... ], thereby achieving our aim. 

Example 4.3.2. Suppose Vi and Vi are infinite dimensional valuation domains 

such that Spec(Vi) is countable while Spec(V2 ) is uncountable. Then ISpec(Vil < 

ISpec(Vil- It therefore seems reasonable to conclude dim(Vi) < dim(Vi). 

It should be pointed out that under the traditional definition of Krull dimen­

sion, the dimensions of the rings in Example 4.3.1 and Example 4.3.2 cannot be 

distinguished because neither ring has finite dimension. We are therefore compelled 

to offer a definition by which we are able to make such a distinction in the infinite 

dimensional case but which also agrees with the traditional definition in the finite 

dimensional case. 

Definition 4.3.3. Let S be the set of all chains of prime ideals in R. For each C E S 

choose some xc E C. We define the Krull dimension of R, denoted dim(R), by 

dim(R) = sup{IC - xcl}cES· If this supremum is finite, then we will say R is finite 

dimensional. Otherwise, we will refer to R as having infinite Krull dimension. 

Naturally, if we are going to use this definition our first order of business should 

be to make sure that it is well-defined. In [1] it is shown that if X is any set of cardinal 
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numbers, then there exists a cardinal number CT such that CT = sup(X). Thus, not 

only is our new definition well-defined, but we get the added bonus of knowing that 

under our new definition every ring admits a uniquely determined Krull dimension. 

To ease the tenor of our discussion, we will assume for the remainder of the paper 

that the Krull dimension of R and the dimension of R are synonymous notions. 

An additional noteworthy aspect of using this definition lies in the fact that 

instead of thinking of the dimension a ring R in terms of what it is not (finite), we 

may identify the dimension of R with a cardinal number by which we may know 

what the dimension of R actually is. Our new definition also allows us to make 

the appropriate definitions for the height and depth of a prime ideal. The theorem 

which will follow our next definition should feel familiar and will ease some of our 

calculations. 

Definition 4.3.4. Let PE Spec(R). The height and depth of P, denoted ht(P) and 

d( P) ,respectively, are given by the following equations: 

a) ht(P) = dim(Rp) 

b) d(P) = dim(R/ P) 

We observe that since the definition of Krull dimension is well-defined, then so 

also are the definitions just presented. 

Theorem 4.3.5. Let R be a ring. Then dim(R) = sup{ht(M)IM E M ax(R)} 

sup{d(P)IP E Spec(R)}. 

Proof. We first show that dim(R) = sup{ht(M)IM E Max(R)}. Given PE Spec(R) 

and CT S: R multiplicatively closed we know that every prime in the localization Ra 

is of form P Ra where P n CT = 0. So if M E Max( R), then it is obvious that 

dim(RM) :=:; dim(R), 1.e., sup{ht(M)IM E Max(R)} :=:; dim(R)}. For the reverse 
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inequality we let S be the set of all chains of prime ideals in R and choose some 

C E S. Let xc E C and M E M ax(R) such that P <;;; M for all P E C. Then 

IC - x)lc :S ht(M) ~ dim(R) :S sup{ht(M)IM EM ax(R)}, as desired. 

We now show dim(R) = sup{d(P)IP E Spec(R)}. Assuming PE Spec(R) we 

know that every prime ideal in R/ Pis of form Q / P where Q E Spec(R) such that P <;;; 

Q. Thus, dim(R/ P) :S d'irn(R) ~ sup{ d(P)IP E Spec(R)} :S dim(R). Letting S be 

the set of all primes in R we choose some CE sand Xe E C. Then~= nPEC p E 

Spec(R) and so IC - xcl :S D(~). Hence, sup{IC - xcl}cES :S sup{d(P)IP E 

Spec(R)}, i.e., dim(R) :S sup{d(P)IP E Spec(R)}. So we are done. D 

Theorem 4.3.6. Suppose R is a ring and dim(R) > a for some cardinal number a. 

Then there exists a chain of primes (Pi)iEJ\ in R such that IAI > a. 

Proof. By definition, dim(R) = sup{IC - :rcl}cES, where Sis the set of all chains of 

primes in R. If IC - xcl :Sa for all chains of primes in S, then sup{IC - xcl}cES :S 

C. D 

An immediate consequence of Theorem 4.3.6 is that if dim(R) > N0 , then R 

must admit an infinite chain of primes. We now compute the Krull dimension of all 

infinite dimensional Noetherian rings. 

Example 4.3.7. If R is Noetherian and M E Max(R), then ht(M) < oo. So 

dirn(R) = sup{ht(M)IM E Ma:r:(R)} :S N0 . If R happens to be infinite dimensional, 

then we have dim(R) :S N0 :S dim(R), i.e., dim(R) = N0 . Thus, if R is Noetherian, 

the following are equivalent: 

a) R is infinite dimensional 

b) dim(R) = dim(R[x]) = dim(R[[x]]) = N0 . 
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Hence, if Risa ring and dim(R) > ~0 , then R is non-Noetherian. Later we will recall 

this example when we broaden our scope to consider the dimension of polynomial 

and power series extensions of any ring. 

Having computed the Krull dimension of all infinite dimensional Noetherian, we 

would like to use our generalization to compute the dimension of some other rings. 

The next two results will help us do this. 

Theorem 4.3.8. Let {Ali E a} be a set of (nonzero) Archimedean groups and 

let V be a valuation domain whose group of divisibility is order isomorphic to the 

lexicographic sum EB a Ai via the order map <p : EB a Ai ----+ G(V). For each Ai, choose 

some O:,; EA; with each o:i > 0. For each o:i, choose ai E V such that aiU = <p(,\,;(o:i)), 

where Ai : Ai ----+ EB a Ai is the natural injection. 

a) Then PE Spec(V) is branched if and only if P = Ja;V for some ai. 

b) There exists a bijection between a and the set of all branched primes given by 

i ----+ Pi, where P; E Spec(V) such that Pi = Ja;V. 

Proof. a) Let P E Spec(V). From Theorem 2.5.16 we know that if P is the radical 

of a principal ideal, then P is branched. Hence, we have only to prove the forward 

implication. So we assume Pis branched. We again use Theorem 2.5.16 and write P = 

\!XV for some nonzero x E P. Say <p- 1(xU) = :E~=l AiJ(YiJ where each YiJ E AiJ, 

Yii > 0, and i1 < i2 < ... it. Since each Ai is Archimedean, then there exists an n E N 

such that Yii < no:ii· Hence, <p- 1(xU) < Ai1 (no:i1 )::::} xU < cp(>.i1 (no:ii)) = a'l;_U. 

Thus, xlai~ ::::} ai1 E P =} ~ <:;;; P = \!XV. 

To finish the proof, we show that \!XV <:;;; ~. Suppose then z E \!XV so 

that zm E xV for some m EN. Then xU '.S zmU::::} :E~=l >.ij(Yij) :S <p-1(zmU). Since 

each A; is Archimedean, then there exists an n E N such that ny; 1 > o:; 1 . Hence, 
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Ai1 ( ai 1 ) < n z::::;=i Ai1 (y,i1 ) :S nc.p-i ( zm U), We now have that a,;1 U = c.p ( Ai1 ( ai1 )) < 

z"mU * ai 1 lz'"'n * z""' E ai1 V * z E ~, Hence, vx\/ <;;; ~, as desired. 

b) We begin by first showing the map is well-defined. If i = j, then ai = aj =} 

>.,;(ai) = >.(aj)::::} c.p(>.i(ai)) = c.p(>.j(aj)) * aiU = ajU * aiV = a1 V * ~ = 

Ja:;17::::} Pi = Pj. Knowing now the map is well-defined, it is evident from part a) 

that the map is onto. So we show Pi = Pj =} i = j. Assume, to the contrary, that 

i < j. We have Pi = ~ and Pj = Ja:;17. Since i < j, then n>.j(a1) < >.i(ai) 

for all n E N. Hence, a"JU < aiU =} aj (j. ~, i.e., aj (j. Pi, a contradiction since 

Pi = Ja:;17. Thus, j :S i. Similarly, if j < i, then ai (j. Pj, a contradiction. So we 

also have that i :S j and we are done. D 

Remark 4.3.9. It is worth pointing out that the map in part b) of Theorem 4.3.8 is 

order-preserving in the sense that if i < j, then Pi £;; Pj. We will be implicitly using 

this fact in some arguments to come. 

In our next result we show how to construct a ring of any given Krull dimension. 

Before doing so, recall that every set can be well-ordered. Say (S, :Si) is a well-ordered 

set. We now introduce a new relation :S 2 on S and say that a :S 2 b whenever b :Si a. 

We will refer to this new ordering as the reverse ordering of (S, :Si). Thus, if 

we regard a set S as being well-ordered, then in the inverse well-ordering S has the 

property that given any subset a <;;; S, then a admits a maximal element. Moreover, 

because every set can be well-ordered, then it is evident that every set also admits 

an inverse well-ordering, as well. 

Theorem 4.3.10. Given any cardinal number a, then there exists a ring R such that 

dim(R) = a. 

Proof. Let S be a set such that ISi = a. We may regard S as being inversely well­

ordered. Now let V be a valuation domain such that G(V) ~ 0 EBs Z. Theorem 3.3.12 
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assures us that every nonzero prime of V is branched. Further, Theorem 4.3.8 tells 

us that there exists a bijection between S and the set of branched primes. Thus, 

dim(V) = ISi = rJ and we are done. D 

In Theorem 4.3.10 we could have indexed the free abelian group with a well­

ordered set to achieve the same result. However, using an inversely well-ordered set 

makes the argument more streamlined. 

Theorem 4.3.12 makes use of the following result, which can be found in [7]. 

Theorem 4.3.11. If D is a domain and P E Spec(R), then D admits a valuation 

averring V with maximal ideal M such that M n D = P. 

Theorem 4.3.12. Let D be a domain and let S be any linearly ordered set. Let 

H = EBs Z be ordered lexicographically. If G(D) contains an order isomorphic copy 

of H, then dim(D) ~ ISi. 

Proof. Let 123 = { eili E S} be the standard basis for H and let <p : H -t G(D) be 

an order monomorphism. For each ei E 1.23, let Ei E D such that cp(ei) = E,;U(D). 

Note that ej < ei =} Ei E n:=1(EJ). In particular, if ·i1,i2 ES with i1 < i2, then 

Ei1 D £; Ei2 D. Thus, we have a chain of principal ideals (ciD)iES· Now consider the 

ideal I = uiES(ci). Since ei > 0 for all i E S, then EiU(D) > U(D) for all i E s, 

i.e., I cf. D. Let P be a prime ideal of D containing I. Using Theorem 4.3.11 we can 

find a valuation overring V with maximal ideal M such that Mn D = P. Now note 

that if E;D £; EjD, then EiV £; EjV. Indeed, if EiD £; EjD, then E;D ~ n:=l E'J'D =} 

E;V ~ n:=l cJV. Now if E;V = EjV, then EiV ~ E_;v ~ EjV ~ E;V =} EjV = c;V =} 

E1 = vc; for some v E V. But then 1 = VEj =} 1 E M, a contradiction. 

Given i ES define /3; = {e1 E 123li < j}. Let G; be the subgroup of H spanned 

by /3;. Now consider the set rJi = {r E DlrU(D) E cp(G;)}. Suppose r1, r2 E rJi. Then 

r1U(D), r2U(D) E ¢(Ci) * r1r2U(D) = r1U(D) + r2U(D) E ¢(Ci) * r1r2 E (Ji· 
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We have shown that a; is multiplicatively closed for all i E S. Further, since each a; 

is multiplicatively closed in D, then each ai is multiplicatively closed in V, as well. 

Recall that the complement of any multiplicatively closed set is a union of primes. 

As the ideals of a valuation domain are linearly ordered by inclusion, we conclude 

V - ai E Spec(V). Say V - ai = Pi. Given i E S, then ci t/:. ai =} ci E Pi. In 

addition, if i1, i2 E S with ·i1 < i2, then ci2 E ai1 . This implies ci2 E Pi2 - Pi1 • So 

i 1 < i 2 =} Pi1 £; Pi2 · We have produced a chain (Pi)iES of prime ideals in V with the 

property that c,; E Pi for all i ES and if i 1,i2 ES with i 1 < i2, then Pi1 £; Pi2 • Now 

for every i E S, define '-Pi = Pi n D. If i1, i2 E S with i1 < i2, then ci2 E '.Pi, - '-Pi1 • 

We have therefore produced a chain ('.Pi\Es of prime ideals in D with the property 

that if i1, i2 E S with i1 < i2, then '-Ph £; '.Pi,. Since ci E '-Pi for all i E S, then ('.Pi)iES 

is a chain of nonzero pairwise distinct prime ideals in D and so we are done. D 

Example 4.3.13. In Example 3.3.13 we saw that if V is a valuation domain with 

G(V) ~a EB;=~l Z, then every nonzero prime ideal is branched. From part b) of 

Theorem 4.3.8 it then follows that ISpec(V)I = N0 . We then conclude that dim(V) = 

No. 

Example 4.3.14. Recall in Example 4.3.1 that the ring R[x1 , x2 , ... ] admits a chain 

of primes that can be indexed by R Of particular interest in Example 4.3.1 are 

the cases when R is either Noetherian or countable. In the case that R is a finite 

dimensional Noetherian domain we have dim(R[x 1 , .T2 , ... , .Tn]) = dim(R) + n, which 

is finite. Hence, one might have expected that since dim(R[x 1 , x2, ... , xn]) :S No, then 

dim(R[x 1 , x2 , ... ]) might be N0 , which we see now to never be the case. 

Should R be countable we are able to determine the exact value of dim(R). As 

R is countable, then so is R[x1,x2 , ... ]. It follows that IP(R))I = N1 , where P(R) 

is the power set of R. Hence, N1 :S dim(R) :S IP(R)I = N1 . We conclude that 

dim(R) = N1 whenever R is countable. We find it delightfully surprising to discover 
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that a countable ring may admit an uncountable chain of pairwise distinct primes. 

However, should we take the union of any such chain, then we would have a prime 

ideal with only countably many elements. 

The following example is inspired by Example 4.3.1. 

Example 4.3.15. Let V be a valuation domain such that G(V) ~ 0 EBIQI Z. From 

Theorem 4.3.12 it follows that dim(V) 2 N0 . Moreover, Theorem 4.3.8 assures us 

that the set S of branched primes of Vis countably infinite. Now for every r E JR., set 

Qr = Ui:=;r Pi, where each Pi E S. Using similar methods as in Example 4.3.1 we can 

construct a chain of primes indexed by JR.. Thus, dim(V) 2 N1 . It is also interesting 

to note that although every prime ideal of V can be expressed as a chain of branched 

primes, the branched primes are exceedingly rare in this ring. 

Example 4.3.16. Let V be a valuation domain such that G(V) ~ 0 EBu;i. Z. From 

Theorem 4.3.12 we already know that dim(V) 2 N1 . In particular, Theorem 4.3.8 

assures us that the set if S = {Pili E JR.} is the set of branched primes, then ISi = N1 . 

Now for each i E JR., define Q.; = LJi<r Pi, where each Pi E S. If Q.; E S, then 

Qi = Pk for some Pk E S. But if Pk = LJi<r Pi, then it follows readily from part 

a) of Theorem 4.3.8 that Pk = Pj for some j < i. But then k = j < i and we can 

choose t E JR such that j < t < i. It follows that LJi<r Pi = Pk c:;;; Pt ~ LJi<r Pi, a 

contradiction. Thus, each Qi is unbranched. 

We now show that Qi c:;;; Pi are adjacent primes. We know from Theorem 2.5.13 

that there exist adjacent primes Q' c:;;; P' with Qi ~ Q' c:;;; P' ~ Pi. Thus, P' is 

branched and so P' = Pt for some t '.S i. If t < i, then Pt c:;;; Qi, a contradiction. 

Thus, P' = Pi. We deduce now that there are no branched primes lying properly 

between Qi and Pi. It follows then that Qi and Pi are adjacent. 

In the previous paragraph we showed that given any nonzero nonmaximal 

unbranched prime Q, then there exists a branched prime P such that Q c:;;; P are 
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adjacent. Letting W be the set of all nonmaximal nonzero unbranched primes of V, 

then IWI = ISi. Since V is infinite dimensional, we can ignore the zero ideal and 

the maximal ideal in computing the dimension of V. Thus, dim(V) = ISi + IWI = 

Ni+ Ni= Ni. 

We point out that although the rings in the previous two examples are both 

infinite dimensional, the ring in Example 4.3.16 has greater Krull dimension than the 

ring in Example 4.3.15. Theorem 4.3.18 shows us what is really at work in some of 

the examples we have just seen. First we need a definition. 

Definition 4.3.17. Let (Pi)A be a chain of primes in a ring R. We say this chain is 

dense if, whenever Pi ~ are primes in the chain, then there exists a Pj in the chain 

such that Pi ~ Pj ~ Pk. 

Theorem 4.3.18. Let R be a ring. Then the following are equivalent: 

a) R admits a dense chain of primes 

b) R admits a chain of primes indexed by (Ql n [O, 1] 

c} R admits a chain of primes indexed by the closed interval [O, 1] 

Proof. Employing an argument similar to the one in Example 2.10, it is clear that 

b) :::} c). The implication c) :::} a) is obvious. To see a) :::} b), we start with a dense 

chain of primes in R given by (Pi)iEA· Then given primes Pi ~ Pj in the chain, there 

exists some Pk in the chain such that Pi ~ A ~ Pj. Reindexing if necessary, we can 

find for each n E N a subchain Cn of form Po ~ Pi;2n ~ P 2;2n ~ ... Pc2n_i);2n ~ 

Pi. Now define C = u:=0 Cn, For each 0: E (Ql n [O, 1], define ~a = Uk:s;a Pk. 

Suppose qi, q2 E (Ql n [O, 1] with qi < q2 . Then there exists m, n E N such that 

qi< (2n-m)/2n < q2, This gives us ~QI= uk:SQI pk~ Pc2n-m)/2n ~ uk$Q2 pk= ~Q21 

i.e., qi < q2:::} ~QI ~ ~Q2 • Now we have a chain (~Q)QEIQin[o,iJ, as desired. D 
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Obviously, the equivalent conditions of Theorem 4.3.18 imply dim(R) 2: N1 . The 

next two examples demonstrate that the converse need not hold, i.e., if dim(R) 2: N1, 

then R need not admit a dense chain of primes. 

Example 4.3.19. Let S be an infinite set that is inversely well-ordered and let V 

be a valuation domain such that G(V) ~ 0 E98 Z. We have seen in Theorem 4.3.10 

that dim(V) = ISi. Assume now (Pi)A is an infinite chain of primes in V and choose 

any P; in this chain. If A is finite, then clearly the chain would not be dense. So we 

assume A is infinite and pick a, b, c E A with a < b < c. Since the map in part b) of 

Theorem 4.3.8 is order-preserving, then we have three primes Pa ~ Pb ~ Pc from the 

chain. Let a= {i E Ali< b}. Since a~ Sand Sis inversely well-ordered, then there 

exists some t E a such that t 2: i for all i E a. Hence, t is an immediate predecessor 

of bin A. It now follows that Pt ~ A are adjacent primes in the chain, i.e., the chain 

is not dense. 

The following example achieves the same goal as the previous but is constructive 

and does not rely on the Axiom of Choice. 

Example 4.3.20. Let C denote the standard Cantor set and assume Vis a valuation 

domain such that G(V) is order isomorphic to the lexicographic sum E9,iEC Z. Then 

there exists a chain (Qi)iEC of nonzero pairwise-distinct primes in V. Given any 

P E Spec(V) we denote the subgroups of G(V) which are generated by the sets 

{jU(V)lj E P - O} and {kU(V)lk E V - P} as Jp and Kp, respectively. Then 

G ( V) = J p + K p, Further, if P ~ P' are primes in V, then it is evident that 

Jp ~ Jp,. Let 'I/; : G(V) --+ E9iEC Z be an order isomorphism and let 23 be the 

standard basis for E9iEC Z. Now let 23p = 23 n 'l/;(Jp) for each PE Spec(V). Then 

P ~ P' =} 23p ~ 23p,. Also, given any PE Spec(V), we let r(P) = sup{i E Clei E 

23} and note that each r( P) E C since C is closed. Given primes Pi ~ A ~ P3 in V, 
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we have s:B p 1 s;;; s:B p2 s;;; s:B p3 • Let ei2 E s:B p2 - s:B p 1 and e;3 E s:B p3 - s:B p2 . We then get 

e;2 > e;3 :::} 'i2 < i3, from which it follows that r(Pi) :S i2 < i3 :S r(P3). 

Assume now that V admits a dense chain of primes denoted by (P;)iEA· We then 

have a subsequence (r(Pi)),iEA of C. Suppose r(Pa) < r(Pe) for some Pa, Pe E (Pi)iEA· 

Then Pa s;;; Pe. Using the fact that our chain of primes is dense we can generate a 

We have therefore constructed a dense subset of C, a contradiction since C contains 

no dense subsets. 

It follows very readily from Definition 4.3.3 that if r7 is a cardinal number such 

that dim(R) > r7, then R must admit a chain of primes (P;);EA, where IAI > r7. If Vis 

the valuation domain in Example 4.3.20, then dim(V) :S N1 . But Theorem 4.3.12 im­

plies N1 :S dim(V). Hence, dim(V) = N1 . It is also evident that if one were to attempt 

to construct a ring R where dim(R) = N1 and given any chain of primes (P;);EA in 

R we have IAI < N1 (in the spirit of Nagata), then the Continuum Hypothesis would 

have to be abandoned. No such attempt will be made here. 

It was proven in [5] that all non-field fragmented domains have infinite Krull 

dimension. As an added application of Theorem 4.3.12 we revisit this result in 

Theorem 4.3.23 to provide it with a more economical proof, which will make good 

use of the following lemma. 

Lemma 4.3.21. Let D be a fragmented domain and assume (.7:;)~1 is a sequence 

in D* - U(D) such that Xj E n:=l (xJ:+_1). Then given any a2, ... , an E Z we have 

Proof. Should x 1 = ux~ for some u E U(D), then because x 1 E (x~+l) we would have 

(x~) = (x1 ) ~ (x~+l) ~ (x~), whence x~ = rx~+l for some r E D. But then rx2 = 1, 

a contradiction since x 2 ~ U(D). 
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Let us first consider the case when a2, ... , an E N. Since D is fragmented, then 

from our observation in the previous paragraph we may write .T1 = r2.T~2+1 , :r2 = 

a3+l _ l+an-1 l+a f E D* U(D) r3X3 , ... Xn-2 - r n-IXn-l , Xn-l = r nXn n Or some r2, ... , r n - . 

Continuing in this way we conclude x 1 = (r2x~2 )(r3x~3) · · · (rnx~n). We conclude 

a2 xi an = r2 · · · r n· Since r2, ... , rn E D* - U ( D), then so is their product. To finish 
X2 '"Xn 

the proof, we assume a2,,,,, an E z. We have already shown that la2IXl .lanl E D* -
X2 ••·:l,n 

U(D). In Go this means X1x~ 1a 21 • • • x;;,larnlu(D) > U(D). But X1X~ 2 • • • x~;-U(D) 2:: 

D 

Theorem 4.3.22. Let D be a domain and assume H = EB:1 Z is ordered lexico­

graphically. The following conditions are equivalent: 

a) D is fragmented. 

b) Given any x E D* - U(D), there exists a subgroup Hx < G(D) such that 

xU(D) E G(D) and Hx ~ 0 H. 

Proof. a) => b) We assume D is fragmented and let x = x1 E D* - U(D). Since 

D is fragmented, we can find a sequence (xi)i=1 in D* - U(D) such that every Xi E 

n:=1 x~'+ 1 D. We let {eili EN} be the standard basis for Hand consider the group 

map ¢ : H -+ G(D) determined by q;(ei) = xiU(D). Let us assume ~;'=1 r1ei1 > 0 

with ei 1 > ... > eim and r 1 =/. 0. As H enjoys the lexicographic ordering, then 

we deduce r 1 > 0. We have ¢(~J~1 r1eiJ = x~: · · · x?:;U(D). Notice that since 

D* - U(D), i.e., x~: · · · x;:;:u(D) > U(D). By Theorem 3.1.8 ¢ an order-preserving 

map. Note that it also follows from Theorem 3.1.8 that ¢ is monic since H is linearly 

ordered. Now just define Hx = Im(¢) and we are done. 

b) => a) : We let x E D* - U(D). By our hypothesis there exists a subgroup 

Hx :S: Go such that xU(D) E Hx and Hx ~o H. Say 1/; : Hx -+ H is an order 
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isomorphism so that 'lj;(xU(D)) = I:;'.:1 riei for some r1, ... , Tm E Z. Note that 

n(em+1) < 'i/J(.rU(D)) for all n EN. If 'lj;(yU(D)) = em+l, y (/_ U(D) and ynU(D) < 

xU(D) for all n EN, i.e., x E n:=1 yn D. So Dis fragmented. D 

Theorem 4.3.22 not only makes the next theorem painless, but it also demon­

strates the strong relationship between fragmentation in a domain and lexicographi­

cally ordered subgroups in its group of divisibility. The following result was originally 

published in [5]. 

Theorem 4.3.23. If D is a fragmented domain, then dim(D) 2: ~0 . 

Proof. We assume D is fragmented. By Theorem 4.3.22 we know that given any 

;r E D* - U ( D), there exists a subgroup fix ~ GD such that .TU ( D) E CD and 

fix ~ 0 fi. The desired result now follows immediately from Theorem 4.3.12. D 

4.4. Dimension Behavior in Some Classical Ring Extensions 

In this section we first turn our attention to ring extensions satisfying GU 

and INC. If R s;;; T is such an extension, then it is asserted in the literature that 

dim(R) = dim(T). In the finite dimensional case, the veracity of this claim is 

indisputable. Should R and T be infinite dimensional, however, then it would seem 

that the tradition heretofore has been to regard all infinite dimensional rings as having 

the same Krull dimension. But having now seen examples that illustrate this need 

not be the case, we would like to know whether or not Krull dimension is preserved 

ring extensions that are GU and INC, e.g., integral extensions. 

Lemma 4.4.1. Suppose R s;;; T is a GU ring extension and let P E Spec(R). By 

LO, let Q E Spec(T) such that Q lies over P. The Rps;;; Tq is GU. 

Proof. Suppose PiRP £; ARP is a chain of primes in Rp. By Theorem 1.4.8 Pi £; 

P2 s;;; P is a chain of primes in R. By GU, we have a chain of primes Q1 £; Q2 s;;; Q 
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in T where each Q,; lies over Pi. Thus, we use Theorem 1.4.8 again to build a chain 

of primes QiTq £; Q2Tq S:: in Tq. We now wish to show QiTq lies over PiRp. To 

this end, let ~ E QiTq n Rp for some r E R and s E R - P. Since s (/. P, s (/. Q. 

It is also easily verified that r E Qi. Thus, r E Qin R = Pi and so ~ E PiRp. For 

the reverse containment, since Pi s:;; Qi and Rp s:;; Tq, then PiRP s:;; QiTq. Thus, 

PiRP = QiTq n Rp. A similar argument shows that P2Rp = Q2Tq n Rp and so we 

are done. D 

Lemma 4.4.2. Suppose R s:;; T is a ring extension satisfying GU and let Pi £; A be 

prime ideals in R. By GU, we let Qi £; Q2 be primes in T that lie over Pi and P2, 

respectively. Assume now there is a P3 E Spec(R) such that Pi £; P3 £; P2. Then 

there exists a Q3 E Spec(T) such that Qi £; Q3 S: Q2 and Q3 lies over P3. 

Proof From Theorem 4.4.1 we know that Rp1 s:;; Tq1 is a GU extension. Also, since 

Pi £; P3 £; P2 in R, then by correspondence we have PiRp2 £; P3Rp2 £; P2Rp2 • Now 

We now wish to show each Qi lies over P;. To this end, assume r E Qi n R 

so that r E QiTq2 n Rp2 = PiRp2 • Then r = 1; for some p E Pi and s E R - P2 . 

Thus, (rs - p)s' = 0 for some s' E R - P2 and so rss' E Pi. But ss' (/. Pi and so 

have r E Pi. We have now shown Qi n R s:;; Pi. A similar argument establishes the 

reverse containment. Hence, Qi lies over Pi. A similar argument shows that each Q; 

lies over Pi and we are done. D 

In our next lemma we will refer to a chain of primes in a ring R between some 

prime ideals Pi and P2 of R. By this we mean that we have a chain of primes (B;)a 

with the properties that Pi' A E { B;} a, niE<1 Bi = Pi, and uiE<1 Bi = A. 
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Lemma 4.4.3. Assume the ring extension R s;;: T is GU and let P1 s;:: P2 be prime 

ideals in R. Let (Bi)A be a chain of primes between Pi and P2 . Then there exists a 

chain (Ci)A of primes in T such that Ci n R = Bi for all i EA. 

Proof. Since GU implies LO, we may let Q1 s;:: Q2 be primes in T that lie over Pi and 

P2 , respectively. Let S be the set of all chains of primes in T between Q1 and Q2 such 

that if (Mi)I ES, then Min R = Bk for some Bk E {Bi}A. Note that S =f- 0 since the 

chain Q1 s;:: Q2 is a member of S. Now partially order S by set theoretic inclusion. 

Let ( Li)'P be a chain ( of chains) in S and say Li = ( Mi,j) jE</>i. We can linearly order 

F = u<p Li = uiE<p ujE</>, Mi,j by set inclusion to conclude that F E S. By Zorn, we 

may choose some maximal M E S. 

To finish the proof, we now show that M satisfies the claim of Lemma 4.4.3. 

Since M E S, then every Q E M lies over some prime in {Bi} A. Assume now, to 

the contrary, that there is some Be E { Bi }A such that Be =f- Mi n R for all Mi E M. 

As every C E S contains primes that lie over Pi and P2 , then P 1 s;:: Be s;:: P2 . Let 

D = {~ E MJ~ n R s;:: Be} and N = {.Q E MJBe s;:: ~ n R}. Observe that D and 

N are linearly ordered by inclusion so that UD ~' nN .Q E Spec(T). Now we will say 

that fli = u'l}ED(~ n R) and Il2 = niJEN(.Q n R). Then Il1 s;;: Be s;;: Il2 is a chain 

of prime ideals in R. 

We proceed with a couple of observations. First, Il 1 s;:: Bf. Indeed, if we 

attain equality, then LJD ~ lies over Be and upon linearly ordering MU {LJD ~} we 

have contradicted the maximality of M. Lastly, a similar argument assures us that 

Be s;:: Il2· 
We are now in a position to utilize Lemma 4.4.2. We have a chain of primes 

in R given by Il1 s;:: Be s;:: Il2 and we have primes UD ~' nN .Q E Spec(T) that lie 

over TI1 and !12 , respectively. By Lemma 4.4.2 there exists a prime Q E Spec(T) 

such that UD ~ s;:: Q s;:: nN .Q and Q n R = Be. Upon linearly ordering Mu { Q} by 
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inclusion, we have contradicted the maximality of M. D 

Let us consider for a moment what the previous lemma is really telling us. 

Should we have a ring extension R ~ T satisfying GU, then given any chain of primes 

(P;)J\ in R, we can find a corresponding chain of primes ( Q,;)iEJ\ in T. Thus, whenever 

R ~ T is GU, then dim(R) ::; d'irn(T) regardless of the cardinal numbers associated 

with the respective dimensions of R and T. It should come as little surprise when 

we demonstrate in our next theorem that equality can be attained whenever the 

extension is also INC. 

Theorem 4.4.4. Let R C T be a ring extension satisfying GU and INC. Then 

dim(R) = dim(T). 

Proof. Since R ~ Tis GU, then d'irn(R) ::; dim(T). Now let M s;:; T be a maximal 

ideal. By Zorn we may let ( Bi).,i, be a saturated chain of primes in T between O and 

M. Then (Bin R),t, is a chain of primes in R between O and Mn R. As R ~ T is 

GU, then Mn R must be maximal in R. Since R ~ T is INC, then given primes 

B1 s;:; Bk in T we have Bj n R s;:; Bk n R. We conclude that ht(/11) ::; ht(M n R). It 

now follows from Theorem 4.3.5 that dim(T) ::; dim(R) and we are done. D 

We will now address the question as to how the dimensions of R, R[x], and 

R[[x]] compare when R is infinite dimensional. We have two primary objectives here. 

Our first aim is to establish that dim(R) = dim(R[x]) when R is infinite dimensional. 

The second objective is then to use the this result to suggest a line of inquiry into 

the dimension behavior of R[[x]]. Theorem 4.4.5 is a celebrated result in dimension 

theory and is proven in [7]. 

Theorem 4.4.5. If Pi s;:; P2 s;:; P3 are prime ideals in R[x], then Pin Rs;:; P3 n R. 

Theorem 4.4.5 assures us that no more than 2 primes of a polynomial ring R[x] 

may lie over the same prime in R. Gilmer then uses this fact to prove that if R is 
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finite dimensional with dim(R) = n, then n+ 1 :S dim(R[x]) :S 2n+ 1. Theorem 4.4.5 

also gives us the following characterization of infinite dimensional rings. 

Theorem 4.4.6. Let R be a ring. Then R is infinite dimensional if and only if 

dim(R) = dim(R[x]). 

Proof. It has already been shown that if R is finite dimensional, then dim(R) < 

dim(R[x]). Hence, if dim(R) = dim(R[x]), then R must be infinite dimensional. For 

the converse, we observe that since at most two primes in R[x] may lie over any given 

prime in R, then we have that dim(R[x]) :S 2dim(R) + 1. But since R is infinite 

dimensional, then dim(R) = 2dim(R) + l. Thus, dim(R) :S dim(R[x]) :S dim(R) 

and we are done. D 

The nice dimension behavior of polynomial extensions do not carry over to 

power series extensions. In fact, there are examples of zero-dimensional rings whose 

power series extensions are infinite dimensional. We believe this kind of pathology 

extends to the infinite dimensional case. Therefore, we end this chapter with the 

following conjecture. 

Conjecture 4.4.7. Given any cardinal number a, there exists a ring R" such that 

a= dim(Rcr) < dim(Rcr[[x]]). 
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CHAPTER 5. PURGATORY DOMAINS AND A 

CORRESPONDENCE PROBLEM 

5.1. Motivation 

In this chapter we pull back and take in a panoramic view. One of the ultimate 

objectives of the work being done in any branch of algebra is the classification of the 

algebraic objects in that particular field of study. In meandering through the literature 

of commutative algebra one finds that certain domains seem to enjoy a certain 

ubiquity. We are bombarded with discussion of Noetherian domains, fields, UFD's, 

HFD's, Dedekind domains, Krull domains, valuation domains, Priifer domains, and 

on and on. That we should naturally gravitate toward these domains comes as no 

surprise as they are used to achieve results of spectacular depth and beauty. But how 

commonplace are they in the grand scheme of things? One of the primary sources 

of inspiration for this line of thinking comes from experience in classroom teaching. 

Often is the occasion when it becomes convenient to have a number chosen at random 

by a student. The vast majority of the time the number given by the student would 

be an integer and, virtually invariably, the number would be rational at the very 

least. No doubt, the psychological reasons for this are numerous. Now let us imagine 

that we could take the set of real numbers, throw them into a bag and shuffle them. 

Then if we were to pick a number at random, the probability that the number would 

be rational ( or even algebraic over any countable subfield of JR?.!) is zero. This is 

because the Lebesgue measure of any countable set of reals is zero. Of course, what 

this is really saying is that in a certain sense rational numbers are an extremely rare 

occurrence in JR?., despite the fact that we encounter them on a routine basis. Surely 

one reason the calculus student will usually give an integer when asked to choose a 

number is because these are the types of numbers that are most often encountered in 
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the classroom. After all, it is no less convenient to say "pi" than it is to say "eight". 

Perhaps there has been a similar tendency in commutative algebra to regard the 

rings with which we are so familiar and toward which we have concentrated so much 

of our time and energy as being as commonplace as the student of calculus believes 

the integers to be. Certainly, these rings are not difficult to find. But perhaps this 

is only because they are useful in solving those particular types of problems which 

attract our fancies. But what if these rings are comparable to the integers sitting 

within the reals? What if they are actually extremely rare occurrences? There will 

be those who will say they have no use for such questions. This is understandable. 

Then again, there are those outside of the mathematical sciences who have little use 

for understanding that ,r is transcendental over Q, much less why. 

From the point of view of factorization, atomic domains afford a certain degree 

of luxury because every nonzero nonunit can be broken down into parts that cannot 

be broken down any further. On the other side of the ledger we have the AMD's, 

where given any nonzero nonunit, there is no end as to how far you can keep pulling 

things apart in nontrivial ways. If we liken atomic domains to a calm sunny day at 

the lake, then AMD's must be the stuff of our most ghastly nightmares. But there is 

a third option. 

Definition 5.1.1. A purgatory domain is any domain which is neither atomic nor 

antimatter. 

When we refer to a domain as being in purgatory, we simply mean that the said 

domain is a purgatory domain. Once we know where to look, we find that purgatory 

domains are not so difficult to find. Later, we present some ideas that give credence 

to the idea that not only are they not so difficult in tracking down, but perhaps they 

are far more common than the classes of atomic and antimatter domains combined! 

Indeed, we will see that to every integral domain D, there exists a purgatory domain 
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which we can associate to Din a unique way (up to isomorphism). We consider this 

highly significant given the amount of attention lavished upon atomic domains versus 

that bestowed to domains in purgatory. But first, perhaps we should get our feet wet 

by looking at some easy ways to generate purgatory domains. 

Example 5.1.2. Let D be a non-field AMD. Then D[x] lies in purgatory. Certainly, 

D[x] is non atomic because Dis an AMD. However, x E Irr(D[x]). 

Example 5.1.3. As Roitman exemplified in [14], atomicity is not necessarily pre­

served in polynomial extensions of domains. Thus, it is possible for D to be atomic 

and D[x] to be in purgatory. 

Example 5.1.4. If Vis a non-field valuation domain with a principal maximal ideal, 

then V admits an atom. If, in addition, dim(V) > 1, then V must fail to be atomic 

and therefore we would find V residing in purgatory. In particular, if we consider the 

lexicographic sum EB~=l Z, then for any positive integer n > 2 we can find a valuation 

domain, Vn, such that G(Vn) ~ 0 EB~=l Z. Such a valuation domain admits an atom 

but would fail to be atomic by Theorem 2.1.16. To find an example of a 1-dimensional 

purgatory domain, we consider the G = ZEB (Q in the product order. As G is a sum 

of lattice ordered abelian groups, then G itself is lattice ordered by Theorem 3.5.18. 

The Jaffard-Ohm-Kaplansky Theorem states that we can find a domain D such that 

G(D) ~ 0 G. Clearly now ZEB (Q admits an element that is minimal with respect to 

being positive. Hence, D admits an atom. Also, Theorem 3.5.22 assures us that D 

is a 1-dimensional Bezout domain. However, if D were atomic, then D would a PID 

by Theorem 2.1.23. But Theorem 3.5.8 tells us that Dis not even a UFD. 

5.2. A Correspondence Problem 

We are motivated by the following questions. To each atomic domain, can 

associate a unique purgatory or AMD? To each AMD, can we associate a unique 
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atomic or purgatory domain? To each purgatory domain, can we associate a unique 

atomic or AMD? It is tempting to first turn our attention to polynomial or power 

series extensions of rings. After all, we already seen that if D is either atomic or an 

AMD, then it is possible for D[x] and D[[x]] to be in purgatory. In fact, if D is any 

non-field AMD, then D[x] and D[[x]] are always in purgatory. Therefore, it seems 

natural to assume that perhaps this function is monic. That is, if D[.r] ~ R[:r:], then 

perhaps D ~ R. Rings that satisfy this property are said to be 1-stable. The fact 

that such rings are even given a name gives us good reason to doubt our hypothesis. 

Indeed, Hochster showed in [9] shows that our hypothesis does not hold. That is to say, 

there are examples of (Noetherian) rings R and S such that R[.r] ~ S[.r] but R ~ S! 

Rings that are 1-stable are of interest in their own right, but it is not our purpose here 

to study such rings. However, Theorem 5.2.2 is a basic characterization of 1-stable 

rings and we will find some use for it. It also highlights some of the pathologies that 

can occur for rings that are not 1-stable. In the proof of Theorem 5.2.2 we will find 

use of the following lemma. We omit the proof. 

Lemma 5.2.1. Suppose f: R---+ S is a ring isomorphism and I :S R. Then R/ I~ 

S/ f(J). 

Suppose R and D are isomorphic rings. The we denote the set of all isomor­

phisms R---+ S by Jso(R,D). We use this notation in the next two theorems. 

Theorem 5.2.2. Let R and S be rings such that R[x] ~ S[x]. The following are 

equivalent: 

a) R~ S 

b) :ltp E Jso(R[.r], S[.r]) such that tp(.r) = :r 

c) :ltp E I so(R[x], S[x]) such that tp(x) E xS[x] 
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d) :l<p E / so(R[x], S[x]) such that <p(xR[x]) ~ xS[x] 

e) :l<p E / so(R[x], S[x]) such that <p(.rR[x]) = .rS[x] 

f) :l<p E / so(R[x], S[x]) such that <p(R[x] - xR[x]) = S[x] - xS[x] 

Proof. The implications a) ::::} b), b) ::::} c), c) ::::} d), and e) {::} f) are clear. That 

d) ::::} e) follows from the fact that xR[x] and xS[x] are both ht-1 primes. Thus, upon 

verification of the implication e) ::::} a) we will be done. But this is not difficult. We 

have R ~ R[x]/xR[x]. Let <p: R[x]-+ S[x] be a ring isomorphism. From Lemma 5.2.1 

we then get R[x]/xR[x] ~ S[x]/xS[x]. But S[x]/xS[x] ~ S. Therefore, R ~ S. D 

We can obtain a similar result to Theorem 5.2.2 by replacing R[x] and S[x] 

with R[[x]] and S[[x]J, respectively. For the sake of completeness, we state this result. 

However, we will skip its proof because it simply mimics the proof of the previous 

theorem. 

Theorem 5.2.3. Let R and S be rings such that R[[x]] ~ S[[x]]. The following are 

equivalent: 

a) R ~ S 

b) :l<p E / so(R[[x]J, S[[x]]) such that <p(x) = x 

c) :l<p E / so(R[[.r]], S[[x]]) such that <p(x) E .rS[[.r]] 

d) :l<p E / so(R[[x]J, S[[x]]) such that <p(xR[[x]]) ~ xS[[x]] 

e) :l<p E / so(R[[x]J, S[[x]]) such that <p(xR[[x]]) = xS[[x]] 

f) :l<p E / so(R[[x]], S[[.r]]) such that <p(R[[.r]] - .rR[[x]]) = S[[.r]l - .1:S[[.r]] 

Some rings are 1-stable for polynomial and power series extensions. It should 

come as no surprise that fields are example of such rings and, of course, Z is, also. 
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Theorem 5.2.4. Let F and L be fields with F[x] ~ L[x]. Then F ~ L. 

Proof. We begin by allowing cp : F[x] -+ L[x] be a ring isomorphism. Then L* = 

U(L[x]) = U(cp(F[x])) = cp(U(F[x])) = F*. Also, cp(O) = 0. So cp(F) = L. 0 

Theorem 5.2.5. Let F and L be fields with F[[x]] ~ L[[x]]. Then F ~ L. 

Proof. Recall that for any field K, the ring K[[x]] is a Noetherian valuation domain 

and so .1:K[[.r]] is its unique nonzero prime ideal. Thus, if cp: F[[.r]] -+ L[[:r]] is a ring 

isomorphism, then we must have cp(xF[[x]]) = xL[[x]]. That F ~ L is now a direct 

consequence of Theorem 5.2.3. 0 

We begin now to show that we may associate to every atomic or AMD a unique 

purgatory domain. Indeed, we will show even more than this in Theorem 5.2.12 where 

we show that we can associate a unique purgatory domain to every integral domain. 

Theorem 5.2.6. Let D be a domain with quotient field K and let R = D + xK[[x]]. 

Then xK[[.r]] is the unique ht - 1 prime ideal of R. 

Proof. First, suppose O i- P ~ TK[[:r]] is a chain of primes in R and let {1 = k:n:rn + 

kn+lxn+l + ... E P with kn c/- 0. Then UJx/3 = Xn+1U for some u E U(R). Hence, 

xn+lu E P =} Xn+l E P =} x E P. Now let O c/- 7r E xK[[x]] and note that xl/32 . 

Hence, /32 E P and so f3 E P. Thus, P = xK[[x]], i.e., xK[[x]] is a ht-1 prime. 

We now show that xK[[x]] is the only ht-1 prime in R. To this end, assume now 

P is a ht-1 prime and let O c/- J(x) E P. If J(O) i- 0, then J(x) = f(O)u for some 

u E U(R). We would then have that f(O) E P. But if this was the case, then we 

would have that xK[[x]] <;:: f (O)R ~ P, contradicting the assumption that P is a ht-1 

prime. Thus, f (0) = 0 and so P ~ xK[[:z:]]. Since xK[[.r]] is also a ht-1 prime, then 

P = xK[[x]] and we are done. 0 

Theorem 5.2.7. Suppose D1 and D2 are non-.field domains with quotient .fields K 1 

and K2, respectively. Let Ri =Di+ xKi[[x]]. Then R1 ~ R2 {::} D1 ~ D2. 
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Proof. ( =}) First note that we know that xKi[[x]] is the unique ht-1 prime in R; from 

Theorem 5.2.6. If <p : R1 --t R2 is a ring isomorphism, then <p(xKi[[x]]) = :rK2[[x]] 

because of the necessary correspondence of ht-1 primes. From Theorem 5.2.1 we 

know that Ri/xKi[[x]] ~ R2/ Im(<p) = R2/xK2[[x]]. Thus, D1 ~ Ri/xK1[[x]] ~ 

R2/ Im(<p) = R2/xK2[[x]] ~ D2, as we wished to show. 

(¢::)We let <p : D 1 --t D2 be a ring isomorphism. Then we can extend <p to a 

ring isomorphism cp : K 1 --t K 2 by cp( t) = :~:( This then gives a ring isomorphism 

<p : K1[[x]] --t K2[[x]] given by cp(I::o kixi) = I::o cp(ki)xi. Hence, <I> : R1 --t R2 

defined by <I>(d0 + I::1 kixi) = <p(do) + I::1 cp(ki)xi is a ring isomorphism. D 

Let us pause for a moment and consider some of the things Theorem 5.2. 7 allows 

us to do. First, if D is a non-field AMD with quotient field K, then the same can 

be said of D + xK[[x]]. Moreover, Theorem 5.2.7 allows us to associate to any non­

field AMD D another such AMD and this association is unique up to isomorphism. 

Theorem 5.2. 7 further allows us to associate to every non-field atomic domain a unique 

(up to isomorphism) purgatory domain. Theorem 5.2.11 is similar to Theorem 5.2.7 

but will serve our future purposes a little better. First we need some help. 

Theorem 5.2.8. Let R and D be domains with complete integral closures C(R) and 

C(D), respectively. Assume <p: R --t D is a ring isomorphism and let 1,1 : R -t C(R) 

and 1,2 : D --t C(D) be the natural inclusions. Then there exists a ring isomorphism 

cp: C(R) -t C(D) making the following diagram commute. 

<{) 
R---D 

! i1 - ! i2 

C(R)~C(D) 

Proof. For every t E C(R), choose some at, bt E R such that t = t· Define cp(t) = 

ip(a,) F' t 'f a, - °'' th /3 - b ( ) ((3) - ( ) (b ) ip(a,) - ip(o,) ip(b,). irs , 1 bi - 13,, en at t - O:t t =} <p at <p t - <p O:t <p t =} ip(b,) - ip(/3,), 

assuring cp is well-defined. That cp is a ring map now follows easily from the fact that 
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cp is a ring map. Now letting h = cp- 1 , it is easily shown that cp oh = lc(R) and 

ho VJ = lc(D). Therefore, Tj5 is a ring isomorphism. The only thing left to demonstrate 

is the commutativity of the diagram, which is easy enough to omit. D 

If R s;:; T is any ring extension, then the conductor of R in T is defined by 

I = {r E RlrT <:;;; R}. It is easily shown that I is an ideal of both R and T. 

Theorem 5.2.9 tells us that I is characterized as being the largest ideal common to 

both Rand T. 

Theorem 5.2.9. Let R s;:; T be a ring extension and let I be an ideal of both R and 

T. Then I is the conductor of R in T if and only if I contains every ideal common to 

both Rand T. 

Proof. Suppose first I is the conductor ideal of R in T and let K be any other ideal 

common to both rings. Letting k E K, we wish to show that k E I. So let t E T. 

Then kt E K. But since K is an ideal of R, then kt E R. So k E I. Conversely, 

assume I contains every ideal common to both Rand T. Letting t E I and t ET, we 

wish to show rt E R. But this follows immediately from the fact that rt E I <:;;; R. D 

Lemma 5.2.10. Let D be a domain with quotient.field K =/- D and let R = D+xK[x]. 

Then the conductor of D + xK[x] in K[x] is xK[x]. 

Proof. Let .J be conductor of D + .1:K[:r] in K[.1:]. Then certainly .rK[:r] <:;;; .J. Let 

Jo+ J1X + J 2x 2 + .. . JnXn E J and note J1X + J2X2 + .. ·JnXn E xK[x]. Because 

xK[x] <:;;; J, then J1x + J2x2 + .. ·JnXn E J. We deduce Jo E J n K. As J is an ideal 

of K[x] and K is a field, then we must have Jo= 0 and so J <:;;; xK[x]. D 

Theorem 5.2.11. Let D 1 and D2 be domains with quotient fields K 1 and K2. Let 

Ri = D; + xK,dx]. Then R1 ~ R2 {=} D1 ~ D2. 
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Proof. (=>)We begin by letting c.p : R1 --+ R2 be a ring isomorphism. As in the 

proof of Theorem 5.2.2, it suffices to show c.p(:r:Ki[x]) = .1::K2[x]. Observe now that 

K 1 [x] and K2 [x] are the complete integral closures of R1 and R2 , respectively. Let 

li : Ri --+ Ki[x] be the natural inclusion. From Theorem 5.2.8 we can extend c.p to a 

ring isomorphism f/5: K1[x]--+ K2[x] giving us the following commutative diagram of 

ring maps. 

Using Lemma 5.2.10 we know that xK[x] is the conductor of R1 in Ki[x]. The 

commutativity of the diagram makes it evident that c.p(xK1 [x] = cp(xK1 [x]). Because 

c.p and f/5 are isomorphisms, then 'P(xK[x]) is an ideal in both R2 and K 2 [x]. From 

Lemma 5.2.10 it follows that c.p(.1::K1[x]) s::;; xK2[.1::J. But each .1::Ki[.1::J are ht-1 prime 

ideals. Thus, c.p(xK1 [x]) = xK2[x] and we are done. 

( ¢=) Mimic the converse argument in the proof of Theorem 5.2. 7. 

D 

To see what all this hubbub does for us, we need to introduce some notation. 

First we will let ID), A, IF, M, and JP denote the collections of all isomorphism classes of 

integral domains, non-field atomic domains, fields, non-field AMD's, and purgatory 

dom'ains, respectively. Note that ID = AU IF UM U JP and the "factors" on the right 

side of this equation are pairwise disjoint. For any domain D, we are going to now 

let D denote the isomorphism class of D. For example, if R =DE A, then we mean 

R and D are isomorphic non-field atomic domains. 

Theorem 5.2.12. Define ¢ : ID--+ JP by 
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= {D+xKD[x] rp(D) = 
D[x] + yKD[x][[yl] 

Then ¢> is a well-defined injection. 

if DE AU MU JP 

if DE IF 

Proof. We first show that rp is well-defined. Assume D1 ~ D2. If D1 E AU MU JP, 

then D1 +xKD2 [x] ~ D2 +xKD2 [x] by Theorem 5.2.11. Suppose now DE IF. Then 

D1[x] ~ D2[x] and so Di[x] +yKDi[x][[y]] ~ D2[x] +yKD2 [x][[y]] by Theorem 5.2.7. In 

any case, rp(D1) = rp(D2), making rp well-defined. 

We now show rp is monic. Assuming rp(D1) = rp(D2), we wish to show D1 = D2. 

If D1 EAU MU JP and D1 + xKD2 [x] ~ D2 + xKD 2 [x], then it follows from Theo­

rem 5.2.11 that D1 ~ D2. If D1 E IF and D1[x] + yKDi[x][[y]] ~ D2[x] + yKD2 [x][[y]], 

then from Theorem 5.2.7 we have that Di[.r,] ~ D2 [x]. Now use Theorem 5.2.5 to 

conclude D1 ~ D2. In any case, we have now shown that rp(D1) = rp(D2) =} D1 ~ 

D2 =} D1 = D2, as desired. D 

Theorem 5.2.12 does not settle the correspondence problems we are interested in 

and we will pursue this matter no further here. However, what Theorem 5.2.12 does 

assure us of is that if there a "largest" isomorphism class of domains, then it must 

be JP. We further caution the reader against the temptation into thinking of these 

isomorphism classes as sets. They are not. Thus, for example, should we discover a 

1-1 map JP--? M, it does not follow that JP and M are the same size, i.e., it does not 

follow that there exists a bijection JP B M by virtue of the fact that these classes do 

not constitute sets. 
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