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ABSTRACT 

Zhon Tan. 1\1.S .. Dcpartrncut of Electrical and Crnnp11tcr E11gi1H'<'ring. Collf'g<' 

of Ellgi1wcri11g and Ard1itcctmf'. :\urth Dakota State t·ui\Trsit.v. .Jrnw :ml 1. 
Dcsiµ;r1 of a Hcconfigurnhlc Pnlscd Quad-Cd! fc1r Cellular-Au1c1n1,1L1-l3as<'d C'rn1forn1,il 

Cornputiug. l\Iajor Professor: Dr. Chao You. 

This paper pn'senls the design of a n·co1digurnhl(' as.rncl1ro11ous 1111it. callf'd 

the pulsed quad-cell (PQ-ccll). for co!lforrnal co111puting. Tl](' rn11fon11;d rn111p11tillg 

ns1011 1s to create cu!l1put.ational ll!atcrials 1 hat call U)]]form tu t lw p]1ysical aud 

computatiollal m'eds of an application. 

PQ-cclls. like cellular automata. arc ass('1llhl<'d i11to arrays with IH',ir<'st 1wiglil1or 

cmmrnmica 1 ioll and arc ca pa hi<' of g<'11cral con I pu 1 a 1 io11. Tlw\· op<'r,it <' aS.\' J l('I I ro11011sl_\· 

to 111i11i111izf' power C(J!lSlllll])1ioll awl to all()\\' scali11g wi1 l1rn1t t IH· li111iL11 iu11s i111pcJs<·d 

hv a global clock. Cell op<Tatio11s an' sti11mlatcd !J_\· puls<'S wl1id1 us<· 1\rn win·s to 

<'llcodc ii data bit. Cells ,m' i11dividually n·c<1nfig11rnhl<' 1<1 1wrforn1 l<1gic. 1110\·<· ,ind 

store illforrnat ion. and coordiuat <' parall<'l ,wt i\·it_\·. 

Tltc PQ-cdl design targ<'t.s a 0.2."i ;1111 ('\[OS 1<'dlllolog\·. Sinmlatio11 n·snlts 

slim\· t lrnt a Pq-c<'ll. \\·lwu p11ls<>d at ] .:; Cllz. <<J11s11111<'S 1 G.fJ p.J JHT OJHT,l1 io11. 

Exampl<'s of self-ti11wd lll11lti-<<'ll strnctun':-; iuclrnle a ()8 l\!Hz ri11g <J:-;ci]J;itor a11d 

a :38-"i l\Illz pip<>line. 

h.ennJrds: Co11fon11,d Co111pnting. C'ellular Logic Arrm·. Asnwliro1HJ11:-; H<'-

configurable Cornp11t('r. C('ll11lar A11t()]11a1 a 
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CHAPTER 1. INTRODUCTION 

In recent years thew has been widespread interest in making thiugs out of 

very large numbers of very small part.:c;. These parts c:onld be special molecular 

structures, micro-fabricated devices, or even living cells. The parts arc so small 

and numerous that new approaches arc sought for assembly. programming ( defining 

local interactions to achieve global bchm·ior), dealing with faults, aud so on. There 

arc many ideas about \vhat such au ensemble might be useful for. lt could be some 

form of prograurnia.ble material, "smart matter", swarms of tiny robots, or simply a 

computer. Related research areas that have computiug as a desired outcome include 

molecular rnmputiug [1] - [2], bio-rnolccular computing [3], bio-inspircd computing [4] 

- [5], and amorphous computing [6]. 

For computer systems with many small parts, the progrnmnnng models teud 

to 1ie quite different from what is used in couventional computers. _For example in 

amorphous systems [il information essentially diffuses through the systf'm. This 

is similar to node-to-node "hopping·' i11 wireless sensor networks. In both cases 

information moves in steps that are m11ch shorter than the dimcnsious of the system. 

How to deal with such issues is of interest because it may enable the reali7,ation of 

systems that. arc s11perior to today's programmable systems i11 import.ant ways. In 

particular, it would be very useful to be able to perform brain-like tasks with systems 

that are much smaller and more efficient than what can be expected from today's 

computing ard1itectures. 

Our interest is in non-biological cellular arrays in which the parts are densely 

packed in a regular struc:t nre and the need for power aud comrrnmication is met 

by electrically conductive wires or planes. In particular, wc1 2 envision sub-arrays 

1 People who have made contribution to this design are: t1. Hrn,Pini, Z. Tan and C. You from 
Electrical and Computer Engineering Department, J\1. Pavicic from Center of Nauoscale SciPuce and 
Engiueeriug. 

2My task in this PQ-f'ell design inclurlPs some alterations on first version design which is in 
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fabricated on G'.'vfOS chips, and the chips. in turn, arc arrayed on large thin flexible 

substrates. or sheets. Sheets may be cut, joined, bent, and stacked to conform to 

the physical and computational needs of an application. We refer to this flexible and 

scalable form of computing as "conformal computing" [8]. 

Our long-term vision is to help make progress toward systems capable of ef­

ficiently performing brain-like tasks. Conformal emu puling rnoves i 11 that d ired ion 

by exploring a computational medium assembled from "cells" that aw much simpler 

than conventional instruction-processing nodes. Although the cells can be used to 

assemble conventional structures, our desire is to explore alternatives that are more 

similar to cellular automata [9], crystalline computing [10], cell matrices [11], BLOB 

computing [12], cellular neural nets [13], and ihe like. Therefore the cell designs 

emphasi-i:e simplicity (small multiplexers, 2-input logic units) and scalability ( clock­

less synchroni,,;ation, multi-chip arrays) combined with features of cellular automata 

(regular structure, local communication) and FPGAs (reconfigurable function and 

initial state). 

Thus, we present a particular cell design, called the pulsed quad-c:ell (PQ­

ccll), for constructing a conformal computer. The PQ-cdl is a quad cdl because 

it consists of four orientations of an dementary cell called a quarter. The PQ-cell is 

the latest in a snics of cell designs that include a docked cell [14] awl a triggered 

cell. These designs arc distinguished by thee source of the stimulus that causes a cell 

to perform an operation. Clocked cells use pulses generated from a central source and 

distrilmtcd tlmmghout the array. Triggered cells use pulses generated by other cells in 

response t.o previous pulses and routed along computational paths. In the docked and 

triggered schemes, a transferred data bit is accompanied by a pulse which stimulates 

the receiving cell to accept and process the bit. Because the data and stinmlus arc 

Chapter 3. the simulation part which is in Chapter 4. and optimizations which arc coYcrcd in 
Chapter 5. 
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conducted on SPparatc wires, it is rn·cessary to design for worst-case delays to cusurc· 

the data is set up before tlw pulses arrivP. This necessity is diu1i11ated if the data 

itself is the stimulus. This is the idea i11 the PQ-cell design. Tlw PQ-cell design uses 

dual-rail encoding in which a ll!Jit of data is a single puls(~ that appears 011 one uf two 

rails (wires): one rail for '()' pulses and the other rail for ·1 · 1mls<\S. The cells route 

the data pulses along cornrmtationaJ paths. 

Rather than a theoretical design, or one based on a fntmT tedmology, the PQ­

cell design is targeted for fabrication iu a 0.25 JL11l Cl\10S 1<'dmology. Thercfon, 

the PQ-cell array can serve as a concrete example of a 11ovd cumputatioual host. 

for new ;-me! beneficial forrns of computation. Tlw rcrnaind<'r of this t hcsis is as 

follows: Chapter 2 introduces some background about a:,yndmmons circuit design, 

meanwhile making comparisons with CA and FPCAs to describe the general features 

of PQ-ccll arra:vs. Chapter 3 presents the specifics of 1l1c PQ-c<'ll design. Chapter .1 

shows simulation rC'snlts for a single cell and a varict y of useful multi-cell st nwtnrcs. 

Chapter 5 brings in some latest update in PQ-ccll desigu. Fiually, Chapter G contains 

a summary and conclusions. 
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CHAPTER2.BACKGROUND 

2.1. Asynchronous circuits 

To<lay's most popular digital circuits arc so-called "sn1chronous''. and in the 

design process, it obeys two fundamental principles: ( 1) hinar,· signal transmit: and 

(2) throughout the circuit. a global discrete time is shared h:v all cou1p<ments in the 

circuits, whil'h is acknowledged as a ''dock'. As.vnchrcmcms circuits, on tl1c other 

hand, do not have a global discrete time shared b.v the whole circuits. So it is also 

callPd doc:kless. To achieve syuc:lmn1ization and c0111m11uicatc' withiu a system. an 

asynchnmons circuit 11tilizcs some partic:11lar protoculs such as bm1dJc,d data t ransrnit 

and handshaking. Nowadays, tl1e ueed for asn1clmrnous l'ircuits is crnciaL mostly 

because' of the drarnat.ic 011 i1wrE-'ase int<'gratiou degree of Very Large Scale hitegrnted 

(VLSI) system, in \\·hich the niriation across tlw chip rnakes the rnntrol of clock and 

other global signals ext.rPllWly difficult. 111 add it ion to (}ip clock dist rihution issue, 

some other advantages of the asynchronous circuits haw bE-'Pn exploited to overtake' 

synchronous ones. They indudE-': 

• Low power consumption 

• High operating speed 

• Less emission of electro-magnetic noise 

• Robustness towards variations in supplv voltage. ternpernt urc, and fabrication 

process para.uwters 

• Better composability am! modularity 

• No clock distribution and clock skew problems 
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Despite all these positive characteristics over synchronous circuits. development of 

asynchronous circuits started decades ago but somehow grew slow!>· before the late 

1990s. The following paragraph uncovers a very short history on asynchronous circuit 

design. 

2.1.1. A brief history 

Starting as early as the 19GOs, the Li ni versity of Illinois started t.o rnntain 

both synchronous parts awl asynchronous parts in circuits desigu. Ju the l 9GOs. 

the proposition of async:hrunous building blocks in "mac:romodule·· was V<'ry close 

to a modern approach. Some other significant contributiuns wcrc also made by 

Huffman [15], ~foller [Hi] and Unger [17]. How<'ver. whcn clocked tedmiq1H's provided 

au Pasy way to dPal with timing issues, the asynchronous t.edrniq1ws werP forgot.ten 

for quite a while. it wa.s 11ot m1til the lat<' 1990s t.hat projects in academia and 

industry demonstrated that. it. is possible to design asynclmmons circuits \vhich cxhihit. 

signific:am. benefits in real-life examples. Among this period of time, Caltech designed 

and fabricated the first single-d1ip asynchronous rn icroproccssor in 1988. Shortly 

after, in 1993, the University of Manchester i111plc111ent.ed asynchronons t.echuiq11cs 

on the famous ARiv1 processor, and made the family of clones called ''AnmleC. In 

1997, a 32-bit 11IPS R3000 microprocessor. 11ini11IPS. was developed in Caltech. 

MiniMIPS still holds the record of the fastest rnmplctc asynchronous rnic:roproc:essor 

chip. Today, the design techniques have developed to satisfy both entire asynchronous 

and globally asynchronous with locally synchronous rC'quirements. Jn addition. more 

computer-aided design tools arc deYdoped in designing asvnc:hronous digital systems. 

2.1.2. Classication of asynchronous circuits 

Depending upon the timing assumptions. as>·nc:hronous circuits can be dassied 

as self-timed, speed-independent or delay-insensitive and quasi-delay-insensitive. 

Circuits whose correct operation relics on more elaborate or engineering timi11g 
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assumptions arc simply called self- tinicd. ln self-timed asynchronous circuits. each 

functional block is controlled by some handshake circuit such that each hmC'tional 

block is operated in correct order. Each functional block should also be able t.o 

acknowledge the completion of its operation t.o the harnlshakc c-outrol circuit.. 

A speed-independent circuit is the one of the kind that ignores delay iu wirC' and 

fork clcrncnts, cum pared with dC'l ay in gate crnn poncnts. J\ I or<! sp<!<:i fically, as shown 

below in Figure 1, if the speed-independent coudit.ion is assmued, tlwu d.1, du and de 

arc some arbitrary finite and also positive valiws, along with rl1 = d2 = d:3 = 0. 

A delay-iusensit.ive circuit., however, assmncs arbitrary bom1ded delay existing 

in all cirC'uit c:on1poue11t.s. Ju Figure L this rnea11s the value of rl.,1, dn, de, d1, r/2 a11d 

d3 are greater than zero. Circuit of this kind is certainly n1ore robust. t.hau any otlwr 

mies, bccanse it. works properly, regardless of delay of any ai11om1t. tliat rnay o<-cur 

anywhere in t.hc circuit. Unfortmia.tely, delay-insensitive aUrilmL<' is very hard to 

achieve, and np until today, the class of all delay-insensitive c:ircnits arc limited. 

A 

~~­
~ 

Figure 1. A circuit with wire and gate delays. 

Nevertheless, some weak assumption can made to form a more flexible circuit. 

Still take a look at Figure 1, instead of assuming d1 = d2 = d:i = 0, which is the 

case in delay-insensitive circuits. we assume onl_v d2 -= d:i = c, which is a constant 

hut unknmvn value. This class of circuits is called quasi-delay-insensitive, and the 

property applied to a wire fork is called isochronic:. Isochronic: forks are those if the 
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acknowledging target has seen a transition on their cud of the fork then the transition 

is assumed to have also happened on the other end of the fork too. One advmitage 

is that it allow signals to travel to l\vo destinations and only receive an ackiwwledgc 

signal from one. A part from this. the assumption of isochronic is rather weak, since 

it can be achieved by implementing symmetrical st ruc:t mes in each bran di, so that 

they tend to introduce the same amount of delay. 

As a c:onclusio11, by making a weak assmuptiou, a quasi-delay-insensitive circuit 

is almost retains both robustness and adaptability, \vhich ensures its wide• rang<' use' 

throughout asyndmmous ciH'nit application. 

2.2. Asynchronous communication protocols 

In synchronous c:irc:ui t, a global clock guarmit <'<'s the safot y and suc·c·css of 

data transrnission between different logic modules. However, when t\vo asyrn:hronous 

components ( or l\vo GA Ls) are getting co1111rnmicated, it is essential to have some 

request and acknmvlcdgcment to signal senders and receivers, respectively, to assure 

the succrns of communication. We will discuss later in this section in specific com­

munication protocol design with the lack of a global clock. 

2.2.1. CHP, HSE notation and production rules 

In this section, we will follow syntax of a high-level language c:all<'d Conmrnnicat­

ing Hardware Processes (CHP) [18], which is widely utilized in most of asynchrouous 

circuits behavior description. The HSE notation [19] will also be used as well. It. has 

no distinction from CHP, except that it only accepts Boolean variables. 

We will first describe some notations that arc going to he used in tlw rest of the 

section, starting with c·ommunic:ating process. Fignrn 2 is showing 1 wo processes, pl 

and p2, namely two logic: modules \vorking c011c·urn·nt.ly. A seudiug port from pl, S. 

seuds out the logic: value of a local variable :r. \Ve deuote this sellding procedure as 

R!:r. On the other harnl. a receiving port from p2. R, reC"ein~s what has lieeu sent, 
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---

and stores it into its own local variable y. Again. this is dcuoted as H'!y. Overall. au 

assignment y := :r is achieved. 

Figure 2. Cmmrnrnication of p 1 and p2. Port S scuds <m1 th<' val11<' of loca I vmia hie• 
.T, and port R receives the value from S and assigns it to local varialil<' y. 

As stated above. au assignnwnt. has the fonu of 1'ar := e:rpr. For a Bool<'an 

variable /J, /J := true and b := false can also be reprcseutcd ash T all(! h 1-

Thcrc are two composition operators for JH"U<"<~sses. Thi' S<)<pwnt.ial opcrat or 

Sl S2, showing S2 carries 011t after SI; 1.IH' parallel opnator S1 //S2, showing t lwt 

SI and S2 co1nposc concmTently. Additionally, notation SI ,S2 is also defined a.s a 

parallel operator b11t. \Vit.h noninterfering property: say a variable :r is being written 

by SL then :r is guasant.eed 1.o be ncitlier read uor writ te11 in process S2. 

Another group of important. notat.ious arP select ion. \Vnit and rqwt.it ion. TlH' 

selection is represeuted as [131 ----+ SI 1132 ----+ S2], where each of B 1 and 132 are called 

a guard, and each of Sl aud S2 1s a procc~ss. The select ion \vorks just like an if 

statement. as the value of each guard Bi is evaluated in the first place, and with ti](' 

Bi \vhose value is true. the corresponding Si will be executed. Part.icularly. when 

neither of Bi is evaluated true, the wl1olc process of sclcction is suspeudcd. In this 

case, the selection waits for at least one guard to be true. A very straight.fonvard 

example is [BO]. This selection waits BO to be true and terminates afterwards. moving 

on to the following process. If an asteroid is added before a selection, the selection is 

repeated forever. e.g. *[l ----+ SO] will execute SO forever. 

Each circuit consists multiple logic gates. within which there arc nmlt.iplc inputs 
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and one output (most likely). For some B0olca11 c011ditio11s. say Bu, the 011tp11t z will 

be set to true. ln other conditions. Sa)· Bd, z will be set to false. \Vrite t!H'lll i11 HSE 

notation. there are 

Bu.----+::: T 

Bu----+::: l 

Each row from a bow' is cousidcrcd as a product iuu rule (PR). A prodrnJiu11 rnh· has 

the form of B ----+ I wllPre t is a binary trn11sitio11 1 a11d B is a loµ;ic: exprcssio11 ( also 

called a guard). All production rules of a si11gle logir· gate forms a prodrn-tiou rnlP s<'t 

(PRs) Obviously, a production set of a cornlii1w(icrnal µ;ate can lie i11fern•d from its 

truth table. A1101 lier example of PRs is for a st.a te-l10ldiu[!; dcrncut.: set-res<'! latch. 

Shown in Fignre 3, it is constructed by two c-ross-c011pled ~OH. ga(<!s, with l\vo iupnt 

s and r and two curnplC'mcntary output ::: and:.:. \Vhcu sis tnw, it sds outpnt ;; to 

be true; wheu r is true. it sets co111plernc11tary out.put z to be trne. TI1c production 

rule set of set-reset latch can be generalized ns 

s - z 1 

Some restrictions should 1le applied to a PRs. First. complementary PRs umst he 

noninterforiug. For iustauce. iu the above PRs, I311 a11d I3d nm ll('ithcr bf' tnw 11ur 

false at the sauw time. ot l1crwisc the \·aluc of z tnrns out ambiguous. The best way 

to resolve this contradiction is to set Bd = -iBu, tlms :::: can only be trn<' or fals<' a( 

a time. 
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Figure 3. A set-reset latch with cmuplPUH'lllar.\· outputs. 

2.2.2. Bare handshake protocol 

Figure 4 below is nn easy implclll('lltatiou of a '"bar<'·, cu1111111micatio11 llC'twcen pl 

and p2. It is called ''bare". beca11sr' uo data bet ween thcs(' 1 wo processes arc trausmi t.­

ted. Two win's (sl. rl) and (s2, r2) exist for synchro11izaiiou iu this implcrncutatiou. 

iu which the values of sl and s2 arc sent out from OJH' process to auothcr. aud are 

respec:tivE'ly received by target process, event ualh· assigu to r1 all(] r2. A ccordiug 1 o 

rnuve11tious, all variables an' initiali:wd to be false . 

..___p_1 _ ..... I.:: ::·1._ __ p_2 _ __, 

Figure 4. Implementation of barf:' handshake with two wirPs. 

Based on the mctl10dology of synchronization. ban' handshake' protocols are 

classified into two classes: two-phase handshake aud four-phas<! lmndshakc protocol. 

1) Two-phase Hands hake The two-phase handshake is tl1c simplest impl<'uie11-

tation of asynchronous synchronization. The following scquenc<' defines the lwlrnvi<ir 

of this protocol: 

s u : s l T: [rl l 

Ru : [r2]: .s2 T 
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Giving above l>Plrnvior, there is only 011c possible transition scquPJH'P rn two-phase 

handshake: s l T; r2 T: s2 T: rl T . Siuce all states in the systPm dming the rnmrnuui­

cation process should be meaningful somehow. and nnw only the O ___. 1 transition is 

defined, we continue to define the following protocol as well: 

S d : s l l; [-.r 1 J 

Rd: [-.r2]: s2 l 

From tl1ese two protocols, \VC' discover the Pquiva.lcncc oft rn11sitio11 0 ----t l and O --, 1 

on all varia hlPs. \Ve can then deduct a more general form of two-phase handshake 

protocol that is adaptive to both phases: 

S: sl := -.sl; [sl = rl] 

R: [r2-/:- s2]: s2 := -.s2 

The possible transition scquellce of this protocol is: s l T :r2 1: 82 l; r l 1: s l 1: r2 1 

; s2 l; rl l ... In spite of the protocol's simplicity, the implellw11tation in tc'nns of 

logic Components is relatively CO!llplic:atcd, since it rcquin'S XQI{ gates and s(orag(' 

eh'lllcnt of current status. Hcnl'e. in most cases, two-phase handshake protocol is 

overtaken by four-phase handshake protocol. which we are goiug to introduce uext. 

2) Four-phase H orulslwl,:e As stated above, a syste111 should not inclrnh' a11:-0 

meaningless states. To resolve this problem, it is st raigl1tfonnm! to reset a.ll va.ric1 hlt\s 

to their initialized valne l wforc a cornmunic:a t iug pr()( ·ess ends. One kind of this 

handshake protocol is called four-phase handshake pro1ornl. 1t works a,'-i follows: 

S: sl T: [rl]: s2 1: [-.rl] 

R: [r2]: s2 T: [-,r2]: s2 1 
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The only possible trnnsitio11, in four-phase handshake. is 1Jow: sl T: r2 T: s2 T: rl T 

.sl l;r2 l;s2 l;rl l. Note that it might seem idc·11tical to the trausitio11s ill two­

phase handshake protocol. Hcr0. the difforenccs are: for two-phase handshake. a 

complete c:ornmunicatio11 process ccmsists four transitions. since hut h p 1 mid p2 

acknowledge and react according to the transition of variahlC's in spite of v,:hic-hcvcr 

the tram,ition is: for four-phase handshake. different processes react a<·<-,Jrdirig to tlw 

value of variables. As a rt>sult, considering the same 1.ime l'ost for ca('h trausitiou. th<' 

four-phase handshake takes twice as 1111I<:h time as the two-phase ha11dshakC'. 

2.2.3. Bundled data 

\Vlwn combi11iug data trnnsmissiou with syudmmization, it c:01ucs to a hybrid 

comumuic:ation protocol called buudl<·d data. Figun'. S shows such an implr•mcntatiou. 

sf 

p1 
sd 

p2 
rt s2 

Figurn 5. Implementation of bundled data \Vith lrnwlshaking protocol and data 
transmission. 

Consider tlw follmving cirrnmstancc: S sellds out vaJm, of x ( S''.1:), tlieu R 

receives and assigns it to y ( R"!y). U sc HSE notation to descril H' the c·cmrnmui('at.ing 

process: 

S'!:r:: sd := x; sl T: [rl]; sl 1: [---irl] 

R'!y: [r-2]: y := rd; s2 T; [---ir2]: s2 1 

This communication is gua.rautf'ed by the synchronization of pl and p2. First, pl 

starts to send data to p2, meanwhile sending out the request sigual by setting s l to 

high. On the other hand. p2 waits for the request signal m1til r2 turns high. Since 
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data rail is already valid whe11 p2 rcccivc•s request sig1wL p2 can then start to rccC'iw 

data. Right after the n'ceiving step, p2 sends back ack11owledge sigual by S<'11 i11g s2 

to high. and the following steps are th(' sal11e as the four-plmsc halldsha k<' protocol. 

This prot.ornl works under the ass1m1ptiou that the delay through wire ( s L r2) is 

longcT than (sd, rd), so that data sigllal arrives destination fastc'r tlw11 t lil' request 

signal. 

2.2.4. Dual-rail code 

Desidcs bundled datct, there are st ill other options for safe asynd1rn11011s data 

transmission. Dual-rail code is one of !hl'm. In dmd-rail code, two 'Nirl's-hit () and 

bit 1-cxist in rcpn,s<'11ting one data hit. The table for repr!'scnt.ation is as follows: 

value : 

biU): 

hit.l : 

JH'ntral O 1 

() 1 () 

() () 1 

it can be inferred that for ll-bit data transmission. then' arc nPcessarily 2n \Vires 

to finish enco<ling. This protocol is also dclay-inscnsi ti V<', since the c:< 1111rn1micating 

process nrn work reliably n'gardlcss of arbitrary dC'la:>' ill 1 hc wirf'. w, long as it is 

finite. 

2.2.5. 1-of-N code 

Ill 1-of-N code, only one wire will hC' selected d11rillg the data trallsrnission. 

Compared with dual-rail cock. encodiug n-bit data requires 211 \Vires. A hvo-bit code­

word is encoded usiug 1-of.-\: code is shown below: 

2.3. PQ-cell, cellular automata and FPGAs 

To conform lo a wide rnllgc of c:omputatiunal needs. a rn111puti11g system Heeds 

to scale from small to very large sizes. This lleed can lw met by an cxt('llsilile system 

of small computational elements. Cellular a11tomata (CA) haw these propnties [20] 
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value : 11e11tral 0 1 2 3 

d.O: (l l 0 () 0 

d.1 : () 0 1 0 () 

d.2: () () 0 1 () 

d.3: () 0 () () 1 

- [22]. A CA cell is simple and the cells arc arranged on n latt.ic<' t !wt can lww a 

periphery to which cells can <,asily be. acklcd. Siwilarly, PQ-c:cll arrays are S('a]abl(' 

because, like CA, the cells arc simpl(' a!l(l arc arraug<'d 011 a two-dillwusioual latt.i!'<'. 

PQ-ccll arrays arc also like CA in that a cell ha.c; a state. am! state trm1sitio11s 

follow rules that are based on tlw states of ncmhy cells aud possibly its owll stat.c•. 

The state transit ious occur wheu cells perform an npdatc. I u CA, updat cs are 

lH-'rformed tlmmghont the array iu a parallel fasliiou, which may lw either synd1ro11011s 

or asynchrouons [23]. If synchronous, all the cells npdatc their states 011c·c' \vit.liiu 

each of a series of discrete time steps. Each step i11volYcs two phases: iupnt and 

output. Duriug tlw input phase, the cells iupnt. the states of <:('rtain nearby ('l']ls. 

During the ontpnt pha.sc. tlw cells 11pdatc their states. All the <'<'lls complete a phase 

before any of the cells move 011 to the 1wxi phase. H asyud1ronous. th<'r<~ is uo 

global syuchroni,1,ation and updatf~s depend ou other factors. ThP PQ-cclls update 

asynchronously i11 response to p11lscs sent by neighboring cl'!ls. By cli111iuaLi11g the 

need for global synchronization, the PQ-ccll ard1itccturc is r•asier to scale lo large 

SIZCS. 

Compnt.ing with PQ-cell arrays can use auy of the 11wthods in nsr' for CA. 

The two most common uwthods arc digital cin-uit cum lat ion a]l(l spatio-I Prnpural 

modeling of a dynamic system. This paper focuses on ciff11it cmnlation: however. 

specially designed cells may be cnmlated by PQ-c:dl snlH-irra.\·s and used to model 

dynamic systems. The e11mlatcd cells 1 hen become the l mil ding blocks for larger 
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computation structures such as cellular neural nets. 

CA are typically uniform, which means all the cells follow the same rules for 

state transitions. Therefore, for digital circuit emulation. the usual approach is to 

create patterns of cells to perform the functions of wires, logic gates, and registers 

[24]. These patterns involve multiple cells and may take many cycles to advance a 

signal. PQ-ccll arrays. howcnT, arc like non-unifurrn CA. The cells 111ay have diifon'.nt 

rules. This allows a more effective method in which a single; P(~-cdl can perform the 

function of a wire, a logic gate, a storage clement. or simple combinations thereof. By 

directly implernentillg these circuit clerncnts. computation is faster and rnorc c0111pact. 

Furthermore. PQ-cclls can be cascaded without illtcnucdiatc st oragc cleuwllts. This 

optimizes the performance of rnulti-lcvd combinatorial logic. Cust01ni:,,:a(io11 of a PQ­

cell is achieved by loading a set of configuration hits. A similar initia]i:,,:atio11 st<'p is 

needed for CA. hut ou ly the initial stat c is specified. Tl 1c rn11 fig11rat.io11 of a I 'q-ccl I 

specifies its imtial st ate, its transition rules (inputs and functions). a11d how it will 

sync:hroni:,,:e parallel activity. 

The ability to co11tigme and re-coufigme the cells is a f<,a11m' PQ-cell arrays 

share with FPGAs. The origills of the FPGA i11c:ludf' t lw c<'ll11lar arrays smve_y<'d by 

Minnick iu 1967 [25]. Au early and <'nduring rnoti va tion for C<'llar arrays \Vas to l w 

able to use lmv cost hatch processing methods. All an·ompauvi11g id<'a is solJH' fonu of 

C'onfigurnhility, which is llPPded to c11stomize the array to a part ic11lar applir·ation. lt 

was also recogni:,,:Pd early on that it would he d<'sira hie to do this configuring "in the 

field". as opposed to in the factory. and ultimately to lw alile to configure repr~atcdly 

without rcrnoviug or eveu haviug physical access to the d<'vice. Th<'se desires are nmY 

met by FPGAs and similar dcviu's. 

The PQ-cell explores a variation on the FPGA theme ill wl1ich emphasis is 

on support for computational paradigms that deal dirf'dlv \,·ith the spatio-temporal 
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realities of a physical rnmputiug system. For so11H~ problems. iuc:ludiug braiu-lik<' 

tasks like patt<,n1 recognition. this r1pproach may lead to significautly improved per­

formance and scalability. For this rc!'Ls011 the cell designs developed so far hav<' not 

adopted some of the features that optimize tlw 111appiug of arbitrary circuits unto 

an array. In particular. the PQ-cells route pulst)s throngh cells ratlH'r thau tl1rough 

au i11tcrco1111ec:tion uet\1\-·ork. Also, siucc it 111ay he used for ro11ti11g
1 

aud iL is Jl()t _wt 

dear what functions an'. 11PPtkd 1 ead1 qua.rt.er uf a PQ-cell 11sPs a sirnplt· 2-input logic 

unit rather than a-±- to G-iupnt look-up table. 

Another diffen·ncP j,.; explicit support for asynchronous operation. Each PQ­

ccll contains a unit for synchronizing pulses. This unit also <'1whlt)S each cell to 

be configured <iS a stn..ge in a pipeline for processing a,ll(j t rnnspurt i11g infunnat ion. 

Pipelines c:au cross chip boundaries. This supports extreme scalability and allows 

port.ions oft lie array to operate at different sp<'cds (for purpo;,;cs s11d1 as local l1cat 

management). So 8 PQ-cell array is like au <~xt<·nsihlc FPGA whose reconfigurable 

elements are :-;irnple cells that com11mnical(~ a:-;ync-hro11011sly ,vith nearby cells to 

update their :-;ta tes. 
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CHAPTER 3. THE PQ-CELL DESIGN 

This section presents the PQ-cell design. licginning wi1 h ha;-;ic features aud t lieu 

focusing on facilities for processing and storiug bits. routiug pulses, coordiuatiug 

parallel activity, maintaining pulse integrity. satisfying timing rcq11ireJ11<'ul.s. and 

configuring PQ-ccll arrays. 

3.1. Basic features: pulsed operation, quarters 

At a high ]pveL a PQ-cPll is a unit that n:•ceiYcs and semis pulses. lt can receive a 

pulse at a11y 011P of four inpnts and respond by sending a pubc on any mm1bcT of four 

ontputs. The rpceived pulse 1w1y be intcrpretc•d as a hit of data or as a coutrol :-;ignal. 

The sent pulses are always iu response to a receiYed pulse. Su, \vit huut :-;timulation 

by a pulse, a PQ-cell does nothing. This is one reason PQ-cell arrays arc expected to 

be efficient consumers of power. 

A PQ-cell is called a quad-cell because it consists of four elementary cells called 

quarters. A quarter is the basic operational unit of a cell. 

Fig. 6a shows a quarter (shaded box) and its connections to four ucighboriug 

quarters ( open boxes). A quarter receives pulses from two quarters. mw i11tcnml to 

the cell and one external. Likewise it sends pulses to two quart.0rs. mic iutcrnal awl 

one external. Each pulse appears on one of a pair of wires, \vhic:h is what allows 

the pulse to be interpreted as a bit. Figures 6b and 6c: show how fo11r quarters arc 

combined to form a quad-cell and how the c:omwctions llC't\VC'C'll quarters form the 

connections between cells. 

3.2. Processing and storing bits: logic units and data latches 

In response to a pulse from the internal quarter. a quarter records v,:hich wire 

the pulse arrived on. This record is stored in a data lat ch (RS latch) and becomC's the 
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Figme G. \Vherc pulses are receivC'd from and sent to by (a) a quarter, (b) the fom 
quarters of a cell, awl ( c) a cell. Each arrow represents a pair of wirc'.s. 

B-input to a lop;ic unit (LC) within thC' quartr'r. Th<' LC also !ms au A-input, wl1id1 

receives pulses from an external quarter. Each pulsf' at. tlw A-input causes th<' LC to 

form a result based on the A and 13 inputs. This r<'sult is r<'llr<'SC'HtPd by a pnls<' that 

is sent to an internal quarter and an external quart.er. Fig. 7 gi \'C!s au internal vie,v 

of the quarters that shows the c:om1ectio11s bet WC'f'll the L Us all(! t ]](' data lat cl1<'s. 

-+-------- A Z 

LU 

z 

LU 
z 

,-EJ ~, LU 

Figure 7. Logic units (LUs) and data latches (RS latches). To the A input and from 
the Z out put. the black wires carry · l' pulses and the gray wires carry ·er pulses. To 
the B input. the black and gra_\· wires arc the Q and Q outputs. respectively. of the 
RS latch. 
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The dashed lines outline the quarters (shown as shaded boxes iu Fig. lb). Each 

data latch is irnplc1Iw11ted as an RS latch. The result formed by au LU is a logic-al 

combination ( Boolean fml("tion) of the A awl B inputs and appears as a pulse at t hf' 

Z-out put. The L lJ fm1c-tions are listed in Table 1. 

Table 1. The PQ-cell L lJ fuuc-t ions 

D E F G z z 
0 CJ () () () 1 

0 () () 1 A-B A+B 
0 () 1 0 A-B A+B 
() 0 1 1 A ~1 
() 1 0 0 A-B A+B 
() 1 0 1 [] B 
() 1 1 () A.:. B A-B+A·B 
() 1 1 A+B ~-B 

1 0 () () A-B A+ fl 
1 0 0 l A-13+.A-B A ~-B 
1 () 1 () li B 
1 0 1 1 ;1 + B A·B 
1 1 () () ;1 A 
1 1 () 1 ;1 + B A-I3 
1 1 1 0 A-tB A·B 
1 1 1 1 1 () 

Columns D, E, F. and G correspond to coufignrntion bits t !mt select which cmc' 

of the 16 functions is performed by the LU. Z aud Z are th, 'l' awl'()' rn1tput wires. 

respectively. of the LU. The exprcssim1s in the Z aud Z c-olnums spcC"ify which wire 

\viii carry the output pulse. For example, if DEFG = 0011. thf'n Z = A means a 

pulse that enters the LC on the A wire will exit the Lu on the Z win'. Likewise. Z 

= A means a pulse that euters the LC on the A wire will exit the LC on the Z \\·ire. 

Another example: if DEFG = 0101. tl1en Z =Band Z = B. In this case there is no 
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dcpcndern:e on where the pulse enters the LU. If B = L the pulse exits 011 the' Z wire 

arnL if B = 0. the pulsP exits 011 the Z wire. 

Fig. 8 shmvs au implementation of half of the LU using combinatorial logic-. It 

is esseutially a selector that chooses some combinat.ion ( either. neither. or both) of A 

and A to exit at Z. The choice is based on four configuration hits and the stat<' of th<' 

data latch. ThP circuit for Z is equivalent. 

B 
E 

B 
D 

B 
G 

B 
F 

Figure 8. Implementation of half of the LU. 

z 

3.3. Routing pulses: paths, turns, crossovers, and forks 

In its response to a pulse, a PQ-ccll may send a pulse to one or more of its neighbors. 

A neighbor may, in turn. send a pulse to one or more of its ucighbors. arnl so 011. 

This sequence of operations forms a path through the army. lt is 1wc·()ssary Lim! a 

mcam; be provided for steering pulses along these paths. 

Pulse steering in a PQ-c-dl is ac:hien'cl by using a selector to insert a right t 11rn. 

Fig. 9 shows the cell with the selectors. Each selector chooses OJH' of two soun·<'s for 

the A input of the LC. Since each quarter has a selector. up to thn!e suc-c-essive rigl1t 

turns can be made in a cell. Examples arc shown iu Fig. 10. 
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Figure 9. Addillg selectors for makiug right turns. Tlw rn1111lwrcd cird<'s locate forks. 

The cell configuration ddr'nnincs which so11n·e is comH,ct<'d to the A input. 

Sincc_tlwrc arc two \\·ires coming from each soun·('. then' a.n· two l-of-2 selectors. For 

added fiexibility, these select ors are configmcd indqwndcnt ly. This is 11sd11I Kh<'JJ 

routing co11t rol sig11als. To pn'VPHt a. pulse from i11itiating further activity, a cell rnav 

configure, its input select.ors :-;o 1 hat it does not accq>t pulses from that so11rcc. 

A path may need to cross itself or anoth<'r path. In a PQ-cdl, this rn'('d is HH'I 

by the C(H11H'dions betw<'('ll the quHrtcrs, which include four c:rosso\'('rs (Fig. Gb). 

If a cell. in rcsp011se to a single pulse. sends pulses to multiple neighbors, tl1P 

cdl is initiHting pmallel a('\ ivity. Thi:-; is called a fork. 111 a PQ-cell. a fork results 

\vlw1t a quarter uses the 1m11 sel<'ctur to accept an internal input (Fig. 10b). This 

can liappPn at most three 1 irnes in s1H:ccssion because there arc four q11art<Ts and t hr, 

input p11lse must be accepted b:,· Oil<' of them. So one input pulse f'o11Id result i11 U]l 

to four out.put pulses, eaf'h of which heads in a different dirr'ctio11. 
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Figure 10. Using sdcctors to makC' turns of: (a) 0 degrc<'s, (h) 90 dq>,n'('S. ((') 180 
degrees, and ( d) 270 dcgwcs. 

3.4. Coordinating parallel activity 

To coordinate parallel activity, the PQ-('ell iududes a sy11dmmizing operation called 

a join. (It could also be called a re11d(•zvo11s.) A joi11 i11vo]\'cs two or more quarters 

within a cell. A quarter participates in a join if it is ('onf-igurcd to do ;-;<J. A 

participating quartc•r is ei1 her ready or 110!-rcady to s<'JHI ,lll output pnlse. The 

join condition is satisfied when C\'ery parti('ipa1ing qmn1 <'r i;-; ready. If a participa1 ing 

quarter is ready. it was either initialized to he ready or i1 lwcnmc ready by performing 

an operation in response to an input p11l:w. 011('c\ the join condition is srttis{icd, c•ach 

of the participating cpwrt(Ts outputs a pulse a11d lwcomes 11ot-rcady. 

The PQ-c:dl implement.at ion of the join operation is shown in Fig. 11. Tlw 

additional circuitry is collectively rcforrcd to as the synchronizer. It has four ('011fig11-

ration bits . .Jl. .J2. J3. and .14. which iudicate which cells arc pa.rticipating iu t lie joiu. 

These bits also control the u111put selectors, choosing either the path frow tlH' Ll; (if 

a quarter is not pilr1icipating in the join) or the switched path from the sy11clmmiz('r 

(if a quarter is participating in 1l1e join). Each quarter has an RS latcl1 tlrnt is se1 

when a pulse (·xits 1he LU. This is called the event latch because it records all event of 

interest to the syuclmn1izer. Also associated with each quarter is an OR ga1(, wlios(' 

output feeds into i1 4-input A:\"D gaie. 

The join condition is satisfiPd when the output of the J\:\"D gate'. labeled R (for 
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Figure 11. PQ-ccll circuitry involved in 1wrforrniug 1 Jw join opcratio11. 

reset). is high. ThC'rdore the outputs of all 1lw OR gatt's must be high. For each 

quarter. the OR gate output is high if the corresponding configuration hit is J1igh ( 1 IH' 

quarter is not participating iu tlw join) or tlie eveut latch output is high (the quarL<T 

is ready to output a pulsP). \\"hc11 the join is sr1tistiC'cL R is used to reset the cwnt 

latches. which r1lso causes R to return low. This produces a reset pulse that pass<'s 

through the switch dosed hy m1 output of the data latch. So the dfod of a join is to 

dela:,' the LU outputs of participating quarters until the join condition is satisfied. 

3.5. Maintaining pulse integrity 

As a pulse tran·ls along a path. its amplit11de is reston,d eac:!1 tirn<' it is rc-drin~n. 

However. its width ma:,· get shorter or longPr. dPpeuding on the rclatiw sp<'ccls \Vith 

which leading and trailing edges arc gcunatcd by 1.l1e cin-11itry. If a pulse becomes too 

short. it ma:-· fail to stimulate further logic aud vm1ish. If a pulse lwrnmcs too long. 

it may interfere Kith ot lwr pulses. Therefore sorne means is req11irccl for maintaining; 

pulse width. This is the purpose of the pulse reg<'lH'rator (PR). 
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The PR outputs ii pulsP of \Yiclth \V in response to au input pulse that. lllay 

be shorter or lougcr 1 hau \\~. Fig. 12 shows one form for the PR. It has two delays. 

D 1 and D2. This cirrnit out puts a pulse of width \V = D2 - 6 ( where r5 is th<' d<'lB_\· 

through the first NOR gate) in response to an input pulse whose width is at least DJ, 

where \V/2 < DJ < \V. Choosiug DI ucar \\)2 allows for uarrowcr input. pnlsl's. 

01 
02 

Figure 12. A design for tl1c pulse rcg('llerntor (PR). 

A PR is at every output. from a cell. Fig. 13 is a rnmpusitc diagralll of t lH' 

PQ-c:ell that shmvs where the PR'i arc located. 

I I 
{ 

a'. a'. 
Synchronizer ;,:; ;,:; 

}-

Figure 13. Composite diagram of the PQ-ccll including a pulse rc•gcucrator (PR) at 
each output. 
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3.6. Satisfying timing requirements 

Correct up('rat ion of c·ornputations m PQ-ccll arrays rcqmrcs C'('Jtain t irniug 

requirements to he observed. Pulse width requirements are wauagl'd by the puls(' 

regenerator. PnlsC' sPparn.t iun is managed by handshakiug such as i11 pipcli1ws. A 

remaining requirernC'11t is tu ensure that the B-input to an L li is se1 before a pulse 

arrives at the A-input. ThP output of the LC is pruducc·d iu rcspouse to a pulse at 

the A-input. Si1H·c• the B-iuput prepares the LU to prod1H'(' tl1is respo11sc·. it 11mst 

arrive a short tirne before the pulse' at the A-i11p11t. Fig. 14 shows t hr<'<' wa.vs \.o 

achiev<' this. 

The first S()lution d('Jwnds on other cells to dday tlit' A-illp11t rPl,1tiV(' t<J the 

B-i11put ( Fig. 14a). The otl1cr solutions use the~ joiu op<'rn t io11 a11d arc iudepc'IH!rnt uf 

dc·lays C'X(('rnal to the cell. In these solutions, the• path lea.ding to t.h(' A-i11p11t passl's 

through the cell before re-entering the cell and deli WTiug a pulse to tlH' A-input. This 

path incfodes au LC that participates in a join with the Ll; that delivers th<' B-inpnt 

(Fig. 14c). If 011<' LC is the source of both iupnts. then only 1lia1 LU partiC"ipatc'.s in 

the joiu (Fig. 14b). 

The solutions usiug the join arC' ckpe11d('ll!. 011 t lw desigu of fork :3. Fork :) 

is one of five forks within the PQ-c<'ll whose locations are ('ircled and 11urnlicrcd in 

figures 9 aud 11. Each fork is a point at which a sigllal simultaneously enters two or 

won' paths. 1f these paths interact within the cell, a]J(l tl](' result of this iut craction 

depends on the order in which the signals arrive. tlH•n the· C"cll needs to be dcsig1wd 

to ensure a consist cnt ou tc-ome. 

Fork 3 creates two paths. on0 that goes lo the B-input of the LC and OJIC' that 

exits the cell under the control uf th<' snwhro11i;.,:er. B:-· im·oh·ing the sn1c:l1roni;.,:<'r. 

the dclav in the shortest path from fork ~3 tu tl1e A-input (which inrnh·cs cxitiug 

then re-entering the cell) is guaraut eed by design to exceed the time required for t l1e 

25 



---+j-: i __ ] 
'~-~ 

I . 

I : 
·--' 

(a) (b) (c) 

Fignrc 14. Tlm'C' ways to properly order the two i11p11ts to an LC: (a) introd11c(' 
sufficient PX tern al delay; (h) supply both inputs from an LU wit hi11 the sallH' c<'II t hnt 
participates in a join: (c) s11pply the A-inp11t from al! LC that participatc)s in ajoi11 
with t.lw LU tliat s11pplics the B-inp11t. 

B-input to set up the LU. Therefore, C'V<'ll if thl'r<' are rn> ('Xternal dC'lay:-;, the input 

order is still rnrrcct. 

Another design co11siclcratio11 for fork :3 r<'s11lt.s from an internal interactiou 

hcl\vcen its two paths. One path sC'ts the data la1.d1 awl tlic othC'r path could urnsc' 

the synchronizer to generate a reset pulse. SincC' th<' data latch sets up the ro11tc by 

which the reset pulse exits the cf'll, the path tlmmgli th<' data latch must he shorter 

than the path through the synchro11izer. 

Fork 1 is also of intcn,st. This fork i:-; locat<'d at the input of the LL" in t.lic :\ 

quarter and creates two paths tlwt way conw toget h<'r at the LU in the E quartc'r. Ow~ 

path leads to the B-inp11t. all(} the other path (if dwscu by the input S<'lector) kads 

to the A-input. The path to the A-input i:-; shorter, so the LU should lJC coufigm<'d 

to perform a function that uses only the A-input: i.e. Z = 0. 1. A, or A. Forks 2. 4. 

and 5 creat<' indqwndent paths arnl thcrPfor<' present no special timing issues. 

3. 7. Configuring PQ-cell arrays 

The behn\·ior and initial state of a cell are d<'terrni1wd by a set of co11figuration 

hits that are loaded into the cell before it is nsed. A simple way 1o load these hits 

is to shift them serially into a long shift register that rn11taius all the bits of all the 

cells in the arra\". HowcYer. this would lw a slow pruc<~ss. <-'specially fur large arrays_ 
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A fast <T and more f-icxilik sd1cmc is (~nvisiot1(•d for PQ-c('ll arrays. 

A PQ-cell array has llH1ll_\" short shift. rcgist ers. Each register holds th!' c-m1figu­

ra t iuu bits for a su hsct of the array. which mav 1 w a si11µ,ll' PQ-cdl. Each quart <'r lms 

9 configuration hits: i for th<' LC. 2 for th<' input seledm, l for the data latch. l f(Jr 

the cvcu1 latch. and 1 to spccif_v v,.·hl't l]('r or not the qnart.<'r part.ici1rntcs i11 the joil!. 

Each register is at a nod<' of a 21) 111csl1 net work. Serial st.reams of <·rni/1g11rnt ion 

bi ts pass through the 11ct work to r<'ach select Pd r<'gist<'rs. hypassi11g registers that. ar<' 

not l'onfigured by that stream. I\l11ltiple sln'ai!ls n1ay he in the rwt\vork a1 ti](' .'ialll<' 

time. Furthnnwrc. cells that arr' not h<·ing co11fig11red rn ay continue to op<'rat e. 

Fig. 15 SIW\\'S a single nod<' in t]](' co11figmat ion network. 111 this case t lie node 

is a.c;soc-iatcd with a single PQ-c-<•11. The c-011trollcr mutes iucomi11g data hits to o!H' 

of three shift registers or t.o anotl]('r node. Th<' first bit lo arriv!' dctl'J"lllill<'S wlwt ll<'r 

or not this node will nT<'i\'<' co11fig11rat ion hits. Tlic scc:CJnd hit idcnt ifics 1 lw <'lid 

of the stream. The next two hits sPkd t hP n<'XL llodf' to he visited by t lw st.ream. 

Then. dcpc11di11g 011 ti!<' first hit. configuration hits for this node will follmv. Finally. 

dcpcudi11g ou the s<·c011<l hiL aJI)' additional bits arc passed mi to the s<'l<·cl<'d node. 

data-NB-
data-W OR 
data-E 
data-S 

11 

data-N 
data-S 
data-W 

...__,----~~data-E 

• Defines whether the shift register is filled or not 

Ill Determines whether the cell is the last one in the chain of shift registers or not 

0 Determines whether the cell should/should not be configured 

0 Selects the neighbor to which the configuration bits should be forwarded 

0 Defines the configuration bits of the cell 

Figure l .S. The behavioral 1110dcl of the configuration c-irc:ui trv. 
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CHAPTER 4. SIMULATIONS OF THE PQ-CELL 

Au IC d<'sigu of the PQ-cell was mad<' for fabrirntiou i11 TSi\IC's 0.2G //Ill Ci\lOS 

tcdrnology. This d<'sign was simulatl'd to obtain the <'X])<'dt'd propagatiou dclny n1Jd 

PnPrgy r-011smnption of a single cell. Sev<'rnl rn11lti-c<'ll st ructurcs were also dr'sig1H'd 

all(! sirn11latcd tu exercise the c-clls wclm t liev fmw1 iou t ogethcr ill au arrav. Tl1is 

sC'dion dcsc-rilH's four uf th<~sc sillrnlatious: a single cell. a fnll adder. a ring oscillator. 

,rnd a pipeliuc. A pipeline is mt irnporta11t st r11(·111I"<' and a good exam pl<' of how t lw 

joiu works. Finally. ,it the cud oft his sl'cliun, PQ-r-dl JllTfurrnancc is c:ol!1p,m,d wit Ii 

that of asy11dirm10us FPC A logic- cell dl~sigus of other researchers. 

4.1. Single cell 

A single cell wr1s sinrnL-it<'cl to find the minimum pulsr' width, 1 h<· propagation 

delay through a r·Pll. a11d t lie CJH'rgy cousmned i11 a si11gle OJHTat.ion, a11d the <'rnTgv 

consumed in a single operation, and tu explore the l'ffff1 of Si!pply vrJl1age on these 

measures. The 111i11i1rn11u pulse width \vas dctcnui1wd 1o lw about .'J.'JO ps for supply 

voltages lwtwc<'II 1.8 V awl 2.5 V. The tcrnpcrnt1m' was 2:i'C. This r<'s11lt wa.s 

independent of the cell fmwt ion. 

For tlw <ltlwr measun,s. thC' cell was configured to pr~rform tl1e XOR function. 

The I3-iuput was set to zero and pulses wcr<' supplied to t!Je A-input. The input 

pattern was a seriPs of pulses alternating lwi\vc,,11 the '()' \\'ire and tl1c 'l' win~. Tit<' 

pulses were 700 ps wide awl \\·ere separated 011 <'aclt win' Jr,; 800 ps. This is an input 

pulse rnte of 1.3 GHz. Th<' results arc shown in figllr('s 1G and 17. 

Fig. lG sl1ows thP illp11t and output wm·dor111s \\·lwu op<'raling at 2.5 V. Tlie 

propagation delay through the cell is 1.1 us. At 1.8 V the propagation dclav is about 

1.5 ns. Fig. 17 shm,·s the current profiles w]]('n opnating at 2.G V and l.S \'. At 2.G 

V t.!1P awrage rnrrent is approxirnatcl.v 2.:i rnA (JH'r a period of 2.5 ns. so the <'11crgy 

28 



> Input. ·o· 

" 
> Output. ·o· 

12 

lnpu1. T 

Figure 16. Sirn11lat ion n·sul.t s of a PQ-cell p<'rforrni11g au XOR fmwt.ion. 
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Figure 17. The PQ-c-<'11 c·111Tcnt profile at (a) 2.5 V and (h) 1.8 V. The prufile at 1.8 
Vis lower (awragt> is 1 111A) and longer (bv about .SOO ps). 

29 



consmnption per pulse is 15.G p.J. At 1.8 V thP a\'('rngP cmn'11t was approximate!_\· 

1.5 mA O\'cr a period of 3.2 ns. so the e11ergy co11sm11pt iou per pulse is 8.G p.J. This is 

significantly less than the c-onsnrnption ,lt 2.:1 V. Th(' trnd<'off is a modest inr-n~a.si' in 

propagation delay. I\ ot c 1 hat euergy cuusmu pt iuu is C'sscu1ially zero w lieu t!HT<' arc 

no pulses. This is one of the lH'ucfits of as\'ll<:lirm1ous (·in-nits. 

4.2. Full adder 

The full adder is au example of nsing multiple PQ-cells tu perforrn rn1llhi1Jatorial 

logic. Fig. 18 shows how the adder was constrncted. Tll<' i11p11ts to tlw addf'r me· A. 

I3. awl C. C is carry iu. Tlie Snlll is fornwcl as At:· JJ' C = A :, (B ';• ('). TIH' Carry 

(u-1rr.\' 0111) is fonned as AB+ .,1C +BC= .1(13 + C) + nc. Tlw s11pply voltag(' 

was set tu 2.5 V. luput p11lses rqJn·senting a ·1 · were s<·1111ci tlH' C, B, a11d A inputs, 

in that urd<'r. at 2 us iut<•ffals. The output p11lse for Smn app<·a.rcd af1<'r a 1.1 us 

delay and t lw 0111 put pulse for Carrv appeared aft er a :u; us delav. Tli<'S<' results 

arc consist eut wit Ii w ha 1 was expect cd ccmsidcriug 1 ll<' prupaga tio11 dda_\· t hro11gh a 

single cell. 

A--r-+---+ $---. sum 

,o,--r* ..... • r+ + ---t------· cmy 

+ • $ r.____----f-4p----+-+-p- C 

B B B 
FigmP 18. F11!1 adclPr co11strnctcd from four cells iu a PQ-c-ell array . 
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4.3. Ring oscillator 

The ring oscillator is a loop. Fonr cells WC'H' usc'd in its constrnct ion ( Fig. ]()). 

s:top 

mrtt 
BJ 

~$ l 
• ou1put 1 

A ... 

t A 41 
a X b C 

Figme 19. Ring uscilla tor const rnctc'd frorn fom PQ-cdls. 

The oscillator has a start iuput. a stop iuput. awl an 011tp11t. The oscillator is 

started by supplying a ·1 · pulse at the start input. Th<' input sel<'clor is c1ntfigured to 

accept 'l' pulses frrnu a11 <'Xlernal source and ·(r pulses frnlll c111 illtcrnal so11rc-c'. TlH' 

input pulse cRnsc's tlw ;\I qnartcr of cell a to outp11t a ·1 · pnlst', whid1 pass<'S tlmmgh 

the ;\ quarter of cdl x and triggers the :'.'\ quarter of cell h. Tl](' ;\ quarter of cell b 

outputs the co111plcllwnt of the latest \·aluc it rf'ceiwd fro111 the\\. quarter: initially. 

this is a 0. Cell c rPceives the output from cell b, dupliuit <'s it. awl se11ds 011c copy lo 

the output mid the other COfY\. back to cell b. Cell h duplicates this input and stores 

one cup_v as tlw B-i11p11t of 1 he N quarter. Tlw other cop\ gcws to the S qmirt<'r of 

c-Pll x which ontpnts a pulse with the Yalue at its B-illput.. lf this value is a 0, tlH' 

oscillator contirnies: otherwise it stops. Also no1f' t ]mt t lie S and \\' quarters of cell b 

participate i11 a join. The pffoct of this is to dcla:,' 1he cell output from the S quarter 

unt ii the \\ · quart er has readied its ont put. This P11s11n's 1 he proper arrival order of 

the i11p11ts to the.\ qnartcr. 

\\'lw11 simulating the oscillator. the data lat chcs arc initially zero. .\ otl1i11g 

happens until r1 ·1 · pulse enters the start input. This causes the first output. wliicli is 

tlw comp]Prnc11t of the data latch at the B-input of the LC in the.\ quarter of n•ll h. 

The simulation results arc shown in Fig. 20. The output pulse rate is approxirnat('l\ 
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98 MHz at 2.'"i°C. The oscillator was also sirnulat eel at ~ 25°C aud (j;j"C. alH! t II(' 

output pulse rates were 119 ilHz and 84 i11--1z. n•spediwl)·. This i1m•rsc rC'!atiunship 

is due to de(T<'ases i11 t rausist or currC'nt a;:; tc•rnpt>rat nre increases. 

~ 
J Start Puls,, 

"' ~ J "' " 1 'a 
> 

0 
10 w JO 40 
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~ 
Output Pulse ·o· 
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~ ~ 
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"' 2 1 
0 
.::> 

0 
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:.:_: 

~ 
Stop Pulse 

" z g, 
~ 
> 0 

10 z: ¥,) "" 
Time 1n':., 

FigurP 20. Si1rn1J,c1t ion results of thl' ring uscillntor. 

4.4. Pipeline 

Pipelines are' import aut st nwt nres for trausportiJJg awl uroces.smg data. ln 

particular. asynchronous pipeliues. because of their abilit.\' to store variable amo1mts 

of data. can form elastic- c·o11rn·ctions between cornputat ions at different ]()cations 

within a PQ-cell array. Ewut-driwu dastic pipdim~s. with or without iutrTual 

processing. wa..s the subject of Sutherlamfs 1988 A Ci I Tmi11g Award h·t l!r('. 

PQ-cclls arc r('adily cunfig11rcd as symmetric pipeli11<~s 1l1nl nrn operate in either 

direction. Fig. 21 shm,·s a series uf PQ-cdls forming three stngc·s of a pipeline. Refer 

to the quarters h\· th('ir compass locations within a cf'll: "\". S. E. and \\·. Then this 
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pipC'li11c involvc·s tlJ1~ ;'\ ,l!Jd S qllar1cr:-; in c·ad1 ('ell. Tlwsc· q1rnrtc•rs arc ('ollfig11rcd 1(1 

participate ill a join. Tu cause the pipdi1w to op<·ratP i11 tll(' \Vcst to East dir<'C'tiu11. 

the N quarters arc• init ializcd tu not-ready and tlw S quarters are iuitialized to rc•ady. 

Figm<' 21. Tim'<' stag;cs of a pipdi11('. EaC'h stag<' uses two qnart crs a11d 111(' 
svnchrouizer (filled circle) of a PQ-('ell. 

Fur n11y cell in the initial date. if' a pills(· arri\'l'S at;\'., the join is :-;a(isficd and 

two pulses ar<' s<·nt. one from J\ and 011c from S. If the input pulse is i111 <Tpre1 c·d as 

datc-i, th<•11 !ht• pulst· from~ is i11t.crprctc·d as data lH'iug; passcd to the• 11<·xt stag/' all(] 

the pulse frorn S is iuterprct cd as a sigwd beillg passt•d to 1 lw previous stag<'. The• 

uew state uf tlie cell is that both quar1<Ts are 1101-rcad,:. The ucxt state d<'p<'11ds 011 

whiclr <'\'<'Ill. <,c·curs first: cit h<'r the cell n·<·c•iyc:-; n data pulse f'r()]ll t lic Jll'<'\'i011s c·<·ll or 

the cP!l r<'C'ciws a signal pul,.;p from the uext cdl. But one C\'<'IJ! will uot satisfy tl1c 

.i()ill. Only w!H'll ho1 Ii <'Y<'JJt:-; kn.·c· o<·,·11rn~d is 1 lw join sa1 isfi<'d and t lw i'<'ll rn11 p111 s 

allot.her pair uf pulses: a data pulse to th<' East and a signal p1ds<• to 111(' \\'<!:-;t. 

A :3-stagc pipeline was sirnnlat<'d to S<!C' how fast it \Vonld nm. It wa.s <·onfignrt'd 

as B loop, with a wir<' coum•ct iug the 011tp11t to the input at each ('IHI. Dy inst'rt ing 

au initial pulse. thc pipdint' ciffn!atnl t lH· data that was i11it ially i11 tlw data latdws. 

Tlw resulting pipdinc spe<·d was 100 t\IHz. This can be i1upron·d hy iutegrating pulse 

width control (section Ill.E) with oth<'r circuitrY. so thi.s fignrc slwuld hi' Yiewcd a.s 

a lower bouud. 
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4.5. Comparisons 

To obtain a Vl<'W of a PQ-celL, perforn1,UJC'l' cornpr1rl'd 1 o otlwr work. t}](' 

asynchronous FPGA logic cells pn'Sl'llLed by \\'ong ct al. [2(i]. Tl'ifd ;ind I\Janolwr [27]. 

and I\1almrn1 ct al. [28] were st udil'd. These were choseu ])('Cill!Sl' t.lw_\· ;ire l'Xarnplcs 

of a.s_vnchronons cl']] dl'sig11s ;-rnd because the authors i11d11dl'd <~stirnatcs of SJH'<'d and 

eucrµ;y consurnpliuu. Thes<' estirna tes arc sm11urnrizcd i11 Ta l>le 2. aloug with t hoSl' 

of the PQ-u,l!. Tlw fn,qu<'lH'_V given for the PQ-cl'll is thP si1rnil,1kd pipcli1](' speed. 

The PQ-cell c11crgy l'<J11s1rn1ption is from the siugle-cl'll sirnulat irn1 wlicu op<'rntiug at 

1.3 GHz. 

Ta hie 2. Speed and cuerg_\· C<J11s11wptio11 of various asn1d1rn11011s cl'll d<'sig11s 

Dl'sig11 'Tl'drnologv Voltage Sp<'<'d(Ml lz) E1J('rgy(p.J /c_vc-!c) 

\\'ong TSI\lC 180 1.8 1 !J0-2Tj 2.1-:3.J 

Tcifcl TSI\1C 2GO 2.:::i HJ() 18 

J\Iahram TSI\1C 180 ] .8 280 2.2 

PQ-ccll TSJ\1 C' 2GO 2.G 385 I G.9 

There are siguihcant archit ectmal differ<'IW<'s hetwc<ill th<~ designs, so it is dif­

fic11lt. to m.-tkc nwaningfnl conclusions. En·n sn. it is i11tcrcsti11g tCi S('<' tl1at tlw 

results are reh1tiwl_\· dosr. The biggest diffrr<'lll'<' is thc low l'lwrgy l'()]lS11lllp1 irn1 

of the \\'011g aud I\Iahram FPGAs. lmt ..-11 lc·a.st a factor uf 2 c-ao })(' at trih11ted to 

tlw t Pdrnology and snpph· voltage. For exa111pl<', an FPGA cell d<'s<Til wd ill [2rJ] 

coos1mied 18 p.J/c-n·lc at 250 1rn1 awl was expcctC'd t(J irnprn\-<' to 7 p.J/cYdl' at 

180 lllll. A similar imprownH'llt cau lw expected for the PQ-c:ell. Futm<' work will 

need to wake a more careful r-ompariso11 to se<' what can })(' lcaruc,d I>.\' st rnlying 1 he 

architectural variations and th<'ir ramifica1ions. 

31 



CHAPTER 5. OPTIMIZING PQ-CELL 

5.1. Logic unit 

Figure 22 is Uw lat est sch em at ic uf Lt:. !J11 a]J( I D1 arc delays tliat arc part uf 

the pulse widt Ji co11t rol circuitry. The LL nmt ('S a p11ls<' arri\·iug at 011<' of its two 

inputs. A1 and A0 . to 011c uf its two uutp11ts. Z1 mid Z0 . T]J(' rn11t<' is dct<'rn1i11cd hy D. 

E. F. C. B. and n. P11ls('S can \i(' pn·,·c11t<·d frolll passing tlmmgli tli<' LU l1y s<'11illg 

the enable sigrnil low. Tl1f' major irnpro,·c1JH'11( of t liis JX is tliat it has a built-in 

circuitry to adjust tlw pnls<' width. by trin1111iug tli<' inrnrniug pulse b<'fore stn•tchiug 

again. Couseq1wnt Iv. neither would tlic pulse widt It lw too long. nor will it ])(' s!tort<·11 

to disappear aflf'r pa;-;siug multiple cells. lu add it ion. it n1ai11L1ins p11ls<' i11t l'grity I 1y 

iutrod11ci11g Oldy two gal<' ddaYs. \\·hid1 an• two rn1i1 s less t lwn t lie miginal rksigll 

b11ilt with p11ls<' g('lwrnt or. 

A----------------, A--------------. 

DEF G BB 

Firrure 22 The Jll()(!ified wrsion of LU 0 . . 

Z,, 

z 

en 
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The lmilt-i11 p11lsP width coutrol circ11itrr l'ousists of two parts: p11lse trilllllHT 

and pulse strctch<'r. \\'e simplified a subsC't of the LU for timing mrnlysis, shown in 

Figure 2]. The ffrst :)-input ::\A'.\D gate and l()op AA'a forms t!i(' trimn1cr. Wl1<'11 

a pulsc with c•xc·c,eding width c·ornes. the t rilll!JH'r ,vi]! gf'1wrnt c• a IH'\V iuv<'r1c•d p11lsc' 

with a relati\'l·}y narrow and fixed width. by carrying out .\'AND fnuction ])('tW<'C'll t }](' 

original pulse a11d its d<'layed copy. The stretdwr is achi<'vl'd hy earning 0111. NA.\D 

function betwf'clJ thf' tri11ml('d pulse awl its dda\'<'d copv. Si11l'c all tll(' dC'by C'lc'11wnts 

arc fixed in 1 his ('ir('11i1. w<· ('an s11cc·cssfoll.v g<·1wra1 P il nc·w fix<'d-leng1 li pnls<'. 

z 

Figure 2]. Sirnplifi<'d LU fort iming analysis. 

Howe\'f'L the widt Ii of' i11p11t pulse not sta\'iug iu a c·<·1taiu r;mg<' co11ld lead tu 

a malfunct iou. For inst m1c·c'. a very narrow iuc:oming p11lsc will uot lw stn•tchcd h11t 

ending up wit Ii two separate p11bes. Likcv.:isc'. large' pnlsc widt Ii will rcsnlt. in a11 

oscillation dne to 1liv cxis1Prn·p of the inverting loop. Fm silllplic ity. assm11c LJ
0 

= () 

and D 1 = 0. and let G = OIH' gate delay. Ld D0 = dc,Jiiy fro111 A to a = r'i'r,;ANI! + 

6-vm +Do= 2G + Do. D,, = loop dC']ay = JNA.vn + hsAsIJ + h.\·ou + D1 = :Ki' .J- Di. 

lF1 = \\·irlth of the inp11t pnJsr, a11d l1~J = width of th(' 011tp1Jt pnlsc. lf 11'
1 

< D
11

• 

the input puls<' is too short to str(•tch. Co11s<'<JlH'll1 ly. 1 hc·n· will hl' two untpnt p11lsc·s 

of width ll'1 with leading ('dgc•s separated bv I\. If Dr1 < l\'1 < D
1
,. in('orning p1ilsc•s 

arc strC'1C'hPd apprupriateh. but too short to lw tri1m11ecl. thus lf
0 

= 11·
1 

+ D".lf 

D 0 < \\'1 < 2D1,. ])()1]1 tl)(' trimmer and stretcher s1H·c·('ssfnlh- adjust thC' pulse' widtli. 

hi this case. n ·o = D 0 + D". H ll ·1 > 2D1,. the loop forrns a :3-st ag<' ring oscillator. 



m which umlt ipll' pulses are gcncrnted out of a siugle kmg pulse. To lll<'Ct 1 irni11g 

rcquirerneut. Du < 11·1 < 2D1, should lw s,1tisfi(•d. Thes(' tw() statuses abo snffi("<' 

to be considered ··sh-adv··. si1wc for en,n· I I ·0 1 here is D1, < I r
0 

< 2D
1
,. which also 

helps keep t lH' c-011sist.c11n· of out going pub· width. too. Tlw ac·cc'pt.alJ!e raug<' of 

input pulse widtl1 nrn hl' i11crca.c.;cd hv addi11g 11p 1110n' dC'la_v to D1,. with tl1c trad<'off 

of inc-wasi11g the miui1rn1111 input puls<' wid1 l1 as well. 

5.2. Configuration circuitry 

Due tu the arc',H·onsm11111g prnp\'rt_\" of t lw origiuallv proposc•d. whidi t ;1kc·s 

twice as m,wh area as tlw functiuual c·irc11i1. ii lH'\\' c·o11fig11rntion circuitry wit Ji l1igh 

confignratic m efficiency is proposc•d in 1 his s,·ct ion. Tlwre are 11 bits for <'ach of fr ll l r 

quartn:-; and 1 hit sl1ard liy a who!<' cC'!] Tl1c rnllfigurntion l)its for il quart,•r me: 1 

for the i11itial cunditio11 of tlH' data latch: 1 to specify the Ll; hmctiun: 1 for t\1(' iuitial 

rn11ditiou of the n-cnt latch: 1 to spl'ci(v wlwt lwr or 11ot tlw qrnnll•r pmticipat P.c; in 

the join. and 4 for the input umltiplexPr (1 ('ach for the ·o' and -1 · inputs to sdc·ct 

lietweC'n straight and a turn. and 2 to select one of four turns). The <"onfigurat im, hit 

shared h.\· the cell is: l liit for split joi11. Each c('ll has two c:onfigurat icJJJs: ;1 d<'fanlt 

configuration and a prrJgrn1mualile configuratio11. The hits f<1r t 11<' progr,u11111ahl<' 

configuration arc stored in a shift r('gist('r. The bits f<ir the dcfall!t co11figurati<1ll ar<' 

wired in. A "'default" input d1oosr•:-; lwt,w<~n th(' twu configurat.ions. If ··d<'fo111t·· is 

tnw. the default t"onfiguration is sel<'cted: otherwise the prngra111n1ahl<' c-onfiguratior1 

is chosen. 

5.2.1. Default configuration 

Default cunfiguration is acc:0111plislwd by a srlection cin-lli1rv. wlii("h is a r·<1llc'c·­

tion of the following circuits. hi each rnse>. if "'dcfanlt"' is false (low). t lw out put is 

determined hv thf' progrnnnw1Ll1· config11ratio11 hit and. if ·'d1·fa11Jt"' i:-; tnw (high). 

the output is dctenni11ed by t lie circuitry. 
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Figme 2--l(a) aud (h) arc used to suppk lc\'(•ls. Figmc> 24(a) is used wlw11 ddanlt 

is zc•ro. Likewise. if default is one. Figmc 2-i(h) is \\S<'d. Figmc 21(c) a11d (d) arc ns<'d 

to snpplY a pnlsP to lJll(' of 1 wo outputs. Fignre 24( c) is 11.s<'d if 1 he default is to s<'ud 

a pnlsc 1 o Zl'ro_o11t. Figm<' 2-1( d) is ns<'d if 1 li<' default is to SC'!ld a pnlsl' 1 o (JJH'_ont. 

-0-
- C_in ----r-'\. ··· !',..__ C out 
Default~- __s_;i:, ~ ·· f'....._ C out 

Defau1t~-

(a) (b\ 

c_in 
i:fefauli Zero __ out 

C_ln 

defau11 Zero ... out 

One out One out 

(C) (c) 

Figure 2-i. Defanlt S<'lcctiou for (a) s0t d<'foult to z<'rn: (h) sf'( default t<J Oll<': (c) S<'( 

default puls<' exit Z<To_out: ( d) set default puls<' exit 01H'_011t. 

5.2.2. Programmable configuration 

Tli<' progrnnrnlidil<' ("(JJJhguration of <'rtdt cell is stored in a shift rc~gis(C'r. Ea<"li 

stag<' iu t !H' shift rl'gist er is a D-Iatc:h ( Figure 2:i. i11 which a ·'high·· do("k sigual t rigg<Ts 

input passi11g tlmmgh 1<, th(' output (know!l as th<' '·r<'ad·· .state). wl1ile a '·low·' dock 

signal discomwl'1.s iupnt from the out put nod<'. (kuowu as 1 h<' "store" stat<'). To st or<' 

a copy of its iup111. 11}(' latch goes througl1 a st orP-r<'ad-st ore cn·lc. Tlic iupnt umst 

lJP stPacly \Yhil<' tl1e latch is ,iliout to reach tlH' ·'read·· state . .\lorcov<'L a !(Jug shift 

rcgist Pr call hP cuust rnct ed b\· cascading th<' shift re gist ('r dcm('nts a11d ca 11siJ1g ('a<h 

stagP store a cop\· of the output of its pn,decPssur i11 a ripple-like fasl1iu11. s1arti11g 

with tlw eud oppositP from the data inp11t. Figure 26 is a11 f•xainplc of a .1-stagf• sliift 

register. Data ellters from one C'nd of the drniu. \\·hilC' shift p11lse <·11tc,rs frolll tli<' 
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other end. V/i1 Ii slllfic·i1'1l1 <l<'la\" \)('tW<'<'ll :-;tagcs. a Jlt•gat.ive at C,' shift pul:-;e will rn.use 

stage I\+ 1 to st urt' a t"op_,· of th<' out put of st age .\'. 

D 

G 

G 

-»-........ - 0 

L-----6 

Figm<' 2:i. Sdwnwtit' l)f a D-latch with c·o111pl<'JIH'lltary 011tp11ts (·oustrnt"tc,d hy 
tralls111issio11 ga l<'s. 

Fignr<' 2G. A :3-st age shift r<'gistcr chain. 

As d<'sniliecl lwfor<'. the inter-stagc dcla:s-· :-;hrJuld lw '·s11fficie11t"·. To dct<>nni1w 

this ,·,dn<'. ;rn t'XJJI"C'ssio11 is needed for this inter-stage dt'laY. Ll't r/ IH' 1 ]](' delay 

through tlw dPlm· t'lemeut. let g ht' the dcla:v through ,ill iuwrtC'r. ld 11 \w the time 

tu pa.\s t lrnmgh ;-i s,Yit ch. ;md let s be the time to opt'll or dose a swit d1 ( assume 

they are equal). Crn1sider a ucgatin' pulse of width 11· at G of stage• .\'+l. The 

kadiug edgr· uf t liis pulsP arrin·s at each sncccssi n· stage aft er a dl'lay of d. 1f d is 

s11fficie11tly long, stngP \·-1-] will enter the store :-;t;-ite hl'forc singe\" is able to affect 

11odc X of st ng<' \", 1. First looking at stage \". the leading <'dge oft ]J(' pulsc will U1l!S(' 

stage \" to hegiu t Ii<' t rnusi t ion to the read state w ]]('11 it reat"hcs the input switch. 

This t nrnsi t io11 will ca HS(' the D inpnt to st age ~ to pass through the input sKitch. 
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through tlH' Q 011tpnt i11wrt.er. and appear at th(' Q output. This m'w ontp11t will 

appc•ar at Bode X aft(•r it passes through tlw i11p11t iJJn'r1\'r aud inp11t switch of stag<' 

N+l. So the' shmt<'S( path (from G of stag<' :\+1. tllfo1Igl1 stage'!\. al](l to node X of 

stage, l\ + 1) go<'s t lirongli a dc,laY dc,nw11t. t lmmgli t 11<' G input im·cT1<T of stag<' :(. 

clus<'s the iupnt S\\·it cli ( emit rul i11p11t to data out put). aud go<'.s t lmmgli thl' Q out pnt 

im·crtc'r. tli<' D illput iu\'C'rt<'r of stage T\+1. all(! tit<' iupnt switch (data iuput to data 

output). Thl' lc'llgt It oft his path is d + .<J + s + .<J + .<J +Ji= :3_<J + d + s + Ji. \\'itltin 

this tilll<'. tit<' trnilill).'. <'d).'.C' uf tlH' pulse' umst Oj)!'ll the· i1qrnt switch of stag<' :\'+l. 

This. along with dosiug of the loop switch. causes stag<' ~+1 to cuter thl' stor<' state'. 

The lcmg<'st path fro1n (,' to uodc X passC's tlmmglt lite' /C input iil\'CTt<T. t.lmJ11g]1 ;1 

secoud ill\'<'rt!'r (tu prnduc<' G;). and Oj)C'llS the' i11p11t switd1 (control i1Jp11t to data 

011tp11t). Tlw lc,ugtli of tltis path is q + g +;; = 2y + .~. So tlw llC'<'dc,d r<'latio11sltip is 

W + 2y + s < ?,y + d + s + Ji. Tliis n·d11c('s to Ir < d +- y + Ji. Hp= 0, th<'IJ I\' < d + .<J. 

Bel( 1\\' in Fig11n' 2, is the latest dc'.sig11 for st, iring 1 ]](' coufigurntion hits of ,1 

quarter. Tl](' cJc,laY <'l<'lll<'llt is a dri\'er wit It ,J d<'lm·. rl. of 2g. Tl](' illit ial pnlsc 

is g<'IH'ral<'d frolll a lo\\'-lo-high trnusitiou of t Jic, iuput usiug a ''ow'-sltot'·. wlticlt 

irnplewe11t <'d as h<'low iu Figure 28. The gcuc'rnt <'d p11ls<' width \ \ · = ( 1 + 21\' )y whrT(' 

I< is mt illt('g<'r. Hight hen· we ltaw ]\. = 1. su that \\' = :).<J. Sc,,·r,r;il issu<'s mis<' 

with this dc,sign. First. as shmYn below. iu ordr'r for data hits to propagat<' tlmmgl1 

th<' shift rcgist ers. H · < d + _q should he .sat isfi<'d. T n ot h<'r word."'. t her/' <'Xist.s rl > 2.<J. 

This rn11ld he acl1i<'\.c'd lJy slight dcc:n'asing bot Ii the Pl\1 OS and .\l\1 OS width wit ltiu 

eaC'lt driYer. SeC'olld. throughout a f'lltir<' cl']!. there an· four quarters of co11figmn1 ion 

C'irc11it ry ui.,scading tog et her. For a shift pulsP propagat (' t hro11gli .. srnoot lily ... t II(' 

sallH' a111orn1t of dday lJc,twcen eaC'h D-latd1 nuit should be guaralltC'ed. Tlw <>Ill.\· 

except iou oCTurs on]y \\·hen a shift pulse exit iug Oil<' quarter tlH·u l'lll<·ring anCJt her. 

To prewllt t l1is exception ha1ipellillg. d; -1- d 0 = rl shuuld hl' strictly satisfir,d. in ,,·ltich 
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d; awl r/0 are dclav of last i11wrter awl ··ow'-shot .. circnit. resp<'d iv<'l.v. Third. Sill('<' 

·'one-shot" C'a11 011Iy shorten a pnlsC' Jiy ('(>llt rnlli11g t lw width. bnt rnmwt l('ugt lH'll 

a puls(' that is already shurt. This f<,at 11n' n•rp1in's delay elem cuts rnrefollv sized 1 o 

lcngtlH'll pulses so t lrnt a shift p11lse does 1Jot die 011( iu t.lie middle. 

D [l D·, D, D, D, 0, D, o. 

Oala_iri -----l 

Pulse_out 

Figure 27. C01ifig11rntic,n C'irC'11itrv for a qnart<'r. 

Level.m Pulse out 

Figmc 28. A11 .. c11H·-slwt'· circ:nity. g<'JH'l'il1 iug ,111 invcT1 ing fixed-Jengt Ii pulse' fn 11n ,1 

level illplll. 

Bc,Juw in Figllrt' 2<J is a configuration circuit n· of ,lll e11t ire cell. :\cJt<~ t l1at t h<)r<' 

1s oue C'Ollfig11rnt ioll hit rnnained for split-join. An extra <J!lc-shot circ11it awl m1 

iuwrt er are added i II urdn to k<'cp the delav crn1sist e1Jcy l wtwc<'ll each iudivid wd 

rngist er. wliell considering m1 even louger shift rq;ist er diaiu aloug 1111111 ipl<- cells. 

'.) f.JC. lDl!Cl\,O·\J,D,U,DL)D.C-DG,QGl,.L•U D.G,C.Dr,,C·U,GLL,_U [,>LJUU.U,U,UD,Ll~l~ ~,,,,,,,,,,~,.,,,,,,,,,n,.,,,,,,,,,~,,,,,,,,,,t 
Data_in ·· o c. o > o c. o o Data_ out 

SR11 SR11 SR11 SR11 
Shift __ out ·· s ·, s· s ,. ,. s s Level_in 

Figure 29. Co11fignrat iun circuitry for a c<'ll. 
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CHAPTER 6. SUMMARY AND CONCLUSIONS 

The PQ-cl'll is tlH' lat<'sl 11w111hl'r uf a sC't of ('Xplurator\' d<'siglls for a sirnpl<' r<'­

configurahle com1rnt ing <'l<'lll<'ll1 for cellular-a ut oma t a-hasl'd C'oll forrn al < '( llll pt 11 i ng. A 

single cell iuclll(lcs f;l('ilit i<'s for performing logic. rnm·ing all(] st mi11g infornwtio11, and 

c:oordinat ing paralld act i\·ity. Tl](' PQ-cell is a dual-rail p11ls<'-driw11 a.s.\·1wlirono11s 

primitiYe 1 Ital crnnlii1ws st illl11l11s a11d data in a single p11ls<' 1 hat ap]><'<IT'S 011 oJH' of 

two rails (\\'iws). This dual-mil d<'sigu dirni1wl<'s am· n<'<'d to nrnintai11 a 1illli11g 

relationship h<·t W<'<'ll sqrnrnt <' st inmlus and data sig1wls. 

A nuwl feal 1m' of 1 lw PQ-<<'ll is its quad-cc,]] design wl1id1 co11sis(s of fom 

elementary qrnirt<'rs. <'ach with ,i diff<'rcnt C(Jlll]Jass (lri<'llt,di(J!I, tliat sh,1r<' syncltro­

nization and config11ratirn1 C'irc11itry. 1--~,tch q1mrt<'r incli1d<·.s a I-hit st(lraµp 11nit and 

a logic unit capahJ<, of pnforrni11g a11y ouc of t!H· Hi possi\i]<, hrnctio11s of two bits. 

The P-cdl. a singk cdl wit Ji ·l-fold rut atiu1wl sy1rn11et n·. is also h<'i11g cunsicl<'lnl awl 

future \vork will i11cl11cl<' a <ar<'fnl comparison lwt \\'('<'II 1 !Hise' 1 \\'O d<'sigus. 

The cells ar<' dPsig1wd lo lw f'lemcnts of <·xt <'11silil<' cdlular arra\·s i11 wl1id1 

co11m!lmirntio11 tak<'s plac<' dir<'C'tJ,, hctw0c'J1 tl('igliboriug c<'lls. Accmdinglv. arra\·s 

of Pq-cclls can lw confignr<'d to form a wi<k vari<'ty of ('(>lll]l1lt at iowd stnH:tun·s 

including C\'ll11Iar ant omat a a]l(l FPGA-like !'in-nits. fkca1N' ( ]l('r<' ,m' 110 global 

sig11als or lu11g wires. and pnls<' integrity is rnai11tai1l('d ln· th<' c<'lls. 1]](' arrays ca11 be 

extended to \·en· lMge siz<'s. Also. to make the cell coufig11ratio11 process <·xteusihl<', 

it was desigu('d to lw a c.el<'ctiw aud high].\· parallel adi\·itv. 

In addit iou to a f111)('t imial d<'sign. this paper pr<'S('!l( ('d siurnlat iu11 results for 

an IC d<'sign of t]l(' PQ-('(,Jl. Tlw design. iutc11d<·d for fohricatim1 iu TSI\IC·s 0.'.20 

Jllll Ci\IOS t<·drnolog\'. wa.'i used in simulatiuus of basic siuglc arnl multiple! (·ell 

strnct mes. iuclwling all XOR gate. a full adder. a rillg oscillator. nwl a pipeliue. 

The sirnulat ions mTe irnportaut for testing t lte corrf'C'l ncss of the design aud for 
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obtai!lillg (•stirnat<'s of speed and JHJ\\'(•r. C'rnupariso!ls with oth('r work iudirnt<· that 

the PQ-l'ell is l'Olll\H'titin• iu pcrfonna!ll'(' am! <'ll<'l'!-!,Y <·ousnrnptioll. 

Th<' PQ-('ell d<'sign is a good step towmd a r,·c,rnfignrnhle asynchrnnous pri1ni­

tive that can sen<· as the elemental unit in ('Xte11silile array:~ for coufonual cornputing. 

The ll<'X1 ,:-;t<'p.-; an• to rctiJJe the dcsigJJ all<! !llo\·,· 011 to layout and faliricatim1 of ;1 

prototype Hrrny ('hip. l\lam· additional steps are 11<·edPd to ad<'quatclv addn•ss iss1l('s 

relatC'd tu tll(' p<'rfon11mwc•. cost. progra1rn11i!lg. and 11s<· of sYsl<·u1s ('111ployi11g t lH'S<' 

arrm·s. Tlw hope is that this path will lead to ;111 <'X1Pnsihl<· llJatcrial tlwt is ;1 SIIJH'l'ior 

host fur <·<nnpntat iou ill appliu1tious ranging from slllall low-pm\'('!' sensors to larg<· 

higli-t lmJ11ghput pat tern processors. 
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APPENDIX A. SOURCE CODE FOR LOGIC UNIT 

DESIGN 

library IEEE; use IEEE.STD_LOGIC_l164. all; 

entity LU is 

port ( AO_IN, ALIN, BO_IN, BLIN, D_GATE, 

E_GATE, F_GATE, G_GATE, EN: in STD_LOGIC; 

ZO, Zl : out STD_LOGIC); 

end entity; 

architecture st r u ct of LU is 

component delay is 

port (AO, Al, CO, Cl, EN: in STD_LOGIC; 

F : out STD_LOGIC); 

end cornponent; 

component AOI4Vl is 

port (A, B, C, D : in STD_LOGIC; 

F : out STD_LOGIC); 

end component; 

component OAI4Vl is 

port (A, B, C, D : in STD_LOGIC; 

F : out STD_LOGIC); 

end component; 

signal Sl, S2, S3, S4, S5, S6 STD_LOGIC; 

begin 

AOI1 AOI4Vl port map (BLIN, E_GATE, BO_IN, 

AOI2 AOI4Vl port map ( BO_JN, F_GATE, BLIN, 

AOI3 OAI4Vl port map ( BO_IN, E_GATE, BLIN, 

AOI4 OAI4Vl port map (BLIN, F_GATE, BO_IN, 
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D_GATE, 

G_GATE, 

D_GATE, 

G_GATE, 

Sl ) ; 

S2); 

S3); 

S4); 



delay 1 delay port map ( AO_IN, ALIN, ( not Sl) , 

delay2 

end; 

( not S2) , EN, Zl ) ; 

delay port map (AO_IN, ALIN, S3, S4, EN, ZO); 

entity delay is 

port(AO, Al, CO, Cl, EN: in STD_LOGIC; 

F : out STD.LOGIC) ; 

end delay; 

architecture struct of delay is 

component NAND3Vl is 

port (A, B, C 

F 

in STD_LOGIC; 

out STD.LOGIC); 

end cornponent; 

component NAND2Vl is 

port (A, Il in STD_LOGIC; 

F out STD_LOGIC); 

end cornponent; 

component INVXl is 

port (A in STD.LOGIC; 

Z out STD_LOGIC) ; 

end cornponent; 

signal Sl, S2, S3, S4, S5, S6 STD_LOGIC; 

begin 

NANDl NAND3Vl port map (S6, Al, Cl, Sl); 

NAND2 NAND3Vl port map ( S6, AO, co, S2); 

NAND3 NAND2Vl port map ( Sl, S2, S3); 

INVl INVXl port map (S3, S4); 

NAND4 NAND2Vl port map (S4, EN, S5); 
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-

INV2 

NAND5 

end; 

INVXI port map ( S5, S6); 

NAND3Vl port map ( S4, S2, SI , F); 
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APPENDIX B. SOURCE CODE FOR CONFIGURATION 

CIRCUITRY DESIGN 

library IEEE; use IEEE. STD_LOGIC_l164. all; 

entity config is 

port ( CLK_IN : IN STD_LOGIC; 

DATA. . .IN : IN STD_LOGIC; 

default , pulse_not : IN STD_LOGIC; 

D' E' F ' G' DT A_L TCH_o' DT A_L TCH_l ' EVT _L TCH_o ' 

EVT_LTCH_l, JOIN' TURN_To, TURN_Tl, TURN_uo, 

TIJRN_Ul OUT STD_LOGIC; 

CLK_OUT OUT STD_LOGIC) ; 

end config; 

architecture behavior of config is 

component store_unit is 

port ( data_in, clk_in : IN STD_LOGIC; 

clk_out : OUT STD_LOGIC; 

data_out: OUT STD_LOGIC); 

end component; 

component oneshot is 

port ( SI : in STD_LOGIC; 

PO out STD_LOGIC); 

end component; 

component INV JlEG is 

port (A 

z 

IN STD_LOGIC; 

OUT STD_LOGIC) ; 

end component ; 

signal store_bit, elk : STD_LOGIC_VECTOR (10 downto O); 

signal clk_ctl : STD_LOGIC; 
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begin 

p u I s e _ g e n : o n e s h o t p o r t map ( cl k _ i n , c l k _ e t l ) ; 

LATCHO: store_ unit port map 

(data_in, elk (9), elk (10), store_bit (O)); 

LATCH!: s t o r e _ u n i t port map 

(store_bit (0), elk (8), elk (9), store_bit (1)); 

LATCH2: store_unit port map 

(store_bit ( 1) , elk ( 7) , elk ( 8) ' storc_bit ( 2)); 
LATCH3: store_unit port map 

(store_bit ( 2) ' elk ( 6) , elk ( 7) ' store_bit ( 3) ) ; 
LATCH4: store_unit port map 

(store_bit ( 3) , C lk ( 5) , elk ( 6) ' store_bit ( 4)) ; 
LATCH5: store_unit port map 

( store_bit ( 4) , elk ( 4) , elk (5), storc_bit ( 5)); 
LATCH6: store_unit port map 

( store_bit ( 5) , elk ( 3) ' elk ( 4) , store_bit ( 6) ) ; 
LATCH7: store_unit port map 

( store_bit ( 6) , elk ( 2) , elk ( 3) ' store_bit ( 7) ) ; 
LATCH8: store_unit port map 

( store_bit ( 7) , elk ( 1) ' elk ( 2) , store_bit ( 8)); 
LATCH9: store_unit port map 

(store_bit (8), elk (0), elk (1), store_bit (9)); 

LATCHlO: s t o r e _ u n i t port map 

(store_bit (9), clk_ctl, elk (0), store_bit (10)); 

process (default, store_bit ( 0) ' store_bit ( 1) , 

store_bit ( 2) ' store_bit ( 3) , store_bit ( 6) ' 
store_bit ( 7) ' store_bit ( 8) ' store_bit ( 9) ' 
store_bit ( 1 0)) 

begin 

if default 'l' then 
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D <= '0 '; E <= '0 '; F <= '1 '; G <= '1 '; JOIN <= '1 '; 

TURN_To <= '0 '; TURN_Tl <= '0 '; TURN_Uo <= '0 '; 

TURN_Ul <= '0 '; 

else 

D <= s tore_ bit ( 0 ) ; E <= s t ore_ bit ( 1 ) ; F <= s tore _bit ( 2 ) ; 

G <= store_ bit ( 3); JOIN <= store_ bit ( 6); 

TURN_TO <= store_ bit ( 7); TURN_Tl <= store_ bit ( 8); 

TURN_Uo <= store_ bit ( 9) ; TURN_Ul <= store_ bit ( 1 O) ; 

end if; 

end process; 

DATA.LATCH: process (default, pulse_not, store_bit (4)) begin 

if default = 'l' then 

DTA_LTCH_l <= not ( pulse_not); 

DTA_LTCH_O <= '0 '; 

elsif store_bit (4) 'O' then 

DTA_LTCH_O <= not ( pulse_not); 

DTA_LTCH_l <= '0 '; 

else DTA_LTCH_o <= '0 '; 

DTA_LTCH_l <= not ( pulse_not); 

end if; 

end process; 

EVENT.LATCH: process (default, pulse_not, store_bit (5)) begin 

if default = '1' then 

EVT_LTCH_O <= not ( pulse_not); 

EVT_LTCH_l <= '0 '; 

elsif store_bit (5) 'O' then 

EVT_LTCH_O <= not ( pulse_not); 

EVT_LTCH_l <= '0 '; 

else EVT_LTCH_O <= '0 '; 

EVT_LTCH_l <= not ( pulse_not); 
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end if; 

end process; 

INV: INV_REG port map ( elk (10), clk_out); 

end; 

entity store_unit is 

port ( data_in, clk_in : IN STD_LOGIC; 

clk_out OUT STD_LOGIC; 

data_out: OUT STD_LOGIC); 

end store_unit; 

architecture structure of store_unit is 

component dlatch is 

port (D, G : IN STD_LOGIC; 

Q : OUT STD_LOGIC) ; 

end component; 

component buffv 1 is 

port (A 

.F 

IN STD_LOGIC; 

OUT STD_LOGIC) ; 

end component; 

component b ufLre g is 

port (A IN STD_LOGIC; 

.F OUT STD_LOGIC) ; 

end component; 

signal sig_buffl STD.LOGIC; 

signal sig __ clk_out : STD_LOGIC; 

begin 

late h dlatch port map ( data_in 
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sig_clk_out , data_out); 

-



buffl 

buff2 

buffvl port map ( clk_in , sig_buffl); 

bufLreg port map (sig_buffl, sig_clk_out ); 

cl k _ o U t <= S jg_ C 1 k _OU t ; 

end; 
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