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ABSTRACT 

Social computing-based applications provide a coherent medium through which people 

can be interactive and socialize by developing a Web-based communication channel that 

integrates different Social Networking Services (SNSs) in the Social Networking Platforms 

(SNPs). Different SNSs, such as photo, audio, and video sharing, have emerged as an essential 

resources for the dissemination of information about the human interaction patterns. Most of the 

SNSs are integrated into a comprehensive and coherent paradigm called the Social Networking 

Platform (SNP). Most of the existing SNSs focused on content-based, media-based, and geo-

location-based approach. The content-based SNSs allow the text-based interactions among 

individuals, such as communities, blogs, and social news. The media-based SNSs provide the 

social interaction through various multimedia formats, such as video and audio. Geo-location-

based SNSs provide location-based social communication. However, all of the aforementioned 

techniques lack the semantic analysis which is the most integral and crucial part of the true 

understanding.  

The goal of this dissertation is to incorporate the existing SNSs into the context-enriched 

information that provide the services customization based on the individual human 

characteristics, such as human preferences,  and emotions. The computer interactive 

infrastructure can be enriched by leveraging information about the users’ personal context 

(profile, preferences, attitude, and habits) that provides sophisticated context-aware services, 

such as semantic-based search and context-aware recommendations. The dissertation proposes 

MobiContext, a cloud-based Bi-Objective Recommendation Framework (BORF) for mobile 

social networks that generates real-time recommendation of venues for a group of mobile users. 
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The MobiContext utilizes multi-objective optimization techniques to generate personalized 

recommendations. To address the issues pertaining to cold start and data sparseness, the BORF 

performs data preprocessing by using the Hub-Average (HA) inference model. Moreover, the 

Weighted Sum Approach (WSA) is implemented for scalar optimization and an evolutionary 

algorithm (NSGA-II) is applied for vector optimization to provide optimal suggestions to the 

users about a venue. The dissertation also proposes a SocialRec, a context-aware 

recommendation framework that utilizes a rating sentiment inference approach to incorporate 

textual users’ review into traditional collaborative filtering methods for personalized 

recommendations. The proposed framework utilizes semantic analysis scores on the users’ 

contextual information to produce optimal recommendations. 
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1. INTRODUCTION 

1.1. Overview 

Social networking websites create new ways for engaging people belonging to different 

communities [1.20]. Social networks allow users to communicate with people exhibiting 

different moral and social values. The websites provide a very powerful medium for 

communication among individuals that leads to mutual learning and sharing of valuable 

knowledge [1.21]. The most popular social networking websites are Facebook, LinkedIn, and 

MySpace where people can communicate with each other by joining different communities and 

discussion groups. Social networking can solve coordination problems among people that may 

arise due to geographical distance [1.22], [1.23] and can increase the effectiveness of social 

campaigns [1.20], [1.23] by disseminating the required information anywhere and anytime. 

Social computing-based applications provide a coherent medium through which people can be 

interactive and socialize by developing a Web-based communication channel that integrates 

different Social Networking Services (SNSs) in the Social Networking Platforms (SNPs).  

A Web-based social space termed as SNS is specifically designed for the end user-driven 

applications that enable communication, collaboration, and sharing of the knowledge though an 

assortment of a media [1.3]. Different SNSs, such as photo, audio, and video sharing, have 

emerged as an essential resources for the dissemination of information about the human 

interaction patterns. Roblyer’s analysis about the current SNSs shows that the SNSs have 

supplanted TV as a popular medium for acquiring the information. According to Roblyer, 55% 

of Americans spend more time using SNSs than watching TV [1.2].       

Most of the SNSs are integrated into a comprehensive and coherent paradigm called the 

Social Networking Platform (SNP). The SNPs provide a framework for different SNSs to 
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integrate and propagate. Moreover, SNPs allow users to establish social communications based 

on the mutual interests and cultural backgrounds [1.1].  The most popular SNPs are Facebook, 

LinkedIn, MySpace, Tumblr, Instagram, Google+, and Friendster. According to a recent 

statistical analysis, Facebook has more than 1 billion active subscribers worldwide and Google+ 

has more than 250 million active users [1.4], [1.2].  

In social computing, interactivity patterns of the human behaviors are based on the 

contents. Most of the work presented in the past focused on: (a) content-based, (b) media-based, 

and (c) geo-location-based, (d) context-aware SNSs [1.5], [1.6], [1.1], [1.7], [1.8]. The content-

based SNSs allow the text-based interactions among individuals, such as communities, blogs, 

and social news. The media-based SNSs provide the social interaction through various 

multimedia formats, such as video and audio. Geo-location-based SNSs provide location-based 

social communication. The context-aware SNSs improve the quality of interaction by providing 

service oriented architecture for the social computing.  We believe that the media, geo-location, 

and context based SNSs can improve the traditional text-based interaction of the content-based 

SNSs as presented in Figure 1. 

 

Figure 1. Social networking services framework 
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In conventional social interactive environments, such as Facebook, LinkedIn, and 

MySpace, computers are not capable of acquiring the information based on common intelligence 

[1.16]. An integration of the contextual information with interactive computing can be a 

promising solution for the development of effective intelligent social communicational services 

[1.17], [1.18]. Following the formal definition of contextual information formulated by Anind et 

al. in [1.17], the term “context” refers to the relevant information that can be used for the 

categorization of various attributes and situations of entities, where the entities can be a place, 

person, or object. 

There are two main categories of contextual information, namely: (a) physical contextual 

information and (b) logical contextual information, as presented in Figure 2. Physical contextual 

information can be acquired by using hardware sensors, whereas the logical contextual 

information can be obtained by analysing the human habits, attitudes, and preferences [1.19].  

 

Figure 2. Context-aware social networking services 
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As a result of the ease of application and large availability of hardware sensors, the 

majority of context-aware systems use physical contextual information. However, the successful 

implementation of logical contextual information in social computing is still a challenging task 

for researchers due to the high complexity of human behaviours [1.18], [1.17].  

1.2. Motivation 

 All of the techniques discussed in introduction Section lack the semantic analysis which 

is the most integral and crucial part of the true understanding. In [1.4], [1.1], [1.9], [1.2], [1.10], 

the authors defined and compared different SNSs. Ref. [1.9], [1.4], [1.11] presented different 

statistical analyses of the popular SNSs, and in [1.2], the author discussed different types of the 

content-based SNSs. However, all of the abovementioned studies overlooked the importance of 

context-aware computing in the SNSs. Gartner, the most prestigious information technology and 

advisory company of the USA, predicted that the next generation of computers will be the 

context-aware computers [1.12]. Mark Weiser, chief scientist at Xerox PARC, emphasized the 

integration of context-enriched services, such as location and social attributes to anticipate the 

end users’ requirements. The context-aware computing provides the services customization 

based on the individual human characteristics, such as human preferences, mood, behaviours, 

and emotions [1.12]. Moreover, the context-aware computing improves the quality of interaction 

by providing service oriented architecture for the social computing [1.13].The importance of 

context-based SNSs has increased in the past few decades, yet no substantial amount of research 

has been performed in this burgeoning area of the social computing [1.14], [1.13], [1.15]. The 

computer interactive infrastructure can be enriched by leveraging information about the users’ 

personal context (profile, preferences, attitude, and habits) that provides sophisticated context-

aware services, such as semantic-based search and recommendations. Recommendation systems 
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are increasingly emerging as an integral component of e-business applications [1.1]. For 

instance, the integrated recommendation system of Amazon provides customers with 

personalized recommendations for various items of interest. Recommendation systems utilize 

various knowledge discovery techniques on a user’s historical data and current context to 

recommend products and services that best match the user’s preferences. Recently, CARSs have 

been discussed extensively in scientific research literature, particularly the location 

recommendation services for various mobile devices [40], shopping assistants [1.12], and 

conference assistants [1.12], [1.14]. 

In Content-based SNS, people generally use unstructured or semi-structured language for 

communication. In everyday life conversation, people do not care about the spellings and 

accurate grammatical construction of a sentence that may leads to different types of ambiguities, 

such as lexical, syntactic, and semantic [1.21]. Therefore, extracting logical patterns with 

accurate information from such unstructured form is a critical task to perform. Text mining can 

be a solution of above mentioned problems. Due to the increasing number of readily available 

electronic information (digital libraries, electronic mail, and blogs), text mining is gaining more 

importance. Text mining is a knowledge discovery technique that provides computational 

intelligence [1.21]. The technique comprises of multidisciplinary fields, such as information 

retrieval, text analysis, natural language processing, and information classification based on 

logical and non-trivial patterns from large data sets. In [1.24], the authors defined text mining as 

an extension of data mining technique. The data mining techniques are mainly used for the 

extraction of logical patterns from structured database. Text mining techniques become more 

complex as compared to data mining due to unstructured and fuzzy nature of natural language 

text [1.24]. 
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1.3. Contributions 

The objective of our research is to architect content-based and context-based social 

network services that provide computer-mediated communication that promotes the interaction 

among individuals. 

1.3.1. Context-aware Recommendation Systems as Social Networking Services  

In recent years, recommendation systems have seen significant evolution in the field of 

knowledge engineering. Most of the existing recommendation systems based their models on 

collaborative filtering approaches that make them simple to implement. However, performance 

of most of the existing collaborative filtering-based recommendation system suffers due to the 

challenges, such as: (a) cold start, (b) data sparseness, and (c) scalability. Moreover, 

recommendation problem is often characterized by the presence of many conflicting objectives 

or decision variables, such as users’ preferences and venue closeness. In this paper, we proposed 

MobiContext, a cloud-based Bi-Objective Recommendation Framework (BORF) for mobile 

social networks. The MobiContext utilizes multi-objective optimization techniques to generate 

personalized recommendations. To address the issues pertaining to cold start and data sparseness, 

the BORF performs data preprocessing by using the Hub-Average (HA) inference model. 

Moreover, the Weighted Sum Approach (WSA) is implemented for scalar optimization and an 

evolutionary algorithm (NSGA-II) is applied for vector optimization to provide optimal 

suggestions to the users about a venue. 

1.3.2. The Content-based SNSs  

The content-based SNSs allow the text-based interactions among individuals, such as 

communities, blogs, and social news. Social networking websites, such as Facebook are rich in 

texts that enable user to create various text contents in the form of comments, wall posts, social 
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media, and blogs. Due to ubiquitous use of social networks in recent years, an enormous amount 

of data is available via the Web. Application of text mining techniques on social networking 

websites can reveal significant results related to person-to-person interaction behaviours. 

Moreover, text mining techniques in conjunction with social networks can be used for finding 

general opinion about any specific subject, human thinking patterns, and group identification in 

large-scale systems [1.33]. For the past few years there has been a lot of research in the area of 

text mining. In the scientific literature [1.20], [1.38], [1.37], various text mining techniques are 

suggested to discover textual patterns from online sources. In [1.34], the authors restrict the 

analysis to techniques that are specifically associated with text document classification. Brucher 

stated various clustering based approaches for document retrieval and compared different 

clustering techniques for logical pattern extraction from unstructured text, but most of the 

techniques presented in the papers are not recent [1.34]. In [1.35], the authors proposed a new 

model for textual categorization to capture the relations between words by using WordNet 

ontology [1.36]. The proposed approach maps the words comprise of same concepts into one 

dimension and present better efficiency for text classification. In [1.36], the authors indicated a 

best practice in information extraction process based on semantic reasoning capabilities and 

highlighted various advantages in terms of intelligent information extraction. The author 

explained the suggested methods, such as query expansion and extraction for semantic based 

document retrieval, but did not mention any results associated with the experiments. In [1.37], 

the author introduced general text mining framework to extract relevant abstract from large text 

data of research papers. However, the proposed approach neglected the semantic relations 

between words in sentences. 
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Most of the scientific literature [1.36], [1.37], [1.36] focuses on specific techniques of 

text mining for information extraction from text documents. However, a thorough discussion is 

lacking on the actual analysis of different text mining approaches. Most of the surveys 

emphasize on the application of different text mining techniques on unstructured data but do not 

specifically target the datasets in social networking websites. Moreover, the existing research 

papers cover the text mining techniques without mentioning the pre-processing phase [1.35], 

1.36] that is an important phase for the simplification of text mining process. In contrast, this 

survey attempts to address all the above mentioned deficiencies by providing a focused study on 

the application of all (classification and clustering) text mining techniques in social networks 

where data is unstructured. Ontologies overcome the difficulties raised by monolithic, isolated 

knowledge systems by specifying a content-specific agreement to facilitate the knowledge 

sharing and reuse in a specific domain. Moreover, ontologies comprise: (i) objects, (ii) concepts, 

and (iii) hierarchical relationships between concepts and objects to acquire semantics in a 

specific field, such as medicine, academia, and engineering [1.31], [1.30], [1.32]. For instance, 

medical ontology contains the basic concepts related to treatments of various diseases and 

clinical procedures that facilitate the propagation of standard medical terminology in the 

healthcare systems. 

Our survey focuses on three major aspects: (i) ontology learning techniques, (ii) the 

ontology learning process, and (iii) the implication of various ontology learning techniques in the 

ontology learning process. Moreover, the discussion presents the ontology-based text mining 

architecture as an example of ontology learning implication into the field of text mining, the 

most promising research area for logical interpretation of the text corpora. Furthermore, we 

review the major issues and challenges in the ontology learning process. Moreover, this research 
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provides several possible future research direction especially in the field of intelligent text 

analysis in large-scale systems, such as social Web. 
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2. BACKGROUND AND RELATED WORK 

This chapter presents the background as well as the literature survey on recent works 

related to the topics investigated throughout this dissertation.  

2.1. Background 

The social computing, such as Social Networking services (SNSs) and social Networking 

Platforms (SNPs) provide a coherent medium through which people can be interactive and 

socialize. The SNP is a Web-based social space, specifically designed for end user-driven 

applications that facilitate communication, collaboration, and sharing of the knowledge through a 

variety of SNSs, such as text, video, and audio streams. In the conventional SNPs, such as 

Facebook, LinkedIn, and MySpace, computers are not capable of acquiring the information 

based on the common intelligence and human behavior. This chapter provides a comprehensive 

overview of the current SNSs and discusses different possibilities of incorporating the existing 

SNSs into the context-aware techniques that include ontologies, text mining, and social 

recommendations. The context-aware computing provides services customization based on the 

individual human characteristics, such as human preferences, mood, behaviors, and emotions. 

The Integration of contextual information with SNSs can be more useful and productive for the 

development of the intelligent social communicational services.  

2.2. Context-based Social Networking Services 

Following the formal definition of contextual information formulated by Anind et al. in 

[2.1], the term “context” refers to the relevant information that can be used for the categorization 

of various attributes and situations of entities, where the entities can be a place, person, or object. 

The context-aware SNSs provide an appropriate platform for the integration of physical and 
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logical contextual information that can be gleaned from tagging a picture or joining different 

communities.   

2.3. Context-aware Recommendation Systems as Social Networking Services 

 The Web-based recommendation systems have evolved at a prodigious rate over the past 

few decades. A recommendation algorithm garners user interests as an input and creates a list of 

recommendations. Moreover, the recommendation algorithms help online users to avoid 

information overload by filtering the information [2.2], [2.3]. For instance, Amazon.com can be 

considered a good example of such systems, where recommendations of the products are based 

on a customer’s interests. The basic recommendation systems are classified into two main 

categories, namely: (a) content-driven recommendation systems and (b) collaborative-filtering-

based recommendation systems [2.4]. The content-driven recommendation systems recommend 

products based on the product description and customer’s interests. The implementation of 

content-based recommendation systems is based on a keyword approach. In the keyword 

approach, the importance of any word in the document can be evaluated by using different 

weighted measure techniques, such as :(a) Term Frequency/Inverse Document Frequency (TF-

IDF), (b) Bayesian classifiers, (c) clustering, and (d) Decision Trees (DT) [2.5], [2.6], [2.7]].  

A Collaborative Filtering (CF) approach predicts recommendations by evaluating an 

item’s purchase history and an item’s grading criteria through similar users [2.8]. The CF 

structure presents the problem as a two-dimensional matrix comprised of pairwise values of the 

users and items [2.9]]. The CF approach has attracted much interest due to the ability of 

exploring the complex data patterns without extensive data collection [2.9].  Several successful 

commercial systems, such as Amazon, Netflix, and LastFM [38] use CF-based recommendation 

systems to generate the recommendations about items, such as news, books, and movies. 
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However, according to Fengkun in [2.8], CF is unable to identify the neighbors as friends or 

strangers. While making decision, people usually rely on recommendations from a friend rather 

than a stranger [2.8]. The substantial amount of work has been done in the field of 

recommendation systems. However, most of the existing approaches focus on recommending 

items to users and users to items and do not consider contextual information, such as place and 

time. Therefore, context-aware recommendation systems have been developed for the integration 

of the contextual information into the recommendation systems as explained in the subsequent 

text. 

Various SNPs, such as MySpace, Facebook, and LinkedIn pioneered the combination of 

the social relationship information of users with the CF to generate advanced CF-based 

recommendation systems [2.10]. Similarly, Liu and Lee in [2.8] proposed a “CF with friends” 

approach that selects nearest neighbors based on the social network information of the user for 

the product recommendations. Moreover, Ref. [2.8] used the social network data for the 

recommendations using a three-fold process: (1) collect data about the preferences and social 

relationships of the users, (2) develop strategies to select the nearest neighbor based on the social 

relationships, and (3) generate recommendations. Liu and Lee presented an innovative concept to 

enhance the recommender system. However, the analysis presented in their paper is limited to a 

single Cyworld Website in South Korea and most of the experiments were conducted on the 

social Web service simulator, which may not reflects the realistic social Web-based scenario for 

the users located in diverse regions [39]. Another successful application of combining CF with 

social network information has been observed in [2.10, [2.11]. 

Another context-aware recommendation systems based approach has been suggested by 

Sieg et al. that present a hybrid semantic Web system that integrates the CF with ontologies 
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[2.12], [2.13]]. The authors introduced an ontological-profile of users based on their behavior. 

The user profiles are updated based on the interactions and relationships among the users, 

defined by the ontologies. In the recommendation process, the ontology-based user profiles are 

compared to generate the semantic neighborhoods. However, extraction of the contextual 

information using ontologies is a complex process in the real life scenarios due to the 

multifaceted nature of human behavior.  

 The concept of context-aware recommendation systems seems to be a promising solution 

for future generations of Social Semantic Networking Services (SSNSs) and can be easily 

extended by developing new modules and tools [2.14, 2.15]. In scientific literature context-aware 

venue recommendation systems have been investigated in mobile social networks as presented in 

the Figure 3.  

 

Figure 3. Social networking services evolution 

The existing context-aware venue recommendation systems approaches can be 

categorized as [2.20]: (a) trajectory based, (b) explicit rating based, and (c) check-in based 

approaches. Trajectory based approaches utilize information about a user’s visit sequence to 

  

  

  

Social Network 

Recommendation 

Contextual data 

Mobile 
Network 



20 

 

various locations, the paths selected, and the duration of stays. Doytsher et al. [2.16] proposed a 

trajectory-based graphical model that keeps track of frequently traveled routes by users and 

recommend best route to a new user. The authors in [2.17] mine GPS trajectories data to extract 

most popular locations based on users’ travel sequences. Although the aforementioned 

approaches suggests locations based on users’ past trajectories, they are unable to distinguish the 

places in terms of their categories, which we performed in our proposed MobiContext 

framework.  

Many online social services, such as Yelp (yelp.com) and Yellow pages 

(yellowpages.com) allow users to rate the visited locations. Rating-based venue recommendation 

systems utilize the existing ratings’ data to recommend people with most popular venues or 

travel routes in a city. The authors in [2.18] proposed models based on collaborative filtering that 

take into account users’ existing ratings to generate personalized venue recommendations. The 

aforementioned approaches may closely capture users’ preferences, but are not scalable enough 

to simultaneously process huge volumes of real-time data. Moreover, they also suffer from data 

sparseness issues due to limited number of entries within the user-rating matrix.  

Most of the above mentioned approaches have designs built on (memory based) CF 

models, which enables these approaches to depict a user’s future preferences based on his/her 

past entries. However, these approaches suffer from scalability issues due to large number of 

similarity computations on user-venue matrix during online recommendation process. Moreover, 

such approaches also suffer from data sparseness and cold start problems, as there are very few 

users who have visited large number of venues. Furthermore, these approaches do not provide a 

solution to the multi-objective. To address these limitations, our proposed cloud based 

recommendation framework, MobiContext presents a solution for scalability and data sparseness.    
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2.3.1. Ontologies 

Ontologies establish a common understanding between humans and machines of a 

situation, event, or object. Valls et al. defined ontologies as meta-information that provides 

information about the inter-document relations in a machine executable format [2.19]. 

The syntax and semantic based interpretation of a textual document in the Web-based 

systems is crucial for the retrieval of up-to-date, consistent, and accurate information. Web-based 

systems, such as Webmail, e-commerce, and wikis require different ontologies for the correct 

interpretation of logical relationships between semi-structured texts [2.20]. However, building a 

universal ontology is still difficult, especially with a large number of users exhibiting diverse 

backgrounds.   

2.4. Text Mining in Content-based SNSs Using Classification 

Content-based SNSs are primarily textual and provide basic computer-mediated 

communication that promotes the text-based interaction among individuals. However, the 

functionality of the content-based SNSs can be further extended by incorporating media, geo-

location, and context-based SNSs. The contents of content-based SNSs are generated by the 

users. Therefore, the successful implementation of content-based SNSs depends on the 

willingness of the contributors to share information [2.45]. Basic content-based services are 

blogs, Wikipedia, micro-blogging, social news, tagging, and chatting. 

In content-based SNSs, people generally use unstructured or semi-structured language for 

communication. In everyday life conversation, people do not care about the spellings and 

accurate grammatical construction of a sentence that may leads to different types of ambiguities, 

such as lexical, syntactic, and semantic [2.21]. Therefore, extracting logical patterns with 

accurate information from such unstructured form is a critical task to perform. 
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Text mining can be a solution of above mentioned problems. Due to the increasing 

number of readily available electronic information (digital libraries, electronic mail, and blogs), 

text mining is gaining more importance. Text mining is a knowledge discovery technique that 

provides computational intelligence [2.21]. The technique comprises of multidisciplinary fields, 

such as information retrieval, text analysis, natural language processing, and information 

classification based on logical and non-trivial patterns from large data sets. In [2.22] the authors 

defined text mining as an extension of data mining technique. The data mining techniques are 

mainly used for the extraction of logical patterns from structured database. Text mining 

techniques become more complex as compared to data mining due to unstructured and fuzzy 

nature of natural language text [2.23]. 

Supervised learning or classification is the process of learning a set of rules from a set of 

examples in a training set. Text classification is a mining method that classifies each text to a 

certain category [2.24]. Classification can be further divided into two categories: (a) machine 

learning based text classification and (b) ontology based text classification [2.25] and is 

illustrated in Figure 4. 

2.4.1.  Machine Learning-based Text Classification 

Machine Learning based Text Classification (MLTC) comprises of quantitative 

approaches to automate Natural Language Processing (NLP) that uses machine learning 

algorithms. Preferred supervised learning techniques for text classification are described in the 

subsequent text. 

2.4.1.1. Rocchio Algorithm 

Different words with similar meanings in a natural language are termed as Synonymy. 

Synonymy can be addressed by refining the query or document using the relevance feedback 
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method. In the relevance feedback method, the user provides feedback that indicates relevant 

material regarding the specific domain area. The user asks a simple query and the system 

generates initial results in response to the query. The user marks the retrieved results as either 

relevant or irrelevant. Based on the users marked results the algorithm may perform better. The 

relevance feedback method is an iterative process and plays a vital role by providing relevant 

material that tracks user information needs [2.22]. 

2.4.1.2. Instance-based Learning Algorithm 

Instance based learning algorithms (also known as lazy algorithms) are based on the 

comparison between new problem instances and instances already stored during training [2.26]. 

On arrival of a new instance, sets of related instances are retrieved from the memory and further 

processed so the new instance can be classified accordingly. Algorithms exhibiting instance 

based learning approaches are described in the subsequent text. 

K-Nearest Neighbour (K-NN) algorithm is a form of instant based learning. The 

algorithm categorizes similar objects based on the closest feature space in the training set. The 

closest feature space may be determined by measuring the angle between the two feature vectors 

or by calculating the Euclidean distance between the vectors. For more details, we encourage the 

readers to browse [2.26]. 

Case Based Reasoning (CBR) comprises of three basic steps: (1) classification of a new 

case by retrieving appropriate cases from data sets, (2) modification of the extracted case, and (3) 

transformation of an existing case [2.27]. Textual Case Based Reasoning (TCBR) primarily deals 

with textual knowledge sources in making decisions. A novel textual case-based reasoning 

system, named SOPHIA-TCBR has been detailed in [2.28] for organizing semantically related 

textual data into a group. Ref. [2.28] stated better results of knowledge discovery in the 
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SOPHIA-TCBR system. However, in the TCBR approach, extracting similar cases and 

representing knowledge without losing key concepts with low knowledge engineering overhead 

are still challenging issues for researchers [2.28]. 

2.4.1.3. Decision Trees and Support Vector Machine 

Relationships, attributes, and classes in ontology can be structured hierarchically as 

taxonomies [2.27]. The process of constructing lexical ontology by analysing unstructured text is 

termed as ontology refinement. Decision Tree (DT ) is a method to semantically describe the 

concepts and the similarities between the concepts [2.27]. Different algorithms of decision tree 

are used for classification in many application areas, such as financial analysis, astronomy, 

molecular biology, and text mining. As text classification depends on a large number of relevant 

features, an insufficient number of relevant features in a decision tree may lead to poor 

performance in text classification [2.27]. 

Support Vector Machine (SVM) algorithm is used to analyse data in classification 

analysis. In contrast to other classification methods, SVM algorithm uses both negative and 

positive training datasets to construct a hyper plane that separates the positive and negative data. 

The document that is closest to decision surface is called support vector [2.29]. For detailed 

description refer to [2.29]. 

2.4.1.4. Artificial Neural Networks 

Artificial Neural Networks (ANN) are parallel distributed processing systems specifically 

inspired by the biological neural systems [2.30].The network comprises of a large number of 

highly interconnected processing elements (neurons) working together to solve any specific 

problem. Due to their tremendous ability to extract meaningful information from a huge set of 

data, neurons have been configured for specific application areas, such as pattern recognition, 
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feature extraction, and noise reduction. In the neural network, connection between two neurons 

determines the influence of one neuron on another, while the weight on the connection 

determines the strength of the influence between the two neurons [2.30]. 

There are two basic categories of learning methods used in neural networks: (a) 

supervised learning and (b) unsupervised learning. In supervised learning, the ANN gets trained 

with the help of a set of inputs and required output patterns provided by an external expert or an 

intelligent system. Different types of supervised learning ANNs include: (a) back propagation 

and (b) modified back propagation neural networks [2.32]. Major application areas of supervised 

learning are pattern recognition and text classification [2.30] [2.31] . In unsupervised learning 

(clustering), the neural network tends to perform clustering by adjusting the weights based on 

similar inputs and distributing the task among interconnected processing elements [2.32]. 

The field of text mining is gaining popularity among researchers because of enormous 

amount of text available via Web in the form of blogs, comments, communities, digital libraries, 

and chat rooms. ANN can be used for the logical management of text available on Web. Jo 

proposed a new neural network architecture for text categorization with document presentation 

called Neural Text Categorizer (NTC) [2.30]. NTC comprises of three layers: (a) input layer, (b) 

output layer, and (c) learning layer. Input layer is directly connected with output layer, whereas 

learning layers determine the weights between input and output layer. The proposed approach 

can also be use for organizing the text in social networks [2.30]. 

2.4.1.5. Genetic Algorithms 

A Genetic Algorithm (GA) is a heuristic search that simulates the natural environment of 

biological and genetic evolution [2.32] [2.33]. Multiple solutions of a problem are presented in 

the form of a genome. The algorithm creates multiple solutions and applies genetic operators to 
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determine the best offspring. Genetic algorithms are widely used to solve optimization problems. 

Therefore, researchers are trying to use the utility of genetic algorithms in social networking 

websites [2.32], [2.34]. 

A genetic algorithm was used for feature selection and termed weight method in [2.35] 

for assigning weights to each concept in the document on the basis of relevant topics. Weighted 

Topic Standard Deviation (WTSD) was the proposed formula used to present the concentration 

of a topic in a document as a fitness function. As the process is recursive, an end function needs 

to be specified based on monitoring the improvement of results in the consecutive generations. In 

[2.35], the authors revealed better results by using a genetic algorithm for text classification. 

2.4.2. Ontology-based Text Classification 

Statistical techniques for document representation (as described in Section 3.1) are not 

sufficient because the statistical approach neglects the semantic relations between words [2.32]. 

Consequently, the learning algorithm cannot identify the conceptual patterns in the text [2.32]. 

Ontology can be the solution of the problems by introducing explicit specification of 

conceptualization based on concepts, descriptions, and the semantic relationships between the 

concepts [2.35] [2.36]. Ontology represents semantics of information and is categorized as: (a) 

Domain Ontology (DO) consists of concepts and relationship of the concepts about a particular 

domain area, such as biological ontology or industrial ontology and (b) Ontology Instance (OI) 

related with automatic generation of web pages [2.32]. 

Basic components of ontology include: (a) classes, (b) attributes, (c) relations, (d) 

function terms, and (e) rules [2.37]. Ontology needs to be specified formally [2.32]. Formal 

relation can be represented as: (a) classes and (b) instances [2.35]. Ontology based languages are 

declarative languages and generally express the logic of computation based on either first-order 
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logic or description logic. For instance, the W3C organization introduced standardized Ontology 

Web Language (OWL) that supports interpretability of language by providing additional 

vocabulary with formal semantics [2.25]. Common Logic (CL) [2.37] and Semantic Application 

Design Language (SADL) [2.37] are the popular ontology based languages commonly used for 

semantic evaluation of data sets available in social networking websites. 

Figure 4. Text mining using classification 

On-line information usually resides in digital libraries in the form of on-line books, 

conference, and journal papers. In digital libraries, searching techniques are based on a 

traditional keyword matching approach that may not satisfy requirements of users due to lack of 

semantic reasoning capabilities. Xu recommended an ontology-based digital library system that 
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analyzed the query with respect to semantic meanings and revealed better results when compared 

with traditional keyword based searching approach [2.25]. However, semantic analysis is 

computationally expensive and challenging for researchers especially for large text corpora, such 

as text data in social networking websites [2.25]. 

2.4.3.  Hybrid Approach 

Different classification algorithms have been used for text classification and analysis. 

However, literature [2.38], [2.39], [2.40], [2.41] shows that the combination of different 

classification algorithms (hybrid approach) provides better results and increased text 

categorization performance instead of applying a single pure method. The result of applying 

hybrid approach to large text corpora heavily depends on the test data sets. Therefore, there is no 

guarantee that a high level of accuracy acquired by one test set will also be obtained in another 

test set. Moreover, for better performance of the hybrid approach, several parameters need to be 

defined or initialized in advance. Table 1 provides an overview of different hybrid approaches 

used for text classification that can be further used for the text analysis in social networking. 

However, selecting the classification approach for text analysis in social networks totally 

depends on the dataset and nature of the problem being investigated [2.38]. 

The result of the analysis shows that SVM and ANN performed well in several 

comparisons. The main purpose of the comparison of hybrid approach is to highlight the 

applicability of different classification algorithms and complement their limitations [2.39]. 
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2.5. Text Mining in Content-based SNSs Using Clustering 

Document clustering includes specific techniques and algorithms based on unsupervised 

document management [2.42]. In clustering the numbers, properties, and memberships of the 

classes are not known in advance [2.32]. Documents can be grouped together based on a specific 

category, such as medical, financial, and legal. 

In scientific literature [2.25], [2.42], different clustering techniques are comprised of 

different strategies for identifying similar groups in the data. The clustering techniques can be 

divided into three broad categories: (a) hierarchical clustering, (b) partitional clustering, and (c) 

semantic based clustering that are detailed in the subsequent text. 

2.5.1. Hierarchical Clustering 

Hierarchical clustering organizes the group of documents into a tree like structure 

(dendrogram) where parent/child relationships can be viewed as a topic/subtopic relationship 

[2.43] Hierar- chical clustering can be performed either by using: (a) agglomerative or (b) 

divisive methods, which are detailed in the subsequent text [2.44]. 

Authors Hybrid Approaches Success Rate 

 ANN RA DT SVM K-NN GA  

(Miao at al. 2009) No Yes No No Yes No 83.8% 

(Wu 2009) Yes No Yes No No No 93.67% 

(Aci et al. 2010) No No No No Yes Yes 75.52%% 

(Gazzah & Ammara 2008) Yes No No Yes No No 91.5% 

(Meesad et al 2011) No No Yes Yes No Yes 92.20% 

(Quan 2010) No No Yes Yes No No 90% 

(Mitra et al. 2005) Yes No No Yes No No 99.66% 

(Lee et al. 2010) No No No Yes Yes No 97% 

(Remeikis et al. 2005) Yes No Yes No No No 90.9% 

Table 1. Comparison of hybrid approaches 
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An agglomerative method uses a bottom up approach by successively combining closest 

pairs of clusters together until the entire objects form one large cluster [2.44]. The closest cluster 

can be determined by calculating the distance between the objects of n dimensional space. 

Agglomerative algorithms are generally classified on the basis of inter-cluster similarity 

measurements. The most popular inter-cluster similarity measures are single-link, complete-link, 

and average-link [2.42]. Several algorithms are proposed based on the above mentioned 

approach [2.43], such as Slink, Clink, and Voortices use single-link, complete-link, and average-

link, respectively. The Ward algorithm [2.43] uses both the agglomerative as well as divisive 

approach as illustrated in Figure 5. The only difference between the aforementioned algorithms 

is the method of computing the similarity between the clusters. 

In [2.45], the authors suggested agglomerative hierarchal clustering techniques for text 

clustering. First, genetic algorithm was applied to achieve the feature selection phase in the text 

document. Second, similar document sets were grouped together into small clusters. Finally, the 

authors proposed text clustering algorithm to merge all clusters into final text cluster [2.45]. The 

proposed approach can be used for grouping the similar text from social networking websites, 

such as blogs, communities, and social media. 

The divisive method uses a top-down approach by starting with the same cluster and 

recursively splitting the cluster into smaller clusters until each document is in a classified cluster 

[2.42]. The computations required by divisive clustering are more complex as compared to the 

agglomerative method. Therefore, the agglomerative approach is the more commonly used 

methodology. 

Hierarchical clustering is very useful because of the structural hierarchal format. 

However the approach may suffer from a poor performance adjustment once the merge or split 
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operations are performed that generally leads to lower clustering accuracy [2.42]. Moreover, the 

clustering approach is not reversible and the derived results can be influenced by noise. 

2.5.2. Partitional Clustering 

Partitional clusters are also known as non-hierarchal clusters [2.44] To determine the 

relationship between objects, partitional clustering uses a feature vector matrix. Features of every 

object are compared and objects comprised of similar patterns are placed in a cluster [2.22]. The 

partitional clustering can be further categorized as iterative partitional clustering, where the 

algorithm repeats itself until a member object of the cluster stabilizes and becomes constant 

throughout the iterations. However, the number of clusters should be defined in advance [2.22]. 

Different forms of the iterative partitional cluster-based approaches are described as follows: 

2.5.2.1. K-mean, K-medoid, C-mean, and C-medoid 

In the k-mean approach the data set is divided into k clusters [2.42]. Each cluster can be 

represented by the mean of points termed as the centroid. The algorithm performs in a two-step 

iterative process: (1) assign all the points to the nearest centroid and (2) calculate the centroids 

for a newly updated group [2.42]. The iterative process continues until the cluster centroid 

becomes stabilized and remains constant [2.22]. 

The k-mean algorithm is widely used because of the straightforward parallelization 

[2.42]. Moreover, k-mean algorithm is insensitive to data ordering and works conveniently only 

with numerical attributes. However, the optimum value of k needs to be defined in advance 

[2.22]. 

The k-medoid algorithm selects the object closest to the center of the cluster to represent 

the cluster [2.42]. In the algorithm, the k object is selected randomly. Based on the selected 

object, distance is computed. The nearest object with respect to k will form a cluster. Remaining 
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objects take the place of k recursively until the quality of the cluster is improved [2.22]. The k-

medoid algorithm has many improved versions, such as PAM (Partitioning around Medoid), 

CLARA (Clustering Large Applications), and CLARANS (Clustering Large Applications based 

upon Randomized Search). K-medoid algorithms work well for small data sets, but give 

compromised results for large data sets [2.22]. 

C-mean is a variation of k-mean that exhibits a fuzzy clustering concept that generates a 

given number of clusters with fuzzy boundaries and allows overlapping of clusters [2.43]. In 

overlapping clusters process, the boundaries of clusters are not clearly specified. Therefore, each 

object belongs to more than one cluster. Fuzzy C-Mean (FCM) [2.43] and Fuzzy C-Medoids 

(FCMdd) (Hang et al. 2008) algorithms are widely used examples of C-mean algorithm [2.43] as 

illustrated in Figure 5. 

2.5.2.2. Single-pass Algorithm 

The single-pass algorithm is the simplest form of partitional clustering [2.46] . The 

algorithm starts with empty clusters and randomly selects a document as a new cluster with only 

one member [2.46]. Single-pass algorithm calculates a similarity coefficient by considering a 

second object. If the calculated similarity coefficient is greater than the specified threshold value, 

then the object will be added to the existing cluster otherwise a new cluster will be created for 

the object. The BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) 

algorithm is an example of the single pass clustering algorithm [2.42]. The algorithm uses 

hierarchical data structure called CF tree for partitioning the datasets [2.46]. Nearest neighbour 

clustering is iterative and similar to the hierarchical single-link method [2.46]. 
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2.5.2.3. Probabilistic Algorithm 

Probabilistic clustering is an iterative method that calculates and assigns probabilities for 

the membership of an object [2.42]. Based on the probability measurements, an object can be a 

part of any specific cluster. Probabilistic clustering technique is popular because of the ability to 

handle records of a complex structure in a flexible manner. As probabilistic clustering has clear 

probabilistic foundations, finding out the most suitable number of clusters becomes relatively 

easy [2.22]. Examples of probabilistic clustering are the Exception Maximizing Algorithm 

(EMA) and Multiple Cause Mixture Model (MCMM). However, these approaches are 

computationally expensive [2.42]. 

2.5.3. Semantic-based Clustering 

Meaningful sentences are composed of logical connections to meaningful words [2.22]. 

A logical construction of words is generally provided by machine readable dictionaries, such as 

WordNet. In semantic-based clustering, the structured patterns are extracted from an 

unstructured natural language. Moreover, the approach emphasizes meaningful analysis of 

contents for information retrieval. 

Researchers have proposed several algorithms for computing semantic similarities 

between text, such as Resnick and Lin algorithms [2.22] are proposed to measure the semantic 

similarity of text in a specific taxonomy. Detailed descriptions of these algorithms are presented 

in [2.43]. 

Ref. [2.47] introduced a novel approach to automate the ontology construction process 

based on data clustering and pattern tree mining. The study comprises of two phases: (1) 

document clustering phase creates a group of related documents using k- mean clustering 

technique and (2) ontology construction phase creates inter-concept relation from the clustered 
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documents, whereas inter-concept relation is termed as similar concept relationship. The author 

implemented the proposed approach on weather news collected form e-paper and revealed 

remarkable results by extracting the regions with high temperature. 

 

Figure 5. Text mining using clustering 

2.6. Media-based Social Networking Services 

A media-based SNS establish a social connection among users through the various 

multimedia formats, such as video and audio. Unlike content-based SNSs, media-based SNSs 
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have a high level of interactivity [2.48]. Different types of media-based-SNSs are characterized 

in the following subsections. 

In recent years, we have witnessed a rapid growth of media-based SNSs, designed for 

providing interactions between the users within communities by sharing multimedia streams, 

such as photos and videos [2.48], [2.49]. The most popular SNPs that use photo/video sharing 

SNSs are Flicker, Instagram, and YouTube [2.48]. The photo/video sharing SNSs are popular 

due to their vast array of functions, such as: (a) real-time photo exchange (b) tagging, to describe 

the contents of an image (c) frame, that allows users to interpret a portion of an image (d) 

favorites, that allow users to select the most memorable collection from the group of images, and 

(e) comments, that allow annotation of the image in an appropriate manner [2.48], [2.3].  

The photo/video sharing SNSs have been used extensively in business. Nov et al. in 

[2.48] incorporated photo/video sharing SNSs in the Integrated Marketing Communications 

(IMC) model to promote online communication between various companies and the customers. 

The use of photo/video sharing SNSs has dramatically improved the way consumers receive and 

react to the market information [2.48].   

2.7. Geo-location-based Social Networking 

The location-based SNSs are gaining popularity due to the advanced location-oriented 

hardware and software technologies, such as GPS-enabled devices, wireless communication 

technologies, and Internet connectivity through WiFi [2.6].  

A holistic location-based social networking system termed as “GeoSocialDB” is 

introduced by Counts and Marc that provides the following location-based social services: (a) 

location-based news feeds (b) location-based news ranking, and (c) location-based 

recommendation [2.50] Moreover, Zheng et al. [2.6] specify three major research issues that 
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need to be addressed in the scalable implementation of location-based SNSs, namely: (a) 

designing a location-based query operation for the optimized query performance, (b) designing 

privacy-aware queries to protect the user location privacy, and (c) utilizing materialization 

techniques to accelerate the performance in terms of computation overhead and query response 

time [2.50], [2.6]. 

In real life scenario, people usually plan to visit places of interest while traveling to an 

unfamiliar location. However, proper travelling plans are not known in advance. To solve the 

aforementioned problem, GPS-trajectory-sharing presents an interactive approach to represent 

user’s travel experiences and can provide reference for other users during the travel planning 

process to the unknown places [2.6], [2.5]. One’s visited location histories can be tracked with a 

sequence of time-stamped locations, called trajectories [2.7]. The trajectories physically connect 

the visited locations in the world and provide information that can be further used for the 

experience sharing and geo-tagging multimedia content [2.7], [2.8], [2. 6]. In the scientific 

literature [2.50],[2. 5], various location-based SNSs have been discussed, such as GeoLife [2.7]. 

The GeoLife service performs three basic operations: (a) shares the life experiences, (b) provides 

the travel recommendations, such as top interesting locations, and (c) provides the friend 

recommendations based on the similarities among the location histories. However, an efficient 

approach is required to retrieve the user’s desired GPS trajectory from a large-scale accumulated 

GPS dataset.  

The most popular mobile devices, such as smart phones and location based mobile social 

networks, such as FourSquare [2.51], SoLoMo (Social Local Mobile) [2.52], and BrightKite 

[2.53] are gaining interest of the researchers, where the users can share the location with friends 

using the friendship networks. Based on the scientific literature reviewed, we observed that for 
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the accurate implementation of location based SNSs, there are two key challenges: (a) up-to-date 

information about the venues, such as nearby restaurant management, menu, food prices, and 

quality of food and (b) popularity ranking of the venue [2.6].  We believe that the above 

mentioned challenges can be address by introducing physical and logical contextual information 

in the current Geo-location-based SNSs. 

Most of the content-based SNSs, such as Short Messaging Services (SMS), chatting, 

blogs, and Wikipedia were introduced in the 1980’s and 1990’s. The media-based SNSs, such as 

virtual world and video sharing were launched in 2002 and 2005 respectively. Moreover, the 

most promising geo-location-based SNSs were introduced in 2008 [2.9]. Furthermore, context-

aware SNSs, such as social search and recommendations, have been attracting users’ attention 

since 2009 through providing on-demand services to the users. A temporal timeline of the 

evolution of all the aforementioned SNSs are presented in Figure 4 

Table 2 provides an exclusive overview of the main features and implication of different 

content-based, media-based, geo-location-based, and context-based SNSs in the various popular 

SNPs, such as Facebook, Flicker, and LinkedIn. It can be observed that the latest trend is to 

include the context-based technique into existing SNSs for better, real time, and on-demand 

communication. We hope that the presented issues will lead the researcher to explore the 

important research areas, such as on-demand collaboration, on-demand communication, social 

search, and context-aware recommendation systems.  
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Table 2. Social networking services in different social networking platforms 
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Facebook Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Flicker Yes No Yes No Yes Yes Yes Yes Yes Yes 

LinkedIn Yes Yes Yes Yes Yes No No No No No 

My Space Yes No Yes Yes Yes Yes No Yes Yes Yes 

Google + Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Ipemity Yes No Yes Yes Yes No Yes No No No 

YouTube No No Yes No Yes No Yes No No No 

Orkut Yes No Yes Yes Yes No No No No No 

Get Glue Yes Yes Yes Yes Yes No Yes Yes No Yes 

Live Joumal Yes No Yes No Yes Yes No Yes No Yes 

Film Trust No No Yes No No No No Yes No Yes 

Foursquare Yes Yes Yes No Yes Yes Yes No Yes Yes 
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3. ONTOLOGY LEARNING IN TEXT MINING 

3.1. Abstract 

The dynamic visualization of text due to the current Read-Write-Web (RWW) provides 

an enormous and growing source of information. However, extracting required information and 

sharing it in different application remain a challenging task. The categorization of unstructured 

text is one of the fundamental data analysis techniques that have been widely studied in the 

various disciplines for indexing, mining, and managing abundant textual data. Ontology offers 

the potential for providing a logical interpretation of textual data that is based on a hierarchical 

conceptual representation of information. However, one of the major obstacles that prevents 

ontology from being deployed in large-scale information systems is ontology acquisition, which 

strongly depends on knowledge engineers and domain experts. Additionally, ontology building is 

a labor-intensive, handcrafted, and recursive process. Therefore, to address the abovementioned 

problem, researchers have devised semi-automatic techniques called ontology learning for 

building ontologies. This survey provides a comprehensive analysis of ontology learning 

techniques, such as linguistic, statistical, and semantic-based techniques, extensively used in 

ontology learning. Moreover, the survey provides a detailed review of the ontology learning 

process. The discussion moves on further to present the ontology-based text mining architecture 

and highlights various attempts of scientific researchers to successfully incorporate ontologies in 

the field of text mining. Furthermore, we identify major issues and challenges in the ontology 

learning process that need to be addressed in future semantic-based text extraction efforts. 

Keywords: Ontology, text mining, ontology learning process, ontology learning 

techniques, categorization, classification, linguistics,  semantic, term, axiom. 
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3.2. Introduction 

Ontologies enable knowledge sharing and provide a logical and machine-interpretable 

format for the unstructured textual data. The term ontology mostly refers to a semantic container 

that provides common vocabularies (meta-data) associated with a specific domain [3.1], [3.2], 

[3.3]. Gruber defines ontologies as “explicit formal specification of a shared conceptualization” 

[3.6], where explicit means that the type of concepts and the constraints on their use are 

explicitly defined, formal means that the ontology should be machine readable, shared reflects 

the notion that an ontology acquires consensual knowledge, and conceptualization emphasizes 

the abstract model of some phenomenon in the world through classifying the relevant concept. 

The study of ontologies has developed gradually from specific needs associated with the problem 

of knowledge management within a computational environment and particularly from the 

problem of knowledge sharing and reuse [3.6]. Ontologies overcome the difficulties raised by 

monolithic, isolated knowledge systems by specifying a content-specific agreement to facilitate 

the knowledge sharing and reuse in a specific domain [3.47]. Moreover, ontologies comprise: (i) 

objects, (ii) concepts, and (iii) hierarchical relationships between concepts and objects to acquire 

semantics in a specific field, such as medicine, academia, and engineering [3.42], [3.27], [3.31], 

[3.2], [3.10], [3.23], [3.49]. For instance, medical ontology contains the basic concepts related to 

treatments of various diseases and clinical procedures that facilitate the propagation of standard 

medical terminology in the healthcare systems. Currently, the most popular ontologies are 

Protein Ontology (PO), Basic Formal Ontology (BFO), Unified Medical Language system 

(UMLS), Suggested Upper Merged Ontology (SUMO), and Bio Investigation Ontology (BIO) 

[3.23], [3.27], [3.38].  
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The concept of ontology has been instrumental in many other application areas, such as 

semantic search, semantic Web, and text mining, because of the flexible annotation capabilities 

that are acquired through the formation of hierarchical concepts [3.5], [3.3]. Various text mining 

techniques, such as classification and clustering, statistically evaluate the occurrence of the 

words and group similar documents together in the text corpora [3.4], [3.5], [3.3]. In the 

scientific literature, numerous methods have been investigated and applications implemented in 

the area of text mining, ranging from hierarchical categorization of Web pages to automated text 

generation. However, the majority of the text mining techniques incorporate traditional 

statistical-based approaches using machine learning and pattern recognition methods [3.41], 

[3.15], [3.18]. The ontologies are used mainly as background knowledge for representing 

concept hierarchy and for providing semantics to the textual document [3.32], [3.9], [3.13], 

[3.43]. Nevertheless, the gains from using ontologies in the field of text mining have become 

clear in recent years [3.27], [3.37], [3.38], [3.42], [3.45]. Scientific literature shows numerous 

attempts to integrate ontology into the field of text mining [3.31], [3.9].  

Indeed, ontology is the backbone of future text-based information extraction systems. 

However, one of the major obstacles that prevent ontology from being deployed in large-scale 

information systems is the manual knowledge acquisition process that strongly depends on 

knowledge engineers and domain experts [3.31]. Building the ontology manually presents a 

major knowledge acquisition bottleneck for several reasons, such as: (i) dynamic expansion of 

text, (ii) unavailability of human experts and knowledge engineers, and (iii) rapid and distributed 

evolvement of domain knowledge [3.12], [3.40], [3.42], [3.47]. Moreover, groups of domain 

specialists and knowledge engineers must work continuously to keep the ontology up-to-date 

[3.41]. Therefore, the manual ontology building process is time-consuming, labor-intensive, 
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expensive, and error-prone [3.41], [3.31]. In recent years, researchers have attempted to automate 

the ontology building process, called ontology learning. However, most of the scientific 

literature on ontology learning does not provide an inclusive analysis of various ontology 

learning techniques, such as linguistic, statistical, and semantic, for the ontology learning process 

[3.12[, [3.13], [3.41], [3.40], [3.42], [3.38], [3.83]. Linguistic-based techniques are language-

dependent and used exclusively for the syntactical analysis of the unstructured text [3.41]. 

Statistical techniques provide a statistical analysis of the text corpora. Most of the statistical-

based techniques are derived from the field of machine learning and text mining [3.22]. 

Semantic-based techniques use a logical interpretation of the textual contents. Most of the 

scientific literature on ontology learning does not provide an inclusive analysis of such 

techniques. Moreover, existing surveys [3.12], [3.7], [3.41] do not discuss structured and 

domain-specific ontology learning implications. 

Our survey focuses on three major aspects: (i) ontology learning techniques, (ii) the 

ontology learning process, and (iii) the implication of various ontology learning techniques in the 

ontology learning process. Moreover, the discussion presents the ontology-based text mining 

architecture as an example of ontology learning implication into the field of text mining, the 

most promising research area for logical interpretation of the text corpora. Furthermore, we 

review the major issues and challenges in the ontology learning process. The paper sheds light on 

the latest research about ontologies and paves the way for future research in the ontology 

learning process.  

The rest of the paper is organized as follows. Section 2 presents a comprehensive study 

on ontology learning from unstructured text and explains the ontology learning process with a 

detailed description of ontology learning techniques. The ontology-based text mining 
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architecture is described in Section 3. Section 4 discusses various current advancements in the 

field of ontology learning process. Section 5 reviews various open questions with brief 

discussions on current issues of the ontology learning process in text mining. Finally, Section 6 

concludes the survey with three important direction for future research. 

3.3. Ontology Learning from Text 

Because of the pervasive use of ontologies for the logical interpretation of unstructured 

text, researchers from various fields, such as knowledge engineering, computational linguistics, 

information retrieval, and text mining have acknowledged the need for using effective techniques 

to automate the ontology building process [3.3], [3.47, [3.67]. Manual ontology construction 

demands considerable time and effort from domain experts and ontology engineers [3.3]. 

Ontology learning is a semi-automatic process that requires human validation and consensus to 

represent the conceptualization of a specific domain for the ontology building process [3.3], 

[3.4]. A detailed description of ontology learning process and ontology learning technique is 

presented in the subsequent text. 

3.3.1. Ontology Learning Process 

An ontology learning process comprises five modules: (i) terms, (ii) synonyms, (iii) 

concepts, (iv) relationships, and (v) axioms or rules [3.23], [3.15], [3.13], [3.21]. The detailed 

description of the modules is presented in the subsequent text. 

a. A term is a linguistic realization of the specific concept and a basic unit of the ontology 

learning process [3.15]. Preprocessing and term extraction are two tasks associated with a 

term. Preprocessing truncates the term into a format that ensures the successful implication of 

the ontology learning process [3.1]. Three basic techniques of pre-processing are: (i) 
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tokenization, (ii) stop-word-removal, and (iii) word stemming, as described in following 

Section 2.2 (2.1.1).  

Term extraction extracts the relevant words from a document [3.23], [3.1]. The extraction 

phase comprises two steps: (i) counting the frequency of terms and (ii) extracting the concept 

with similar context [3.18].  

b. Synonyms describe the semantic similarities between different words [3.15]. Semantic 

similarity measures the degree to which two different terms resemble each other, whether in 

a single language or in multiple languages [3.13]. The WordNet is a popular lexical database 

that groups the words together, based on similar meanings EuroWordNet is a lexical database 

that is used for the bilingual and multilingual synonyms extraction [3.22], [3.13], [3.15]. 

Other examples of synonyms are WordNet-Affect and SentiWordNet, which represent the 

words that possess similar emotion [3.13], [3.67]. In addition to using built-in synsets 

provided by WordNet and EuroWordNet, researchers have exploited various word-sense 

disambiguation algorithms for synonyms acquisition [3.21], [3.13]. Most of the algorithms 

are based on the Harris distributional hypothesis, according to which the semantic similarity 

of the words can be measured by the extent to which the words share the syntactic and 

semantic context [3.21]. For instance, the word “mouse” stands for an animal when 

considered within the context of the animal kingdom and a peripheral device when 

considered in the context of computers and technologies. Additionally, various statistical-

based techniques, such as Latent Semantic Indexing algorithms (LSI), Latent Semantic 

Analysis (LSA), Probabilistic Latent Semantic Indexing (PLSI) and linguistic techniques, 

such as lexico-syntactic patterns and parsing are widely used to identifying the inherent 

connections between the terms [3.13], [3.21]. 



52 

 

c. The concept module represents a group of similar items. Various lexical semantic categories 

from WordNet are used to map the extracted terms with the different concepts termed as 

concept mapping as presented in the Figure 4. Moreover, various sophisticated term 

disambiguation strategies, such as bootstrapping and Machine Readable Dictionaries. 

(MRDs), are used to extract the best sense combination, when multiword terms are involved 

in the logic building process [3.36], [3.14]. 

 

Figure 6. Concept mapping 

d. The relationship refers to a process of modeling an association between different concepts 

[3.14]. There are two types of relations, taxonomic and non-taxonomic. A taxonomic relation 

is widely applicable to represent the generalized hierarchical relationships, such as “is-a” and 

“has-a,” and hyponymy, which presents simple and multiple inheritance between the words 

[3.14]. A non-taxonomic relation is the connection between the concepts, based on multi-

word expressions, such as meronymy and antonymy [3.13], [3.3]. A non-taxonomic relation 
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discovery and labeling is more complex because of the explicit way of concept presentation 

[3.14]. For a detailed overview on extraction of taxonomic and non-taxonomic relations from 

the text, readers are encouraged to consult the work of Seera et al. [3.41].  

Axiom building is the final step of the ontology learning process. An axiom is a 

preposition or a set of rules that are used for the evaluation of the specific domain [3.3]. Most 

axioms are formalized by using first-order logic and decision trees to encode different 

terminologies [3.20]. Moreover, axioms can be utilized to verify the correctness of existing 

ontologies [3.20], [3.62]. 

 

Figure 7. Taxonomy of ontology learning techniques 

3.3.2. Ontology Learning Technique 

Knowledge acquisition from unstructured text has become a promising field as a result of 

the explosion of the Read-Write-Web (RWW) [3.40]. Various techniques, such as text mining, 

Natural Language Processing (NLP), machine learning, Information Extraction (IE), and 

Artificial Intelligence (AI) have contributed enough to build semi-automatic methods for the 

ontology learning process. The text mining and machine learning techniques extract logical 
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patterns from the unstructured text corpora by using statistical techniques, such as Naive Bayes, 

K-means, and Support Vector Machine (SVM) [3.40]. The field of NLP provides tools for the 

analysis of text with reference to grammatical structure for concept identification. Moreover, AI 

provides logic-based inference techniques to deduce new concepts from the text.  

Ontology learning techniques can be categorized as follows: (i) linguistic, (ii) statistical, 

and (iii) semantic-based [3.3], [3.12], [3.27]. Figure 7 presents the taxonomy of ontology 

learning techniques. Various ontology learning techniques that are applicable in the ontology 

learning process are presented in the following subsections.  

3.3.2.1. Linguistic Techniques  

Linguistics techniques are applicable to almost all modules of the ontology learning 

process. In the scientific literature, various linguistics techniques are used for analyzing the 

grammatical structure of a sentence. The grammatical structure refers to the building blocks of a 

language that governs the accurate composition of words in a sentence. Most of the linguistic 

techniques are language-dependent and are based on NLP tools [3.40]. Linguistic techniques 

comprise morphological techniques and syntactic techniques described as follows.  

The morphological techniques are based on the extraction of the individual words in a 

sentence that contains information. For instance, tokenization is the process of splitting the 

sentence into different words, such as number, punctuation marks, and names [3.10]. JavaTok is 

a free configurable tokenizer, developed in Java [3.84] and Efficient Tokenizer (ET) is a popular 

tokenizer written in standard Prolog language [3.85]. Another morphological technique is 

remove-stop-word. Stop-words, such as “the,” “am,” “an,” and “a,” construct the syntactic 

structure of the sentence and are the most frequently occurring words. However, these words do 

not contribute enough to represent the information. Therefore, stop-words are removed from the 



55 

 

text corpus in the information extraction process. Stemming is another morphological technique 

that refers to a linguistic normalization to remove the prefixes and suffixes from a word. For 

instance, the word “connection” is reduced to the root word “connect.” The stemming technique 

has been widely used in various algorithms, such as n-gram analysis, stochastic algorithms, Affix 

stemmers, and poster stemmer [3.18], [3.10]. 

A syntactical analysis provides information about the grammatical structure of a sentence 

in the text document. Various techniques are available in the scientific literature for syntax 

analysis of the sentence, such as parsing, part-of-speech tagging, sub-categorization frame, 

syntactic structure, analysis/dependency analysis, WordNet dictionary, and lexico-syntactic 

[3.15], [3.16], [3.36], [3.20]. The detailed description of the aforementioned techniques is 

presented in subsequent text. 

a. Parsing and part of speech tagging generate a hierarchical structure termed as parse-tree that 

presents a syntactic arrangement of the words in a sentence by using parts of speech, such as 

verbs, nouns, adjectives, and adverbs [3.20], [3.61]. The part of speech tagging is also termed 

as grammatical tagging that markup the words in a corpus analogous to a particular part of 

speech. Common examples of sentence parsers and part-of-speech taggers are Sage [3.15], 

Brill Tagger [3.38], Minipar [3.42], and Principle-based parser (Principar) [3.15]. Parsing 

and part of speech tagging is extensively used to extract terms at a sentence level in the 

ontology learning process.  

b. Sub-Categorization Frame (SCF) and Syntactic Structure Analyzer (SSA) techniques are 

commonly used to create a syntactic structure of the sentence [3.16]. SCFs are considered a 

key component of a computational lexicon because of the effective word categorization 

based on the syntax in a text document. An SSA is an extended version of SCF [3.16]. In 
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SSA, words in syntactic structures, such as noun (NN), verb, adjectives (ADJ), and 

prepositional phrases are evaluated to discover potential terms and relations. For instance, 

ADJ-NN can be extracted as a potential term while overlooking other part of speech. The 

major difference between parsing and SSA is that the parsing provides syntactic arrangement 

of the words for further linguistic analysis. Whereas, SSA provides word categorization to 

identify relations between parts of speech. In ontology learning process, various SCFs and 

SSAs-based tools are available, such as the Standford NLP [3.36], and GATE (General 

Architecture for Text Engineering) [3.19] to determine concept and more complex relations 

(taxonomic, non-taxonomic) from the textual data.   

c. WordNet is a semantic dictionary comprising an organized set of similar words (synonyms) 

in a form of unordered set termed as synset. The synset contains brief definitions of 

synonyms to illustrate the lexical relations between items with similar implication [3.36], 

[3.57], [3.67]. The WordNet is widely used in the area of word sense disambiguation to 

extract the exact meaning of a word by utilizing synset in a scenario where a single word has 

multiple meanings [3.8]. For instance, the word “pitcher” can be categorized as (pitcher, Jug) 

and (pitcher, baseball player) to disambiguate the synonyms. Recently, BabelNet a 

multilingual lexicalized ontology has been introduced that linked Wikipedia the largest Web-

based encyclopedia to WordNet [3.68]. The BebelNet provides lexicographic and 

encyclopedic interpretation of terms by utilizing semantic networks for logical analysis of a 

term. Semantic networks connect the items in a large network of semantic relations that are 

derived from Babel synset. Each Babel synset presents a meaning and provides all possible 

synonyms of a term in a range of different languages [3.68].    
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All aforementioned techniques are used extensively in the ontology building process. 

However, these techniques produce a huge amount of lexical or grammatical data, such as “is,” 

“have,” and “a,” that is trivial to compute [3.8]. Moreover, analyzing and updating the lexical 

semantic relationships between vocabularies, such as synonyms and context, are computationally 

expensive [3.8]. At present, the most popular and successful linguistic techniques for ontology 

building include parsing, WordNet dictionaries, and SSA [3.67], [3.51], [3.68], [3.8].  

3.3.2.2. Statistical Techniques 

Majority of statistical techniques for ontology learning process are derived from the field 

of data mining, information retrieval, and machine learning. Statistical techniques are used to 

evaluate the occurrence of words in a document and create mathematical models to derive logical 

patterns from the text corpora. An occurrence of a word in a textual corpus provides a reliable 

estimation of the semantics of a document [3.25]. The semantic identity of a term can be 

represented by analyzing the distribution of the words in the entire document [3.3]. Statistical 

techniques include clustering, classification, co-occurrence analysis, and Latent Semantic 

Analysis (LSA). The description of statistical techniques is as follows: 

a. Clustering and classification are used to extract logical patterns from the textual data [3.24]. 

The term clustering refers to an unsupervised learning that categorizes the text into groups 

based on the common characteristics. Alternatively, classification is a supervised learning 

that precedes statistical evaluation of words from a training set and assigns the closest items 

or concepts into a group [3.25]. Recently, S. Ray et al. proposed an automated text 

classification technique that categorizes the unstructured text by utilizing statistical approach 

termed as Term Frequency- Inverse Document Frequency (TF-IDF) [3.62]. However the 

proposed technique considers the terminologies associated with a specific domain and does 
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not take into account the underlying meaning of the words used in a corpora. The most 

popular clustering techniques that are used in the ontology learning process are hierarchical 

clustering and the Naïve Bayesian (NB) approach [3.46], [3.58], [3.63]. The hierarchical 

clustering technique represents a relationship between topics and subtopics in a document as 

a tree-like structure termed as dendrogram [3.24], [3.25]. Hierarchical clustering uses two 

approaches: (i) agglomerative (bottom up) and (ii) divisive (top down). Agglomerative 

clustering is a commonly used clustering technique in the ontology learning process [3.24], 

[3.25]. In the scientific literature, several algorithms, such as Clink, Voortices, Ward, and 

Slink are proposed for the identification of concepts and relations in the ontology learning 

process [3.26], [3.35]. The NB approach provides a probabilistic approach to identify word 

occurrences and their associated concepts within a particular document [3.46], [3.24]. 

Moreover, in the ontology learning process, a decision tree is also a popular technique for 

classification to detect the generalized association between the items and concepts. Interested 

readers are encouraged to consult the Minipar website [3.42], and [3.8], [3.52], [3.53], [3.55] 

for a detailed description of classification and clustering techniques.  

b. Latent Semantic Analysis (LSA) estimates the correlation between words at the conceptual 

level to discover the implicit relationships between concepts in an ontology learning process 

[3.23]. Similarly, co-occurrence analysis finds relationships among words and extracts the 

lexicon unit that tends to occur together [3.23], [3.12]. For instance, the phrasal level co-

occurrence presents “United” and “States” as a single word depicting a single entity. Co-

occurrence analysis also presents common logical associations between different words, such 

as “knife” and “cut.” The basic purpose of co-occurrence analysis is to extract related terms 

that play a key role to discover relations between concepts in the ontology learning process 
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[3.22]. Both of the aforementioned analyses use conditional probabilities to discover the 

hierarchical relationships between words and concepts. Some of the popular co-occurrence 

measure techniques are: (i) log-likelihood relation, such as chi-square [3.22], (ii) Term-

Frequency-Inverse Document Frequency (TF-IDF) [3.23], (iii) Mutual Information Measure 

(MIM) [3.22], (iv) similarity measure [3.25], and (v) Kullback-Leiber divergence [3.22].  

c. Association rule mining is another statistical technique extensively employed to discover 

taxonomic and non-taxonomic conceptual relation in the ontology learning process [3.73], 

[3.10]. Such technique presents associations between different concepts in a predefined level 

of abstraction [3.74], [3.73]. For instance, a very popular example of association rule mining 

is the market basket analysis, discussed by Srikant and Agrawal in [3.74]. The authors 

identified the products that customer frequently purchase together in a same transaction by 

utilizing association rule mining. In the past few years, the implication of association rule 

mining in ontology learning process is evident. Recently, Brisson et al. [3.73] proposed an 

Ontology Driven Information System (ODIS) that integrates prior knowledge about a 

specific domain with data mining process in a coherent and uniform manner. In the data 

mining process, the authors used association rule extraction algorithm that generates 

maximum non-redundant relationships between items in a form of generalized rules. 

Similarly, the author Antinio et al. in [3.75] proposed an association rule mining model that 

is explicitly tailored to support Ontological Knowledge Base (OKB). Association rule mining 

has the potential to discover frequent item sets and define additional probabilistic 

connections between these item sets that can be utilized as a basis of ontology learning 

process [3.75], [3.73].  
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All these discussed statistical techniques have been widely used in ontology building for 

the past few decades. However, the limitations of statistical techniques include the following: (i) 

lack of expressing assertions about real-life elements (propositional logic), (ii) lack of 

background knowledge (common sense) representation techniques, (iii) lack of effective 

generalization or pattern identification process, and (iv) lack of logical association extraction 

among words [3.21]. 

3.3.2.3. Semantic-based Techniques 

The limitations of statistical techniques have been resolved by using semantic-based 

techniques.  These techniques use induction and deduction-based reasoning to discover new facts 

from the existing knowledge. Such techniques are generally used in the concept, relation, and 

axiom module of ontology learning process. Inductive reasoning induces the hypothesis from a 

specific example and derives new knowledge from the presented text [3.27]. Deductive 

reasoning exploits inference rules, such as resolutions to deduce new knowledge. Various 

semantic-based techniques are available in the scientific literature to extract logics from text 

corpora, such as: (i) Inductive Logical Programming (ILP) and (ii) inference techniques [3.21]. 

Semantic-based techniques are presented in subsequent paragraphs. 

a. An intersection of machine learning and inductive learning fields is known as Inductive 

Logical programming (ILP) [3.28]. ILP generates rules from observed instances and 

synthesizes new knowledge based on the past observations [3.21]. The most popular 

techniques for inductive logic programming are Winston’s learning and version space [3.28]. 

Moreover, knowledge representation techniques, such as frame, scripts, and conceptual graphs 

use logical programming for the conceptualization of the background knowledge about a 

specific concept [3.22], [3.31]. Various rule-based induction and instance-based learning 
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algorithms, such as RISE, and First Order Inductive Learning (FOIL) are used for building the 

ontology learning process [3.28], [3.29], [3.9].  

b. Inference is a powerful method to derive conclusions from the premises or hypothesis [3.22].  

For   instance, from the presence of smoke in the building one might infer the presence of a 

fire, or from the sentences “All basketball players are tall, and John is a basketball player”, 

one can infer that “John is tall.” The basic components of Inference include: (i) premises or 

input (ii) application of inductive or deductive reasoning, and (iii) generation of output or 

results. Various methods have been used to implement inferences, such as unification, 

generalized modus ponens, modus tollens, backward chaining, and forward chaining [3.30]. In 

text mining, however, the inference techniques and ILP adds computation complexity because 

of the unstructured format of textual data [3.28].  

Figure 8 presents the association of ontology learning process with different ontology 

learning techniques. Recent studies also introduced a hybrid approach (linguistic-statistical-

semantic techniques) called C-value/NC-value to extract single-word and multi-word terms from 

the textual data that can used further for the ontology learning process [3.15] 
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Figure 8. Association of ontology learning with ontology learning 

In the scientific literature, various ontology learning techniques have been proposed to 

extract the relevant terms, synonyms, concepts, relationships, and axiom to automate the 

ontology acquisition process. Table 3 shows a coherent analysis of various ontology learning 

techniques applicable to different stages of the ontology learning process. 
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Table 3. Ontology learning techniques in the ontology learning process 

Ontology Learning 
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Moreover, the ontology learning implication is evident in the field of text mining [3.32]. 

[3.42], [3.33], [3.36], [3.37]. The next section presents ontology learning implication in the field 

of text mining that has become an important research area as a result of the explosion of textual 

data on the Web, such as emails, blogs, communities, and discussion boards.  

3.4. Ontology Learning Process in Text Mining 

The traditional Bag-of-Word (BoW) approach that is widely used in the field of text 

mining provides a simplified mathematical model of the text document without considering the 

logical connection between the words and sentences [3.3], [3.26], [3.3], [3.32], [3.59]. The BoW 

approach comprises two major steps described as: (i) implementation of linguistics techniques 

(Section 2.1.1) for the analysis of the grammatical structure of a sentence and (ii) implementation 

of statistical techniques that evaluate the occurrence of words in a text document. BoW prunes 

the infrequent words from the document and chose the words that have high mutual information 

with the target concept [3.55]. The document representation in the BoW approach is based on the 

frequency of the occurrence of a word. In the past, various approaches have been proposed to 

compute occurrence of a word in a document, such as Document Frequency (DF), Inverse 

Document Frequency (IDF), latent semantic indexing, and Information Gain (IG) [3.52], [3.23], 

[3.56]. 

The scientific literature highlights various deficiencies in the BoW approach due to the 

complex inherent nature of unstructured textual data [3.42], [3.7], [3.59], [3.60]. For instance, 

BoW fails to understand the underlying meaning of the textual sentence when a single word is 

ambiguous or out of the context [3.33]. The logic extraction process with the BoW approach 

becomes more complex when a sentence has multi-word expressions, such as synonyms, 

polysemy, and homonymy [3.7], [3.36]. The complexity is due to the fact that BOW approach 
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categorizes textual data without considering the logical connection among words in a sentence 

[3.62]. Therefore, the results based on BoW do not exceed a 55-60% success rate in terms of 

accuracy because of the lack of in-depth understanding of textual data [3.34]. However, 

incorporating ontologies into the traditional BoW approach by utilizing the ontology learning 

process can improve the text mining process and yield better results [3.32], [3.11], [3.9], [3.51]. 

Based on the abovementioned facts, a novel approach was suggested that retrieves the 

semantically relevant information from the multi-sentence sections comprising medical terms 

[3.42], [3.50]. The approach combined ontology using the Semantic Web Rule Language 

(SWRL) that contains semantic interpretation of different medical terms. The result of proposed 

approach indicated that ontology-based approaches have higher precision (76%) than does the 

traditional BoW term-based approach (68%). Punitha et al. presented a novel comparison of 

traditional clustering systems with ontology-based document clustering and demonstrated 

significant improvement in the clustering results [3.37]. Furthermore, Berdnt et al. [3.45] 

suggested a hybrid approach based on the graph measure computation to calculate the term 

importance over an entire ontology and further used the measure in the statistical text mining 

process. The authors used PageRank and HITS algorithms for the term importance measurement 

and claimed consistent improvement and accuracy as compared with using pure statistical 

techniques of text mining [3.45]. Similarly, J.Ma et al. proposed a novel Ontology-based Text 

Mining Method (OTMM) to cluster research proposals based on their similarities in a particular 

research area [3.32]. The OTMM consisted of a set of concepts, axioms, and relationships that 

presents an agreed-upon conceptualization of a particular research topic, which automate the 

process of the categorization of research proposals. The results show significant improvement in 

the clustering of the similar research proposals. Another interesting study was conducted by  
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Lula et al. [3.64]. The authors suggested a clustering-based technique that determines similarity 

between objects based on their relationships and used an ontology schema with agglomerative 

hierarchical clustering algorithm [3.64]. In the proposed technique, every object is presented as: 

(i) object description (object name, relationships between objects) and (ii) category description 

(hierarchal schema, class). The ontology-based clustering technique demonstrated significant 

improvement. An ontology learning-based text mining architecture is presented in Figure 9 that 

incorporates ontology learning into the preprocessing phase of text mining, which organizes the 

text documents into a fix number of predefined categories [3.34], [3.60]. The ontology learning 

process extracts the concepts from the text and stores it into the ontology repository. 

Furthermore, the relevant ontologies are mapped with the texts that are used in different machine 

learning algorithms for the text categorization and provide semantic-based text interpretation to 

the text document. Table 4 summarizes various successful attempts of different researchers to 

use ontologies in the field of text mining. We can observe from the Table 4 that most of the 

existing researchers are emphasizing on implementing the linguistic and statistical techniques in 

ontology-based text mining approach. However, incorporating the semantic-based techniques is 

still an open issue for the future work.    

3.5. Developments in Ontology Learning Techniques 

The ontology learning community is focusing on improving the efficiency of relation 

discovery techniques and the authenticity of ontology learning evaluation approaches. Moreover, 

the learning of ontologies from Web-based textual data and different language formats has also 

been a topic of great interest in the past few years [3.69], [3.70], [3.78], 3.68]. The progress in 

the aforementioned important fields will be presented in the following subsections.  
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Table 4. Ontology-based text-mining (case studies) 

 

Ref. 

Ontology-Based Text Mining 

Ontology 

Techniques 

Source Used 
Linguistic-based Statistical-based 

Semantic-

based 

[3.44] 

Medical 

Ontology 

MeSH 

Tokenization, 

Stemming 

Path-base, Feature-based, 

Information content-based 

similarity measure,  K-

mean Clustering 

- 
PubMed, 

MEDLINE doc 

[3.31] OntoGen 

POS tagging, 

Parsing, removal of 

punctuation, 

stemming 

Conceptual clustering, 

Concept mapping, 

Information Gain 

measures,  Support Vector 

Machine, Decision tree, K-

nearest neighbor, Nave-

Bayes 

Prolog 

JSTOR E-

economic 

Document 

[3.32] 
Research 

Ontology 

Tokenization, 

Syntactic structure 

dependency analysis 

Agglomerative clustering, 

TFIDF, WordNet, LSI,  

Self-Organizing Map 

- Research Papers 

[3.45] 
Ontological 

Network 

Stemming, 

Tokenization, 

Parsing, 

Agglomerative clustering, 

PAGERANK, HITS, 

WordNet, TFIDF,  

Classification, Clustering 

- 

Systematized 

nomenclature of 

medicine clinical 

terms (SNOMED 

CD) 

[3.9] 

Digital 

library  

Ontology 

Syntactic structure 

dependency analysis 

TFIDF, Agglomerative 

clustering 

Inductive 

algorithm, 

Logic 

inference 

system 

Digital Library 

[3.82] 
Agricultural 

Ontology 

Tokenization, 

Stemming 

K-Nearest neighbor,  

Nave-Bayes, Decision tree 

Case-based 

reasoning 

(CBR) 

Agricultural 

Knowledge 

Database 

[3.79] UMLS GENIA POS tagger, 

Multiple Classification 

Ripple Down Rules 

(MCRDR) 

- 

Biomedical 

natural language 

documents 

[3.80] OntoPlus 

Tokenization, Stop-

word removal, 

Stemming 

Co-occurrence analysis - 
Cyc Knowledge 

base 

[3.81] 
Domain 

Ontology 

POS,  Palavras 

parser, 
Decision tree 

Inference 

system, 

Description 

Logic 

Natural Language 

Text Document 
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3.5.1. Ontology Learning Evaluation 

The evaluation process of ontology learning assists users to select the finest ontology that 

suite the user’s requirements. The ontology learning process can be evaluated by utilizing 

various objective measures, such as consistency, accuracy, and completeness [3.69]. Moreover, 

the ontology can be evaluated with respect to specific domain or application areas. For instance, 

in a textual information retrieval system, the main objective of evaluation is to provide a 

document that satisfies user’s queries. Moreover, if the resulting ontology is insufficient for a 

specific application, then the malfunctioning module of ontology learning process should also be 

identified by utilizing ontology learning evaluation methods. In the past few years, ontology 

evaluation methods have been categorized into various groups. The categorization is based 

mainly on the purpose of evaluation [3.70] and kind of ontology [3.69] being evaluated. Various 

evaluation methods are presented in the subsequent text. 

 

Figure 9. Ontology-based text mining 

 

  

Ontology 
engineer 

GUI for 
ontology 

 
  

  

  
  

OL coordination 

  

Ontology 
Repositor

 
    

Basic 
ontologies 

  

Relevant 
ontologies 

  

Required ontologies 

  

HTML 
HTML 

HTML HTML 
HTML 

Web 
documents 

P
re

-p
ro

c
e

s
s
in

g
 

  

S
te

m
m

in
g
 

P
O

S
 t

a
g

g
in

g
 

P
a

rs
in

g
 

Lexical 
 

Text 
documents 

  Term 
extractio

n 

Synony
m 

Conce
pt 

Relationsh
ip 

Categorized 
Documents 

Axiom 

  



69 

 

3.5.1.1. Task-based Approach 

 The task-based evaluation estimates the accuracy of ontologies by considering a specific 

application. For instance, in the case of textual document retrieval, task-based evaluation 

assesses the quantitative and qualitative adequacy of retrieved documents in response to users’ 

queries. Several scientific articles discuss the use of task-based evaluation approach for 

evaluating the ontologies. For instance Christopher et al. [3.69] utilized task-based evaluation to 

assess the performance of a Web search engine by comparing example queries with the actual 

Web search results. Similarly, Clarke et al. [3.70] used the same approach for gene ontology 

evaluation. Every task-based evaluation is unique and designed for a specific application. 

Therefore, no finite set of measures and standardized rules can be defined [3.70].  

3.5.1.2. Corpus-based Approach 

Such approach utilizes domain-specific data source to evaluate the extent to which the 

resulting ontologies cover the corresponding domain. For instance, in the textual information 

retrieval process, the ontology is compared with the basic terminologies associated with a text 

corpus. The text corpus can be considered as a set of facts. The corpus-based approach evaluates 

the resemblance between the set of facts and the patterns that are logically derived from the 

ontologies [3.78].  

3.5.1.3. Expert-based Approach 

 Such evaluation is performed by a team of domain experts who evaluate the ontologies 

based on standards and predefined criteria for a specific domain. However, the adequacy of such 

approach depends on cost, competency, and availability of domain experts [3.78].    
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3.5.1.4. Gold Standard Approach 

 In the gold standard approach, the quality of the ontology is evaluated by comparing the 

ontology with the manually build predefined “gold standard” ontology. The gold standard 

ontology is designed by a single expert or a team of domain experts. A typical gold standard 

evaluation approach comprises three major steps. First, a single expert or a team of domain 

experts manually build the gold standard ontology. Second, some concepts, rules, and relations 

are deliberately removed from the gold standard ontology. Third, the modified ontology is 

augmented with the ontology learning process. The degree to which the ontology learning 

process manages to reconstruct the modified ontology is the measuring criterion for the gold 

standard approach [3.70], [3.78]. 

3.5.1.5. Level-based Approach 

 Due to complex nature of ontologies, fairly good choice is to focus on the evaluation of 

different levels (modules) of ontology rather than evaluating the entire ontology. In the scientific 

literature, different levels of ontologies are described, such as: (i) lexical, (ii) taxonomy, (iii) 

semantic, (iv) context, (v) syntactic, and (vi) architecture. The lexical level presents the 

vocabularies (terms) used to identify the concept in the ontology. Evaluation at the lexical level 

comprises comparison of the terms with the domain-specific text corpora. The taxonomy and 

semantic levels of ontology show the relationship between the terms that makes a concept. The 

ontologies usually are described in a formal language, such as Web Ontology Language (OWL) 

and Resource Description Framework (RDF) [3.77]. The syntactic level of ontology presents the 

syntactic structure, such as keywords of the language. Unlike the rest of the described levels, 

architecture level focuses on decided design principles or criteria that are identified prior to the 

design ontology. An evaluation at the architecture level measures the extent to which the 
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ontology fulfills the predefined design principles [3.77].  Table 5 presents the relationship 

between ontology evaluation approaches and the level-based approach. 

The scientific literature shows that approach: (a), (b), (c), and (e) discussed in 

aforementioned text exhibit considerable improvements in the ontology learning evaluation 

process. However, in the case of large-scale textual data and frequent evaluation process, 

approach (d) is practically the most feasible method [3.76], [3.77]. Nevertheless, the absence of a 

well-founded and standard evaluation model in current gold-standard based evaluation has been 

observed in recent studies [3.76], [3.77].  

Table 5. Overview of approaches to ontology evaluation on different levels 

Level-based Approach 

Ontology Evaluation Approach 

Task-based 

Assessment 

Corpus-

based 

Assessment 

Gold-

Standard 

Expert-

based 

Assessment 

Lexical, data ✓ ✓ ✓ ✓ 

Semantic relations ✓ ✓ ✓ ✓ 

Taxonomy, hierarchy ✓ ✓ ✓ ✓ 

Context (application) ✓ ✓  ✓ 

Syntactic ✓   ✓ 

Architecture, design, structure ✓   ✓ 

 

3.5.2. Ontology Learning from Social Data 

Recently, researchers investigated the importance of the ontology learning process for 

acquiring social data from Web, such as blogs and Wikis. Kotis et al. [3.71] presented two 

techniques for automatically building the ontologies from social data on the Web. Moreover, the 

authors evaluated the proposed ontology learning techniques by utilizing Yahoo! and Google 

query datasets. Similarly, Mika et al. [3.72] proposed an abstract model of semantic social 
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networks termed as “actor concept instance model” that presents a simple graph transformation 

by highlighting ontologies of concepts and social networks of users on the Web. Recently, 

Brisson et al. also augmented corpus-based ontology learning with collaborative tagging 

systems, social networking platforms, and micro-blogging services [3.73].   

The intertwining of ontology learning and large-scale textual data available on the Web is 

a need of the current era. However, the potential growth of Web data will introduce new 

challenges in ontology learning. For instance: (i) the fact that Web data is prone to spelling errors 

and grammatical errors in the text, possibly leading to build incorrect ontologies, (ii) the issue of  

authority and validity of contents available on the Web for ontology building process, and (iii) 

the representation of  ontologies as a language-independent construct on the Web. 

3.6. Current Issues and Future Directions and for Ontology Learning in Text Mining 

Based on the preceding discussion, we can conclude that ontologies are becoming an 

important factor for semantic information annotation from textual data. However, the ontology 

learning process still faces issues and challenges that need to be addressed. These issues are 

outlined below and in our opinion the most important directions for future work in the field of 

ontology learning. 

a. Fully automated ontology learning systems: Construction of fully-automated ontologies from 

text is still not feasible. Ontology represents the conceptualization of a specific domain.  

Human validation and consensus are always required for the construction of ontology. An 

automated ontology learning system would eliminate the need for human intervention during 

the construction process, which currently creates significant difficulties in reaching a 

consensus regarding the concepts, definitions, and relations used [3.48], [3.54]. This direction 
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requires more research in order to provide viable solutions for an automated ontology learning 

system. 

b. Ontology learning evaluation: Evaluation is an important issue in the ontology learning 

process. Various ontology evaluation techniques have been discussed in Section 4.1. 

However, the majority of such evaluation techniques are either domain specific or application 

specific. Evaluation of ontology is critical because of the absence of standard rules that can 

apply to all ontologies associated with the textual data. Moreover, designing a formal method 

for evaluating the ontology learning process is still an open problem [3.12], [3.39], [3.48], 

[3.66]. Furthermore, standard benchmarks are required for evaluating ontologies from 

dynamic domain areas [3.12]. 

c. Portability of domain ontologies across different platforms: Researchers have focused on 

building domain ontologies that rely solely on the language-dependent domain-specific 

environment. Integration of information from different languages can improve the outcomes 

of the ontology learning process. However, portability across multilingual platforms and 

mapping of such ontologies into different domain ontologies are still open issues for future 

research. Moreover, incorporating new changes in existing ontologies and mapping new 

ontologies with the existing ones are still challenging issues for researchers. 

Ontology learning in text mining can clearly benefit from the automation of the ontology 

building process from text by utilizing formal evaluation methods and mapping portable 

ontologies via multilingual platforms. Moreover, a closer look into previous research related to 

the ontology learning process revealed some additional consensus that requires more attention. 

The main observations are that: (i) because of the availability of multiple conflicting or 

complementing ontologies, standard methods are required to determine the correspondence 
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between the relations, terms, and concepts in different ontologies, (ii) scalability and robustness 

issues in Web-scale ontology learning process should also be emphasized, and (iii) ontology 

maintenance is an important open issue. The ontologies related to a specific domain area 

dynamically evolve over time. Therefore, the ontologies need to be updated and maintained 

periodically. Reusing and reformulating the existing ontology instead of building an entire 

ontology from scratch can be an attractive research project for future researchers. All the above 

mentioned research directions raise many challenging issues which are still open problems to be 

solved in the future. 

3.7. Conclusions 

Despite extensive research in the field of text mining, semantic-based interpretation of 

unstructured text remains a challenging problem because of the complex nature of textual data. 

Ontologies can represent efficient textual realization of a domain by utilizing background 

hierarchical knowledge that is based on meaningful associations between the concepts and 

objects in the textual documents. Moreover, the ontology-based text interpretation can improve 

the text mining approach and can yield better results compared with traditional text mining 

approaches, such as BoW. However, ontology building is a challenging task that currently 

requires human intervention and iterative processes for design, implementation, and evaluation. 

Therefore, semi-automatic approaches are becoming available that may ease this burden. This 

survey presents a comprehensive review of linguistic, statistical, and semantic-based ontology 

learning techniques. Moreover, the survey describes the implication of ontology learning 

techniques on different ontology learning process modules, such as term, concept, and axiom. 

Furthermore, the discussion presents the ontology-based text mining architecture as an example 

of ontology learning implication into the field of text mining, the most promising research area 
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for logical interpretation of the text corpora. The survey also reviews the major issues and 

challenges in the ontology learning process, such as fully automated ontology learning systems, 

ontology learning evaluation, and portability of domain ontologies across different platforms.  
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4. MOBICONTEXT: A CONTEXT-AWARE CLOUD-BASED RECOMMENDATIONS 

FRAMEWORK 

4.1. Abstract 

In recent years, recommendation systems have seen significant evolution in the field of 

knowledge engineering. Most of the existing recommendation systems based their models on 

collaborative filtering approaches that make them simple to implement. However, performance 

of most of the existing collaborative filtering-based recommendation system suffers due to the 

challenges, such as: (a) cold start, (b) data sparseness, and (c) scalability. Moreover, 

recommendation problem is often characterized by the presence of many conflicting objectives 

or decision variables, such as users’ preferences and venue closeness. In this paper, we proposed 

MobiContext, a cloud-based Bi-Objective Recommendation Framework (BORF) for mobile 

social networks. The MobiContext utilizes multi-objective optimization techniques to generate 

personalized recommendations. To address the issues pertaining to cold start and data sparseness, 

the BORF performs data preprocessing by using the Hub-Average (HA) inference model. 

Moreover, the Weighted Sum Approach (WSA) is implemented for scalar optimization and an 

evolutionary algorithm (NSGA-II) is applied for vector optimization to provide optimal 

suggestions to the users about a venue. The results of comprehensive experiments on a large-

scale real dataset confirm the accuracy of the proposed recommendation framework. 

4.2. Introduction 

The ongoing rapid expansion of the Internet and easy availability of numerous e-

commerce and social networks services, such as Amazon, Foursquare, and Gowalla, have 

resulted in the sheer volume of data collected by the service providers on daily basis. The 

continuous accumulation of massive volumes of data has shifted the focus of research 
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community from the basic information retrieval problem to the filtering of pertinent information 

[1], thereby making it more relevant and personalized to user’s query. Therefore, most research 

is now directed towards the designing of more intelligent and autonomous information retrieval 

systems, known as Recommendation Systems. 

4.2.1. Research Motivation 

Recommendation systems are increasingly emerging as an integral component of e-

business applications [4.1]. For instance, the integrated recommendation system of Amazon 

provides customers with personalized recommendations for various items of interest. 

Recommendation systems utilize various knowledge discovery techniques on a user’s historical 

data and current context to recommend products and services that best match the user’s 

preferences.  

In recent years, emergence of numerous mobile social networking services, such as, 

Facebook and Google Latitude has significantly gained the attraction of a large number of 

subscribers [4.2], [4.6]. A mobile social networking service allows a user to perform a “check-

in” that is a small feedback about the place visited by the user [4.2], [4.3], [4.22]. Large number 

of check-ins on daily bases results in the accumulation of massive volumes of data. Based on the 

data stored by such services, several Venue-based Recommendation Systems (VRS) were 

developed [4.1]–[4.4]. Such systems are designed to perform recommendation of venues to users 

that most closely match with users’ preferences. Despite having very promising features, the 

VRS suffer with numerous limitations and challenges. A major research challenge for such 

systems is to process data at the real-time and extract preferred venues from a massively huge 

and diverse dataset of users’ historical check-ins [4.1], [4.3], [4.4]. Further complexity to the 

problem is added by also taking into the account the real-time contextual information, such as: 
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(a) venue selection based on user’s personal preferences and (b) venue closeness based on 

geographic information. 

4.2.2. Research Problem 

In scientific literature, several works, such as [4.1]–[4.6], and [4.10] have applied 

Collaborative Filtering (CF) to the recommendation problem in VRS. The CF-based approaches 

in VRS tend to generate recommendations based on the similarity in actions and routines of users 

[4.3], [4.2], [4.5]. However, despite being less complicated, most CF-based recommendation 

techniques suffer from several limitations that make them less ideal choice in many real-life 

practical applications [4.2]. The following are the most common factors that affect the 

performance of many existing CF-based recommendation systems: 

a. Cold start. The cold start problem occurs when a recommendation system has to suggest 

venues to the user that is newer to the system [4.3]. Insufficient check-ins for the new user 

results in zero similarity value that degrades the performance of the recommendation system 

[4.2]. The only way for the system to provide recommendation in such scenario is to wait for 

sufficient check-ins by the user at different venues. 

b. Data sparseness. Many existing recommendation systems suffer from data sparseness 

problem that occurs when users have visited only a limited number of venues [4.4]. This 

results into a sparsely filled user-to-venue check-in matrix. The sparseness of such matrix 

creates difficulty in finding sufficient reliable similar users to generate good quality 

recommendation. 

c. Scalability. Majority of traditional recommendation systems suffer from scalability issues. 

The fast and dynamic expansion of number of users causes recommender system to parse 

millions of check-in records to find the set of similar users. Some of the recommendation 
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systems [4.3], [4.4], [4.24] employ data mining and machine learning techniques to reduce 

the dataset size. However, there is an inherent tradeoff between reduced dataset size and 

recommendation quality [4.1]. 

The immediate effect of the abovementioned issues is the degradation in performance of 

most of the CF-based recommendation systems. Therefore, it is not adequate to rely solely on 

simplistic but memory-intensive CF approach to generate recommendations. 

4.2.3. Methods and Contributions 

In this paper, we propose MobiContext, a cloud-based Bi-Objective Recommendation 

Framework (BORF) that overcomes the limitations exhibited by CF-based approaches. To 

address the cold start issues, our framework utilizes the Hub-Average (HA) inference model 

[4.16] that maintains a pre-computed list of most popular venues in a user’s current vicinity. To 

address data sparseness caused by zero values of similarities, we utilize a metric known as 

confidence measure that is combined with similarity computations to improve the 

recommendation quality. The confidence measure defines the conditional probability that two 

users will show interest in the same set of venues. More precisely, the confidence measure can be 

expressed as the ratio of the  number of venues visited by both users together to the  number of 

venues visited by any one of the two [4.6]. 

To improve scalability performance, the proposed cloud-based framework follows 

Software as a Service (SaaS) approach by utilizing a modular service architecture. The primary 

advantage of this approach is that the proposed framework can scale on demand as additional 

virtual machines are created and deployed. 

We adopt a bi-objective optimization approach that considers the two primary objectives: 

(a) venue preference and (b) location closeness. Venue preference determines how much the 
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venue meets the criteria of user’s interests, whereas venue closeness indicates how closely a 

desired venue is located relative to a user’s location. The proposed cloud-based MobiContext 

BORF generates optimized recommendations by simultaneously considering the trade-offs 

between the aforementioned objectives. In summary, the contributions of our work are as 

follows.  

a. We propose a cloud-based framework consisting of bi-objective optimization methods named 

as CF-BORF and greedy-BORF. The GA-BORF is also proposed that utilize evolutionary 

algorithm (NSGA-II) to suggest optimal venues recommendations.  

b. To address the issues pertaining to data sparseness and cold start, we formulate confidence 

measure with similarity computation. We introduce a pre-processing phase that performs data 

refinement using HA.   

c. We perform extensive experiments on our internal OpenNebula cloud setup running on 96 

core Supermicro SuperServer SYS-7047GR-TRF systems. The experiments were conducted 

on real-world “Gowalla” dataset [4.4].  

To the best of our knowledge this is the first work to incorporate the bi-objective 

optimization techniques into VRS. The rest of the paper is organized as follows. Section 2 

presents the system overview. In Section 3, we discuss the proposed BORF framework. Section 

4 presents the complexity analysis of the proposed framework. In Section 5, we present the 

performance evaluation with simulation results. The related work is reviewed in Section 6, and 

Section 7 concludes the paper. 

4.3. System Overview 

Most of the existing recommendation systems utilize centralized architectures [4.3], [4.4], 

[4.5], [4.7] that are not scalable enough to process large volume of geographically distributed 
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data. The centralize architecture for venue recommendations must consider users’ preferences, 

check-in history, and social context simultaneously to generate optimal venue recommendations. 

Therefore, to address the scalability issue, in the subsequent text we introduce the decentralized 

cloud-based MobContext BORF approach.  

 

Figure 10. Top level architecture of the cloud-based MobiContext BORF framework 

4.3.1. Major Components  

As reflected in Figure 10, the MobiContext framework maintains records of user’s 

profiles for each geographical region distributed on the basis of cities. The arrows from users to 
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venue at lower right of Figure 10 indicate the number of check-ins performed by each user at 

various venues. A user’s profiled consists of the user’s identification, venues location visited by 

the user, types of venues, and time of check-in at a venue. On top of user’s profiles, the ranking 

module performs functionality during the pre-processing phase of data refinement. The ranking 

module applies HA inference model on users’ profiles to assign ranking to the set of users and 

venues based on mutual reinforcement relationships [4.16]. The idea is to extract a set of popular 

venues and expert users. We call a venue as popular, if it is visited by many expert users, and a 

user is expert if (s)he has visited many popular venues [4.15], [4.16].  The users and venues that 

have very low scores are pruned from the dataset during pre-processing phase to reduce the 

online computation time.  

 

Figure 11. MobiContext cloud-based services mapping 

The mapping module computes similarity graphs among expert users for a given region 

during pre-processing phase. The purpose of similarity graph computation is to generate a 

network of like-minded people who share the similar preferences for various venues they visit in 
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a geographical region. Such a network can be useful for generating collaborative 

recommendation for the other users. The mapping module also computes venue closeness based 

on geographical distance between the current user and popular venues. The purpose of 

calculating venue closeness is to suggest venues that are located in the closer vicinity of the 

user’s current location.   

At left side of Figure 10 is the recommendation module that runs a service to receive 

recommendation queries from users. A user’s request consists of:  (a) current context (such as, 

GPS location of user, time, and region), (b) venue type (e.g., restaurant, shopping mall, and gas 

station), and (c) a bounded region surrounding the user from where the top N venues will be 

selected for the current user. Where N is the user defined parameter [4.7], [4.4], [4.3]. The 

recommendation service passes the user’s query to optimization module that utilizes scalar and 

vector optimization techniques to generate an optimal set of venues [4.13], [4.14], [4.20]. The 

detailed description of the aforementioned optimization techniques are presented in Section 3.2. 

The scalar optimization technique utilizes the CF-based approach and greedy heuristics to 

generate user preferred recommendations. The vector optimization technique, namely GA-

BORF, employs evolutionary algorithms, such as Non-dominated Sorting Genetic algorithm 

(NSGA-II) to produce recommendations. The venues at the top of the recommended list will be 

the ones that most satisfy the users’ preferences. 

4.3.2. MobiContext Cloud-based Services 

As reflected in Figure 11, the proposed framework utilizes the SaaS layer of cloud stack 

to provide real-time personalized recommendations to a user. Users interact with the 

recommendation framework using mobile devices without requiring significant knowledge about 

the underlying details of the cloud architecture. The proposed cloud-based MobiContext 
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framework defines the Service Level Agreement (SLA) as a user’s satisfaction level with a 

recommended venue. To maintain the desirable level of SLA, the framework is designed to 

recommend only those venues to a given user that are most closely matching with the user’s taste 

as well as are at shortest distance from the user. Moreover, the cloud-based architecture allows 

the MobiContext framework to scale on runtime. Additional virtual machine can be easily 

deployed to handle high demand from the user.  

Table 6. Notations and their meanings 

Symbols Meaning 
 

𝑟𝑖,𝑣. 𝑟𝑗,𝑣 Number of check-in at venue v performed by the user 
i and j  

𝑚𝑐 Venue check-in matrix m 

V Set of all venues 

𝐸 Set of expert user in a region 

𝜕 Total number of popular venues checked-in by expert 
users 

S Set of venues visited by expert user e but not visited by 
the current user c 

 𝑝𝑣  Popular venues 

 𝑠𝑒 Similarity value of an expert user e and current user c. 

𝑣𝑐 Venues closeness 

𝑟�̅� Average number of check-ins of an active user u 

𝑠𝑟(𝑖, 𝑗) Similarity matrix of user i and j 

𝑠𝑐(𝑢𝑖 , 𝑣𝑗) Proximity matrix of user 𝒖𝑖 and venue 𝒗𝒋 

𝑓1(𝑖𝑐) Fitness function 1 of individual 𝒊𝒄 
𝑓2(𝑖𝑐) Fitness function 2 of individual 𝒊𝒄 

 

 

4.4. Mobicontext Recommendation Framework 

In this section, we discuss in detail the functionality of the proposed MobiContext 

framework. The most frequently used acronyms in this paper are listed in Table 6. In terms of 

functionality, MobiContext framework has two main phases: (a) a pre-processing phase and (b) a 
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recommendation phase. The detailed description of the above mentioned phases is presented in 

the following subsequent sections.  

4.4.1. Pre-processing Phase 

The pre-processing is performed offline and is further divided into two phases: (a) 

ranking phase and (b) mapping phase, as described in the following subsections. 

4.4.1.1. Ranking Module 

The HA inference model is applied on users’ profiles to compute ranking for users and 

venues. The higher ranked venues and users are known as popular venues and expert users, 

respectively. To compute the expert users’ and popular venues’ scores for a region R, the 

framework will generates region-wise user-to-venue check-in matrix denoted by〖 M〗_c. Let 

[p_v] and 〖[e〗_u] represent score matrices for a popular venue and an expert user, 

respectively, for a  region R. The following formulas compute the score for popular venues and 

expert users: 

𝑝𝑣 = 𝑀𝑐
𝑇 × 𝑒𝑢. (4.1) 

𝑒𝑢 = 𝑀𝑐 × 𝑝𝑣 ×
1

𝜕
. (4.2) 

If we use 𝒑𝒗
<𝒏> and 𝒆𝒖

<𝒏> to represent the scores of popular venues and expert users at nth 

iteration, then the following equations generate the score of popular venues and expert users 

iteratively. 

𝑝𝑣
<𝑛> = (𝑀𝑐

𝑇  ×  𝑀𝑐) × 𝑝𝑣
<𝑛−1>. (4.3) 

𝑒𝑢
<𝑛> = (𝑀𝑐 × 𝑀𝑐

𝑇) × 𝑒𝑢
<𝑛−1> . (4.4) 

The purpose of using HA method is to generate a subset of users, who have visited 

popular venues, and a subset of venues that are frequently visited by expert users.  
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4.4.1.2. Mapping Module 

The mapping phase computes the similarity among the expert users (that were generated 

by the ranking phase) using Pearson Correlation Coefficient (PCC). The PCC is widely used in 

recommendation systems to generate similarity graphs among users [4.4], [4.15], [4.16], [4.17], 

[4.19]. The graph constructed in the mapping phase will be made available for online 

recommendations. 

The value of the PCC ranges between -1 and +1, where the value close to 1 indicates the 

higher degree of similarity exists between two users. If the value of PCC is zero or less than zero, 

then this means the preferences of two users (i and j) do not match. The PCC is computed by 

using the following formula. 

𝑠𝑟(𝑖, 𝑗) =

∑ (𝑟𝑖𝑣 − 𝑟�̅�)(𝑟𝑗𝑣 − 𝑟�̅�)𝑣𝜖𝑆𝑖𝑗

√∑ (𝑟𝑖𝑣 − 𝑟�̅�)2∑ (𝑟𝑗𝑣 − 𝑟�̅�)
2

𝑣𝜖𝑆𝑖𝑗𝑣𝜖𝑆𝑖𝑗

,
 

where  

𝑆𝑖𝑗 = {𝑣𝜖𝑉|𝑟𝑖𝑣 ≠ 0 ∧ 𝑟𝑗𝑣 ≠ 0}. 

(4.5) 

In (4.5), the similarity between two experts i and j is calculated only those venues that are 

visited by both the users. 

The similarity calculation in (4.5) results into a very sparse similarity graph because, 

majority of the venues are not visited by either of the two users. To address the data sparseness 

problem, we augment the similarity computation with the confidence measure. The confidence 

measure can be interpreted as a conditional probability that a venue visited by a one user is also 

visited by the other user in the dataset. The following equation is utilized to calculate the weight 

of an edge between two users. 
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𝜔𝑖𝑗 =

{
 
 

 
 

𝑠𝑟(𝑖, 𝑗),                𝑖𝑓 𝑠𝑟(𝑖, 𝑗) > 0

                        otherwise

𝑃(𝑟𝑖|𝑟𝑗) ×
1

1 + ∑ |𝑟𝑖𝑣 − 𝑟𝑗𝑣|𝑣𝜖𝑉𝑗

   . 𝑃[𝑟𝑗] ≠ 0,

 (4.6) 

where, the parameter V_j is the set of venues checked-in by the user j. The parameter 

P(r_i│r_j )=P[r_i∩r_j ]/P[r_j]  is the likelihood ratio that both the user may visit the similar set 

of venues in future. The additional sum factor in denominator is used to keep value of probability 

lower than similarity so that the preference must be given to the positive values of similarity. 

Moreover, in (4.6), if the similarity value is greater than 0, then this value is assigned as an edge 

weight of the similarity graph. However, when the similarity value is less than zero, then we 

consider the lower term of (4.6) to assign the edge weight. This implies that an edge is always 

assigned a non-zero weight that results in the reduction of data sparseness.   

The mapping phase also computes the geographical distance of the active user from the 

popular venues [4.23], [4.24]. The geospatial information about active users and venues are 

presented as GPS coordinates. Therefore, we utilize Harversine model to compute the user-to-

venue distance as follows [4.13] 

d=Rc, (4.7) 

In (4.7), the parameter c is the angular distance in radian between current user and venue 

geospatial location. The parameter R is earth’s radius. We use a simple transformation function 

s_c (u_i,v_j ) to calculate the user-to-venue geographical closeness by taking invers of the 

distance d. The region-wise similarity graph of experienced users and location closeness of 

popular venues are stored in the database for later online recommendation phase. 
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4.4.2. Recommendation Module  

The recommendation module utilizes bi-objective optimization to generate an optimized 

list of venues. Suppose an active user A is interested in venue type T that must be located closest 

to the current location of the active user within a specific region R. In such a scenario, the active 

user requires the best preferred venues as well as the closest venues from the user’s current 

location. To meet both the aforementioned objectives, we utilize bi-objective optimization in the 

proposed MobiContext recommendation framework [4.14], [4.8]. The optimization module (see 

Figure 10) simultaneously maximizes the following two objectives: (a) popular venues and (b) 

venues’ closeness that can be stated as: 

𝑚𝑎𝑥  𝑓(𝑜𝑖) ∀ 𝑜𝑖 ∈ { 𝑝𝑣, 𝑣𝑐  }.          (4.8) 

In (4.8), the parameter f(o_i) represents the maximized objective function, in terms of 

popular venues visited by expert users (〖 p〗_v)  and venue closeness(v_c ). 

In the subsequent subsection, we discuss in detail the two popular approaches termed as: 

(a) scalar optimization and (b) vector optimization to address the bi-objective optimization in the 

MobiContext framework system [4.14], [4.15], [4.19], [4.20], [4.21].  

4.4.2.1. Scalar Optimization 

In scalar optimization Majority of the classical methods, such as weighted sum and 

adapted-weighted sum are used to transform multiple objectives into a single aggregate function 

[4.14]. The aforementioned transformation in BORF is performed using two phases: (a) 

multiplying each objective function with weights and (b) summing up all the weights and 

objective functions to generate a single optimal suggestion for a venue. The process of the 
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abovementioned phases will generate the top-N optimized venue recommendations. The 

weighted sum approach for BORF can be presented as follows. 

𝑓(𝑢) =  ∑𝛼𝑖

𝑛

𝑖=1

 × 𝑓𝑖(𝑢), (4.9) 

In scalar optimization technique, the multiple objectives are transformed into a single-

objective aggregate function [4.15].  

In (4.9), the function f(u) is the aggregated objective function, the parameter α_i  is the 

weight that determines the significance of n number of objective functions [4.14], [4.20]. In our 

scenario, there are two objective functions, termed as preferred venue and venue closeness. The 

weights for preferred venue and venue closeness are formulated in the subsequent text. 

4.4.2.1.1. Ccollaborative Filtering-BORF Approach 

The proposed CF-BORF utilizes a variant of the CF approach and employs the weighted 

sum method to implement scalar optimization.  The Algorithm 1 illustrates the proposed CF-

based approach. 

a. Initialization (Line 1): 

The algorithm takes the input parameters: (a) active user identification that generates a 

recommendation query and (b) geographical region where the active user is currently located. 

Here, active user is the current user connected with the system. 

b. Aggregate utility function construction (Line 2–Line 7): 

The function computsimset( ) computes the edge weights of the active user with the 

expert users by utilizing the similarity formula described in (4.5). In Line 5, the function 

computsimD( ) collects the venues of those expert users that are in the closest proximity of the 

active user. The aggregate similarity of the active user with the neighbor users is computed in the 
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Line 6 by utilizing function computeagg( ). The computation of aggregated similarity is 

performed using the following equation: 

𝑠𝑎𝑔𝑔 = 
𝜏

𝜏 + 𝛾
 × 𝑠𝑟(𝑖, 𝑗) + 

𝛾

𝜏 + 𝛾
× 𝑠𝑐(𝑢𝑖, 𝑣𝑗), 

where       𝜏 =  
𝑠𝑟 (𝑖, 𝑗)

∑ 𝑠𝑟
𝑛
𝑘=1 (𝑖, 𝑗𝑘)

, 

and      𝛾 =  
𝑠𝑐 (𝑢𝑖 , 𝑣𝑗)

∑ 𝑠𝑐
𝑛
𝑘=1 (𝑢𝑖 , 𝑣𝑘)

, 

𝑠. 𝑡:  ∑ 𝑠𝑟

𝑛

𝑘=1

 (𝑢𝑖, 𝑗𝑘) and ∑ 𝑠𝑐

𝑛

𝑘=1

 (𝑢𝑖, 𝑣𝑘) ≠ 0. 

(4.10) 

In (4.10), the parameter s_agg indicates the overall aggregated similarity with respect to 

preferred venues and user-to-venue closeness. The user’s similarity in terms of preferences is 

scaled by the average of user’s similarity in a specific region by utilizing parameters γ. The user-

to-venue closeness is scaled by the average of user-to-venue closeness by utilizing the parameter.  

c. Recommendation module (Line 8–Line 9):  

On completion of the N number of iterations, the algorithm generates the top-N 

venues for the user by applying the CF-based recommendation formula stated as follows. 
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Algorithm 1. CF-BORF-based venue selection 

Input: Current User: c, region: R 

Output:  𝑇𝑜𝑝𝑟𝑒𝑐= A set 𝑆′ of top-N venues.  

Definitions, 𝑉𝑒= set of venues visited by expert user e, 𝑁𝑐= set of recommended 

venues, lc=location of current user c, 𝑉𝑐 = set of venues visited by current user. 

 𝑆𝑟 = set of expert user similar with the current user c, 𝑠𝑑 = closeness measure of 

the expert user e with the location of current user c. 

1: 𝑁𝑐 ←  ∅; 𝑠𝑎𝑔𝑔 ←  ∅;  

2:   𝑆𝑟 ← 𝑐𝑜𝑚𝑝𝑢𝑡𝑠𝑖𝑚𝑠𝑒𝑡 (c, E) 

3: for 𝑒𝑎𝑐ℎ 𝑒 ∈ 𝑆𝑟 do 

4:      S ←  {𝑣: 𝑉𝑒|𝑣 ∉ 𝑉𝑐}  

 5:     𝑠𝑑 ← 𝑚𝑎𝑥(𝑐𝑜𝑚𝑝𝑢𝑡𝑠𝑖𝑚𝐷(𝑙𝑐, S)) 

6:       𝑠𝑎𝑔𝑔[e] ← 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑎𝑔𝑔( 𝑠𝑒 , 𝑠𝑑 ) 

7:   end for  

8:  𝑁𝑐 ← 𝑐𝑜𝑚𝑝𝑢𝑡𝑅𝑒𝑐(c, 𝑠𝑎𝑔𝑔) 

9:  𝑇𝑜𝑝𝑟𝑒𝑐 ← 𝑠𝑜𝑟𝑡 (𝑁𝑐) 

 

Algorithm generates the top-N venues for the user by applying the CF-based 

recommendation formula stated as follows. 

4.4.2.1.2. Greedy-BORF Approach 

 

Figure 12. Active user’s similarity graph with the experienced users 

𝑟𝑐𝑟  =  𝑟�̅� + ∑ 𝑠𝑎𝑔𝑔(𝑒, 𝑐)𝑒∈𝑆𝑟 × (𝑟𝑒𝑣 − 𝑟�̅�), (4.11) 
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In this subsection, greedy-BORF approach is presented that generates a set of top-N 

venue recommendations on a graph of the experienced users. As a first step, the graph of 

experienced users under a specific region will be retrieved from the dataset. The similarity of the 

active user will be computed with all of the nodes in the graph using (4.4). New links will be 

created between the active user and expert users such that their similarity with the active user is 

greater than zero. The weights of the links are assigned according to the similarity between 

active user and the expert users. We now refer the experienced users as neighbor nodes. By 

setting the active user as the root node, immediate neighbors of the active user will be placed at 

an edge distance of one (δ_sj=1). Moreover, we select the next active user node among the 

neighbor nodes as the one that has: (a) maximum weight and (b) maximum number of venues 

that can be recommended. The neighbor nodes of the newly selected active node will be assigned 

an edge distance of two (δ_sj=2). The process continues until the entire graph is traversed or the 

count of the venues collected from neighbors reaches the value N. Suppose we want to 

recommend ten venues to the active user. The entries in the table are the check-ins performed by 

the experienced users at the particular venue as indicated in Table 7 and Figure 12. On the 

execution of Line 6- Line 10, the venues of the neighbor nodes are collected. The number of 

venues collected from each neighbor nodes are e3(1), e7(3), and e2(2). The weight of the edge 

between root node (c) and e3 is greater than root node and e7. However, e3 has less number of 

venues that can be recommended. We get the following values for each of the neighbor: 

e_3[0.9×1×(1/10) = 0.09], e_7[0.7×1×(3/10) = 0.21], and e_2[0.3×1×(2/10) = 0.06]. Therefore, 

on the execution of Line 14, the node e7 will be selected for next level traversal. Line 6- Line 10 

will be executed again and the venues collected from the experienced users will be e_1 (0),  e_8 

(2), and e_5 (3). On the execution of the Line 14 following values will be collected: 
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e_8[0.8×(1/2)×(2/10)=0.08] and e_5[0.5×(1/2)×(3/10) = 0.075]. Therefore, e_8 will be selected 

for next level traversal in the graph. As the  Line 6-Line 10 are again executed, the venues 

collected from the neighbors are e_4 (3).The node e_4 does not have any further neighbors. 

Therefore, the condition of the Line 15 will become true and the execution continues to generate 

the ranking of the venues on Line 22.  Algorithm 2 illustrates the step-by step procedure of the 

greedy-BORF approach for online recommendations. 

Table 7. Number of times required venues are visited by each expert user and total check-ins at 

the venues 

 Table 8 (4.2 

 

 𝒗𝟏 𝒗𝟑 𝒗𝟒 𝒗𝟕 𝒗𝟏𝟏 𝒗𝟏𝟐 𝒗𝟐𝟐 𝒗𝟐𝟓 𝒗𝟒𝟒 𝒗𝟒𝟓 𝓩𝒋 

𝒆𝟏 - - - - - - - - - - 0 

𝒆𝟐 1 - - - - - - - 8 - 2 

𝒆𝟑 - 7 - - - - - - - - 1 

𝒆𝟒 53 3 - 9 - - - - - - 3 

𝒆𝟓 - 27 13 45 - - - - - - 3 

𝒆𝟔 - - - - - - - 41 - 29 2 

𝒆𝟕 - - 15 - - 12 16 - - - 3 

𝒆𝟖 - - - - 13 - 20 - - - 2 

 

a. Initializations (Line 1–Line 4):  

The identification of the active user, type of venues to be recommended for active 

user, and geographical region of active users are taken as the input of the Algorithm 2. 

In the Line 2, the similarity graph of the experienced users is retrieved. In Line 3, 

only those neighbors of active user are selected from the graph that has non-zero similarity 

computation with the active user. In Line 4, the current user node is stored in the list known 

as visitedlist.   
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b. Iterative solution construction (Line 5–Line 22):  

In the Line 5, the neighbor nodes (K_a) are sorted in the descending order based on 

the similarity that is further multiplied by the 1/edge distance between the active user and 

neighboring node.  

Only those venues are selected from the neighboring nodes that were not previously 

visited by the active user (Line 7).The selected venues are appended in the matrix M. The 

visited neighbor is stored in the visitedlist (Line 6–Line 10).   

If at Line 11, the venue count in the matrix M is greater than the required number of 

venues N, then the control jumps to Line 22 that computes the geographical distances of the 

venues in the matrix M from the root node (active user).  

c. Aggregate venues provided by the best nodes (Line 23): 

The venues are ranked and sorted in the descending order to generate top-N venues to 

be recommended to the active user. The following equation is used to rank the venues. 

In (4.11), x is the venue to be ranked, the parameter c is the active user node, and r_ex 

is the number of check-ins performed by the expert user e at venue x. The parameter w(c,e) 

represents the weight of the link in the similarity graph between the root node c and the 

expert user e. The parameters d(c,x) represents 1/geographical distance between the root 

node c and the venue x. 

4.4.2.2. Vector Optimization  

In vector optimization technique, each objective function is presented as a vector. The 

vector-based approach optimizes all objectives simultaneously in such a manner that a solution 

cannot improve in one objective without deteriorating the other objective [4.9], [4.14], [4.15]. 

We design bi-objective vector optimization method termed as GA-BORF by utilizing 
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evolutionary algorithm (Non-dominated Sorting Genetic Algorithm (NSGA-II)). We selected 

NSGA-II it proved to be efficient in solving multi-objective optimization problems [4.19], 

[4.21]. The detailed description of the algorithm is presented below.  

Algorithm 2. NSGA-II based venue selection 

Input:  R:  set of recommendations. 

Output: top-N Recommendations based on bi-objective optimization. 

Definitions:  Pop= set of population, Epop= set of population after evaluation, gen= 

number of generations,  𝑄𝑡 = Set of top-N optimized recommended venues, 𝑝𝑠𝑖𝑧𝑒= 

total size of population. 

1:   𝑝𝑎𝑟𝑒𝑛𝑡𝑠 ← 0 ;  𝑓𝐿 ← 0; 
2:   𝑃𝑜𝑝 ← 𝑟𝑎𝑛𝑑𝑝𝑜𝑝 (𝑝𝑠𝑖𝑧𝑒, 𝑅) 

3:   𝐸𝑝𝑜𝑝 ← 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒 (𝑃𝑜𝑝) 
4:   𝑃𝑃 ← 𝑛𝑜𝑛𝑑𝑜𝑚𝑖𝑛𝑠𝑜𝑟𝑡 ( 𝐸𝑝𝑜𝑝) 

5:   𝑆 ← 𝑠𝑒𝑙𝑒𝑐𝑡𝑃𝑎𝑟𝑒𝑛𝑡 (𝑃𝑃,  𝑝𝑠𝑖𝑧𝑒) 
6:   𝑄𝑡 ← 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟𝑀𝑢𝑡 (𝑆,  𝑝𝑐𝑟𝑜𝑠,  𝑝𝑚𝑢𝑡) 

7:   while (𝑔𝑒𝑛 ≤ 𝑚𝑎𝑥 -gen) 

8:       𝐶𝐶 ← 𝑒𝑣𝑎𝑙𝑢𝑡𝑒 (𝑄𝑡 ) 
9:        𝑅𝑡 ← 𝑃𝑃 ∪ 𝑄𝑡 

10:      𝐹 ← 𝑛𝑜𝑛𝑑𝑜𝑚𝑖𝑛𝑠𝑜𝑟𝑡 ( 𝑅𝑡) 

11:   for 𝑒𝑎𝑐ℎ 𝑓𝑖 ∈ 𝐹 do 

12:           𝐶𝐷𝐴 ← 𝑐𝑑𝑎 (𝑓𝑖 ) 
13:   if 𝑠𝑖𝑧𝑒(𝑝𝑎𝑟𝑒𝑛𝑡) >  𝑝𝑠𝑖𝑧𝑒 

14:       𝑓𝐿 ← 𝑖 
15:   else 

16:       𝑝𝑎𝑟𝑒𝑛𝑡𝑠 ← 𝑝𝑎𝑟𝑒𝑛𝑡𝑠 ∪ 𝑓𝑖   
17:  end if 

18:   end for  

19:   if 𝑠𝑖𝑧𝑒 (𝑝𝑎𝑟𝑒𝑛𝑡𝑠) < 𝑝𝑠𝑖𝑧𝑒  

20:           𝑓𝐿 ← 𝑐𝑐𝑓 (𝑓𝐿 ) 

21:  𝑝𝑎𝑟𝑒𝑛𝑡𝑠 ← 𝑝𝑎𝑟𝑒𝑛𝑡𝑠 ∪ 𝑓𝐿  

22:   end if  

23:       𝑆 ← 𝑠𝑒𝑙𝑒𝑐𝑡𝑃𝑎𝑟𝑒𝑛𝑡(𝑝𝑎𝑟𝑒𝑛𝑡, 𝑝𝑠𝑖𝑧𝑒) 
24:       𝑝𝑜𝑝 ← 𝑄𝑡 

25:       𝑄𝑡 ←  𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟𝑀𝑢𝑡 (𝑆,  𝑝𝑐𝑟𝑜𝑠,  𝑝𝑚𝑢𝑡) 
26:   end while 

27:   return 𝑄𝑡 
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Figure 13. Set of maximized solutions in bi-objective space 

The NSGA-II algorithm suggests optimal top-N recommendations and is divided into two 

phases: (a) recommendation generation and (b) recommendation optimization. The 

recommendation generation phase uses the CF method with confidence measure as described in 

the Section 3.1.2 to find out preferred recommended venues. The recommendation optimization 

phase takes the recommended venues as an input and optimizes based on the preferred location 

and venue closeness using the NSGA-II [4.19], [4.20]. The NSGA-II presents a set of the 

candidate solutions called a population. The population of individuals evolves towards the better 

solutions by employing the genetic operators, such as selection, mutation, and crossover [4.19], 

[4.20]. In our scenario, each of the individual is defined as a sequence of the top-N 

recommendation list [r_1,r_2,r_3,…,r_n]. Every single element in the list of recommended venue 

is termed as a gene. Moreover, every gene in the list (top-N recommendation) consists of: (a) 

venue identification number and (b) location of the venue (GPS co-ordinates). Algorithm 3 

presents the step-by-step description of NSGA-II.  

a. Initializations (Line 1– Line 2) 

The multiple solutions for a user in the form of suggested recommendations are a list of 

inputs for the NSGA-II algorithm. In the proposed framework, the recommended venues are 
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arranged in top-N ascending order. Therefore, we selected permutation-based encoding technique 

[4.20] to generate population of individuals.  

b. Evaluation-based on Objective Functions (Line 3) 

In Line 3, the performance of every single individual of the population is 

evaluated based on the fitness functions.  

𝑓1 =
∑ (𝑟𝑎𝑛𝑘𝑒𝑑 𝑣𝑒𝑛𝑢𝑒𝑠)𝑖
𝑛
i=1

𝑡
. (4.12) 

The fitness function aims to compute the problem specific user defined heuristic [4.20]. 

The function computes the aggregated ranking score of each recommended venue associated 

with an individual where the venues’ ranks were computed by the HA inference. The fitness 

function f_1 of an individual in a population is computed as follows: 

𝑓2 = 
1

∑ 𝑐𝑜𝑠𝑡 (𝑙𝑢, 𝑣)𝑖 ×  𝑡
𝑛
𝑖=1

. (4.13) 

In (4.12), the parameter t represents a total number of genes in a single individual. The 

second fitness function f_2 computes the geospatial distance between the active user’s location 

and the venue of each of the corresponding gene of an individual as follows: 

The parameter n represents the total length of an individual. The inverse of the 

aggregated sum of the cost function cost (v_d,l_u )  calculates the geospatial closeness between 

the current location of the user l_u and the consecutive venues v (genes) of the subsequent ith 

individuals. The user-to-venue geospatial distance is calculated using Harversine formula 

described in Section 3.1.2. The fitness function f_2 provides the overall fitness for the venue 

closeness of a single individual in a population.  

c. Selection (Line 4–Line 5) 
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As specified by NSGA-II, a non-dominated sorting approach is used to classify the entire 

population. The function nondominsort ( ) acquires an individual (set of recommendations) from 

the population that is non-dominated from the rest of population. For instance, consider a set of 

individuals in a population P ={i_1,i_2,...,i_n}. Each individual is assigned fitness functions f_x 

and f_y. According to non-dominated sorting algorithm, in case of bi-objective optimization, the 

individual i_c dominates the individual  i_(c+1) if and only if: 

(𝑓𝑥(𝑖𝑐)  >  𝑓𝑥 (𝑖𝑐+1))     and        𝑓𝑦(𝑖𝑐) ≥   𝑓𝑦 (𝑖𝑐+1) 

 

or (4.14) 

(𝑓𝑥(𝑖𝑐) ≥  𝑓𝑥 (𝑖𝑐+1)) and 𝑓𝑦(𝑖𝑐) >   𝑓𝑦 (𝑖𝑐+1) 

According to NSGA-II, all the individuals in a population are sorted based on (4.14). The 

non-dominated sorting operation is presented in Figure 13. In the case of multi-objective 

maximization, first level is assigned to the subset of the population that comprises the individuals 

(set of recommendations) not dominated by any other individuals in the population. Second level 

is assigned to a subset of the population that presents the individuals not dominated by the 

remaining unmarked individuals and so on. More precisely, the non-dominated individuals of 

level zero are the most optimal individuals comprised of the recommendations that are the best 

suggestions in the trade-off between the venue preferences and venue closeness. Intuitively, the 

non-dominated set of lowest level will have the highest priority to be a candidate parent for the 

next population in Line 4. 

d. Generate Intermediary Population (Line 6) 

The intermediary population is generated by applying the genetic operators, such as 

crossover and mutation from the set of the parent individuals selected in the Line 6. 
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In BORF, the sequence of recommendation is important because the top most 

recommended venue is the highly preferred one for the active user. Therefore, we utilized an 

ordered crossover method that selects venues from the parent individual as depicted in Figure 14. 

For instance, let us consider two parents p_1 and p_2 as presented in Figure 14(a). Randomly 

selected venue-ids are highlighted with the order of visited venues and are copied into 〖 

C〗_1(see Figure 14 (b)). Moreover, the venues located on the second cut point from parent 

individual p_2 are copied following the same order as shown in Figure 14 (c). 

Mutation operator is a genetic operator that maintains the genetic diversity from one 

generation of the population of individuals in the next generation [19]. We select the swap 

mutation operator that is commonly used in a permutation-based representation [20]. Swap 

mutation generates individuals by randomly swapping two genes from the individual [20]. 

 

Figure 14. Ordered Crossover:  (a) and (b) are randomly selected venue-ids, (c) Insertion of 

randomly selected venue-ids in new offspring  C_1  with the same order, and (d)   insertion of 

venues-ids into new offspring from the second cut point of parent 𝐏𝟐 

e. Iterative procedure for generating best solutions (Line 7– Line 26) 

 

id 12 21 31 44 53 68 76 88 92 
𝒑𝟏 1 2 3 4 5 6 7 8 9 

(a)  
id 88 53 76 12 21 44 92 31 68 
𝒑𝟐 8 5 7 1 2 4 9 3 6 

(b)  

id   31 44 53     
𝑪𝟏 - - 3 4 5 - - - - 

(c)  

id 12 21 31 44 53 92 68 88 76 
𝑪𝟏 1 2 3 4 5 9 6 8 7 
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The Line 7 evaluates the offspring (q_t) depending on the fitness functions described in 

the (12) and (13). The Line 8 will generate a merged population (R_t) of individual candidates 

through combining the population of parents and the offspring of size 2N.   

The overall population is of size 2N. Therefore, all the individuals that are categorized as 

a lower-to-higher level using a non-dominated sorted algorithm cannot be accommodated in a 

new population of size N. To accommodate new size N population (Line 12), the Crowded 

Distance Assignment (CDA) is calculated. The CDA basically estimates the density of the 

individuals with respect to the neighboring individuals. In CDA, the average distance of the 

neighbors of the individuals is calculated to estimate the density of every individual in a specific 

level. The CDA will be further used in the Crowded Comparison Function (CCF), described in 

the subsequent text. 

To accommodate exactly the N number of population, the individuals that are arranged 

level-wise are compared. If the number of individuals in a level is less than the total population 

size of N then the current level will be selected for the next generation (Line 16). However, if the 

number of individuals in a level is larger than the population size N then the last leveled 

individuals are organized using the Crowded Comparison Function (CCF) (Line 20). According 

to the CCF, if the individuals belong to different levels, the individual with the lowest level will 

be selected for the next generation. Alternatively, if the individuals belong to the same level then 

the highest crowded distance is selected for the next iteration.   

Finally, the best individuals from the merged population undergo a crossover and 

mutation and are combined with the original population to form a new population of the 

candidate individuals (Line 23–Line 25). If the number of generations is less than the maximum 

number of required generations, then the algorithm will perform iteration. Otherwise, the 
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population of optimal individuals in a form of the top-N recommendations will be generated for 

a specific region R (Line 27). 

4.5. Time Complexity Analysis 

In this section, we compute the time complexity of the pre-processing phase, CF-BORF, 

the greedy-BORF, and GA-BORF approach, respectively. 

For a specific number of regions, the time complexity of the HA inference model [16] 

is  𝑂 (𝑎 × 𝑟 × (𝑥′2 + 𝑦2), where the parameter a presents the total number of iterations for 

approaching to the convergence, 𝑥′ and  𝑦 present total number of users and the venues in a 

region r. The time complexity of the similarity computation for an expert user is 𝑂(𝑟 × 𝑥2) and 

the proximity computation graph is 𝑂(𝑟 × 𝑥 × 𝑦). The total time complexity of HA, ranking and 

mapping computation is 𝑂 (𝑟 × ((𝑎 × (𝑥′2 + 𝑦2)) + 𝑦 log 𝑦). For the higher values of venues y, 

the value of 𝑦 𝑙𝑜𝑔 𝑦 become insignificant. Therefore, the overall time complexity of the pre-

processing phase would be 𝑂 (𝑟 × ((𝑎 × (𝑥′2 + 𝑦2))).  

The time complexity of Line 2–Line 7 of the CF-BORF is 𝑂( 𝑥 ×  𝑦2). The Line 8 has 

an overall complexity of 𝑂 (𝑥). We added all the complexities as 𝑂 [𝑡𝑜𝑝𝑁 × ((𝑥 × 𝑦
2) + 𝑥)]. 

The value of the top-N is smaller than the total number of expert users and the popular venues.  

 

Figure 15. Performance evaluation results: (a) Precision, (b) Recall, and (c) F-measure 
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Therefore, the overall complexity of CF-based bi-objective optimization algorithm is 

𝑂 (𝑥 × 𝑦2). 

The time complexity of the greedy-BORF computes the similarity with the set of 

experienced users. The similarity function for 𝑦 venues is O(𝑦).Therefore, total time complexity 

of Line 2 for x expert users is O(x+y). The line 5 takes O(x + log x) to sort the x experts. In the 

worst case, the Line 6- Line 10, number of iterations is x, and the Line 5- Line 14 also takes x 

iterations. The time complexity of Line 14 is O(x). The combine time complexity of Line 5- Line 

14 is O(3𝑦2 + x log x). The time complexity of Line 22 is O(n) , where n represents the number 

of venues that can be recommended and O(x × n) is the time complexity of Line 23. Therefore, 

the time complexity for Algorithm 1 for 1 region is O(𝑥2 + x (log x + n) ). For r regions, the time 

complexity becomes O(r(𝑥2 + x (log x + n) )). 

In the GA-BORF approach, the time complexity of NSGA-II in Line 1 is 𝑂 (𝑦2) because 

of the process of generating the random population of the top-N recommendations of size N in a 

region. The Line 2 evaluates each individual with respect of objective functions. The time 

complexity of evaluation function is 𝑂 ( 𝑀 (𝑦2 × 𝑥2), where parameter M is the number of 

objective functions. To identify the individuals related to a first non-dominated rank in a non-

dominated sorting algorithm. Every single individual is compared with the other individual to 

find the dominance with a complexity of 𝑂 ( 𝑀 (𝑦 × 𝑥)). For the multiple iterations to find out 

all the dominated solutions, the total complexity of the non-dominated sorting algorithm is 

𝑂 ( 𝑀 (𝑦2 × 𝑥2). The complexity of a crowded distance is 𝑂(𝑥 + 𝑦 𝑙𝑜𝑔 𝑦). We conglomerate the 

overall time complexity of the NSGA-II-based recommendation algorithm to be as 𝑂 (𝑥 𝑙𝑜𝑔  𝑥).   
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4.6. Performance Evaluation 

In this section, we present the performance evaluation of the proposed BORF. We 

compare our results with following related schemes: (a) User-Based Collaborative Filtering   

[4.18] (UBCF), (b) Matrix Factorization (MF) [4.17], and (c) Random Walk with Restart (RWR) 

[4.6]. A brief description of the schemes is presented in the next subsection. 

4.6.1. Related Recommendation Techniques 

In this section, we discuss approaches commonly used in recommendation systems.  

 User-Based Collaborative Filtering (UBCF) computes similar users who visited the similar 

venues in the past are most likely visit the same venues in the future [4.1], [4.2], [4.3].   

 The Matrix Factorization (MF) approach maps the users and venues to a joint latent factor 

space of a dimensionality a [4.17]. A user x is related to a row vector  𝐩𝐱  ∈  𝐑
𝐚 and a venue 

y is associated with a column vector 𝐪𝐲  ∈  𝐑
𝐚. The estimated rating of the user x for a venue 

y can be stated as 𝐫𝐱,𝐲 = 𝐩𝐱
𝐓  × 𝐪𝐲, where 𝐫𝐱,𝐲 estimates the user’s overall interest in a 

particular venue in VRS.  

 The Random Walk with Restart (RWR) method combines the data about frequently visited 

venues and the friends, represented as social ties in a graph using a structured transition 

matrix [4.6]. The RWR leverages several sources of the data and encode them into a network 

structure. The RWR performs a personalized random walk on the graph with a restart to 

suggest the recommendations for an individual user. 

4.6.2. Results 

We utilized “Gowalla” dataset consists of 6,442,890 check-ins performed by 150,734 

users in total number of 1,280,969 venues [6]. Users with least number of visits have been 

filtered out by setting the threshold on the number of users’ check-ins. The reason for such 
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filtration is that many of users in Gowalla dataset performed check-ins at very few places that 

may not add significant contribution into the real-time analysis. We perform extensive 

experiments on our internal OpenNebula cloud setup running on 96 core Supermicro 

SuperServer SYS-7047GR-TRF systems. In the selected dataset, out of the entire records, 80% 

of the record is used as the training set and 20% constitute the test set for the evaluation. We used 

a standard 5-fold cross validation technique for evaluating the accuracy rate of the framework 

[4.3].  

We utilized the three popular performance evaluation metrics to evaluate the proposed 

recommendation frameworks: (a) precision, (b) recall, and (c) F-measure. The precision presents 

a ratio of the accurate recommendations (true positive (tp)) to the total number of anticipated 

recommendations (tp+ false positive (fp)).  An accurate recommendation is the recommendation 

that has been predicted correctly in the top-N recommended venues. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
. (4.15) 

The recall measures the completeness by computing the average quality of the individual 

recommendations. The recall presents the proportion of all the accurate recommendations in the 

top-N recommended venues and can be represented as:  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
. (4.16) 

The F-measure is the harmonic mean of precision and recall and denoted as follows: 

𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
. (4.17) 

As reflected in Figure 15(a), NSGA-II demonstrates the better performance in terms of 

precision and recall as compared to the rest of the schemes (CF-BORF and greedy-BORF). The 
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NSGA-II approach optimizes objectives termed as preferred location and location closeness 

simultaneously, that offers least tradeoff between the objectives. In contrast, the CF-BORF and 

greedy-BORF approaches present slightly lower performance because of the aggregation method 

that maps the users’ preferences and location closeness into single objective function. Such 

aggregation cannot provide accurate results especially when there is tradeoff between the user’s 

preferences and location closeness. For instance, in the case of CF-BORF, when there is no 

similarity between two users’ preferred locations, the venue will be suggested to the active user 

on the bases of user-to-venue closeness. Such suggestion may not provide optimal 

recommendation and indicates lower performance in terms of precision and recall as presented in 

Figure 15(a) and 15(b). 

We compare the proposed optimization techniques (CF-BORF, greedy-BORF, and GA-

BORF) for venue    recommendation with the existing UCF, MF, and RWR techniques. As 

reflected in Figure 15(a), CF-BORF, greedy-BORF, and GA-BORF present the better 

performance in terms of precision and recall as compared to the rest of the existing schemes, 

such as UCF, MF, and RWR. The improved performance is because the proposed techniques 

optimize the recommendation by taking into account the user preferences based on similarity 

computation and user-venue closeness. The venue suggestions based on such optimization are 

not only the most preferable for a given user, but also located in the closest proximity of a user’s 

current location. Apart from optimization, CF-BORF, greedy-BORF, and GA-BORF also address 

the problems of data sparseness by amplifying the similarity computation with the confidence 

measure that provides precise estimation of user-venue likeness. Moreover, the CF-BORF, 

greedy-BORF, and GA  
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BORF methods address the cold start problem by utilizing the HA inference model that 

helps inferring for the most popular venues within a specific region. The application of 

confidence measure and HA inference model effectively helps to obtain better solution that 

results in an increased recommendation precision. 

The RWR method demonstrates high performance in terms of precision and recall as 

compared to the traditional CF-based approach, such as MF and UCF. The reason is that the 

RWR does not compute the similarity by utilizing user-to-user similarity matrix. Therefore,  

RWR is not significantly affected by cold start and data sparseness issues. The UCF 

indicates very low performance in terms of precision and fails to provide any significant results 

due to highly sparse dataset of “Gowalla”. Therefore, in our experiments UCF is not presented in 

plots. The tradeoff between precision and recall is depicted in Figure 15(b). Compared to other 

schemes, the GA-BORF indicates better performance in terms of the F-measure as presented in 

Figure 15(c).  
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Figure 16. Multi-objective performance measure: (a) Precision, (b) Recall, (c) F-measure for 

NSGA-II,  (d) Generation size 5, (e) Generation size 100, and (f) Generation size 200 

Figure 16presents the bi-objective performance measure in terms of precision, recall, and 

F-measure. Users’ preferences and venues’ closeness as bi-objectives in NSGA-II demonstrates 

better performance as we increase the number of generations. Figure 16(a) presents increase in 

precision. Alternatively, Figure 16(b) and 16(c) indicate improved performance in term of recall 

and F-measure.  

A series of the simulation runs were conducted to test the effectiveness of the of NSGA-II 

algorithm. The NSGA- II reports best performance for crossover rate = 0 .9 and mutation rate = 

0.1, respectively. These parameter values were determined empirically through numerous runs on 

“Gowalla” datasets. The Figure 16(d), 16(e), and 16(f) present the population at the generation 5, 

100, and 200, respectively. Moreover, the convergence of population solutions toward the 
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optimization of both objectives is clear. The Pareto front [4.20] depicted by Figure 16(f) contains 

the best solutions with regard the two objectives (users’ preferences and location closeness). 

4.7. Related Work 

In the past, most work focused on mining geographical locations of user and predicting 

the user’s movement among these locations [4.7], [4.10], [4.22]. Recently, many scientific 

literature [4.6], [4.7] have highlighted the significant impact of incorporating the user’s 

geospatial information with cloud infrastructure into traditional VRSs. Some of the latest efforts 

have been highlighted in the subsequent text. An on demand ubiquitous cloud-based venue 

recommendation system was proposed by Khalid et al. The authors utilize HITS method, Ant 

colony optimization, and collaborative filtering on a cloud infrastructure to provide optimal 

venue recommendations. Similarly, a personalized venue recommendation system is introduced 

by Zheng et al. [4.10] that provides interesting venues and classical correlation between the 

users’ travel experiences mind from GPS trajectories. The system provides venue 

recommendations to the user based on the user’s travel sequences [4.10]. A similar approach is 

presented in [4.3] and [4.11] that keep track of users’ traveling history, reduce computation cost, 

and suggest the best route to the user by utilizing the cloud infrastructure. Differing form 

aforementioned work, we do not keep track of user’s travel history that causes heavy 

computation. In our proposed MobiContext BORF, we mine the similarity between users and 

proximity of interesting venues that predicts the user’s interests and preferences for an unvisited 

venue. 

Apart from recommending the best routes by observing users’ past traveling experiences, 

few existing recommendation techniques have based their model on implicit ratings. Implicit 

rating presents number of visits (check-ins) performed by user at different places. For instance, 
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Hsun-Ping Hsies et al. [4.7] proposed a recommendation technique to suggest time-sensitive trip 

routes based on the user’s check-in performed at different geographical regions. Similarly, the 

author in [4.6] proposed a model based on random-walk-with-restart approach that suggests 

venue recommendations by acquiring users-venue-check-in information. Majority of the 

aforementioned recommendation techniques provide relevant suggestions about venues. 

However, such techniques suffer from problems, such as cold start and data sparseness that occur 

when a user has checked-in at only limited number of venues out of many existing in database. 

In such case, there is sparsely filled user to venue check-in matrix that may yield to the loss of 

recommendation accuracies. Our proposed MobiContext BORF framework addresses these 

issues and presents solutions for data sparseness and cold star. Moreover, we specifically 

incorporate bi-objective optimization techniques in the proposed framework to optimize users’ 

preferences, and location closeness from the venues. 

4.8. Conclusions 

 We have presented a multifold contribution by contriving a cloud-based bi-objective 

optimized solution MobiContext Bi-Objective Recommendation Framework (BORF) that 

produces optimized recommendations by simultaneously considering the trade-offs among real-

world physical factors, such as person’s geographical location, distance of person from venue, 

and travel conditions. The significance and novelty of the proposed framework is the adaptation 

of popular collaborative filtering and bi-objective optimization approaches, such as scalar and 

vector. The venue suggested by the proposed BORF is not only the most preferable suggestion 

for a user, but also located in the closest proximity of a user’s current location. In our proposed 

approach, data sparseness issue is address by integrating the user-to-user similarity computation 

with confidence measure that quantifies the amount of similar interest indicated by the two users 
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in the venues commonly visited by both of them. Moreover, cold start issue is resolves by 

introducing the HA inference model that assigns ranking to the users and venues based on a 

mutual reinforcement relationship. In such case, the BORF always has a precompiled set of 

popular unvisited venues that can be recommended to the new user.  

The proposed MobiContext BORF implements a variant of collaborative filtering, greedy, 

and NSGA-II based algorithms for the optimized venue recommendation. The evaluation results 

on a real-world dataset “Gowalla” indicate that NSGA-II based venue recommendation approach 

outperform most of the existing VRSs.  

In the future, we would like to extend our work by incorporating more contextual 

information in the form of objective functions, such as the check-in time, users’ profiles, and 

interests, in our proposed framework. Moreover, we intend to integrate other approaches, such as 

machine learning, text mining, and artificial neural networks to refine our existing framework. 
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5. SOCIALREC: A CONTEXT-AWARE RECOMMENDATION FRAMEWORK WITH 

EXPLICIT SEMENTIC ANALYSIS 

5.1. Abstract 

In recent years, recommendation systems have seen significant evolution in the field of 

knowledge engineering. Most of the existing recommendation systems based their models on 

collaborative filtering approaches that make them simple to implement. However, performance 

of most of the existing collaborative filtering-based recommendation system suffers due to the 

challenges, such as: (a) cold start, (b) data sparseness, and (c) scalability. In this paper, we 

proposed a SocialRec, a context-aware recommendation framework that utilizes a rating 

inference approach to incorporate textual users’ review into traditional collaborative filtering 

methods for personalized recommendations. To address the issues pertaining to cold start and 

data sparseness the SocialRec utilizes the textual reviews as an additional source of user 

preference. Moreover, the SocialRec performs preprocessing by using the Hub-Average (HA) 

inference model. The results of comprehensive experiments on a large-scale real dataset confirm 

the accuracy of the proposed recommendation framework. 

Index Terms—, Multi-objective optimization, Collaborative Filtering (CF), Non-dominated 

Sorting Genetic Algorithm (NSGA-II). 

5.2. Introduction 

The advancement in communication infrastructure and easy access to information 

available through Web has shifted the researchers’ attention from information acquisition 

problem to information retrieval problem. Moreover, the Web users are not only consuming, but 

also contributing and disseminating information in a vastly decentralized manner via social 

networks, such as sharing reviews and personal interests [5.1]. The continuous accumulation of 
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such massive Web contents consequently leads to the problem of information overload. An 

autonomous information retrieval system, termed as recommendation systems have become a 

promising research area as a response to the information overload in recent decade [5.2].  

5.2.1. Research Motivation 

Recommendation systems are increasingly emerging as an integral component of e-

business applications [5.1]. For instance, the integrated recommendation system of Amazon 

provides personalized recommendations for various items of interest to customers. 

Recommendation systems utilize various knowledge discovery techniques on a user’s historical 

data and current context to recommend products and services that best match the user’s 

preferences [5.1], [5.2].  

In recent years, emergence of numerous social networking services, such as, Facebook, 

Google Latitude, and Yelp has significantly gained the attraction of a large number of subscribers 

[5.2], [5.6]. Such social networking services not only allow user to provide explicit feedback in a 

form of preference rating (star rating), but also allow users to provide textual review about the 

venue visited by the user [5.2], [5.3]. The large number of such feedback on daily bases results in 

the accumulation of massive volumes of data. Based on the data stored by such services, several 

Venue-based Recommendation Systems (VRS) were developed [5.1]–[5.4]. Such systems are 

designed to perform recommendation of venues to users that most closely match with users’ 

preferences. Despite having very promising features, the VRS suffer with numerous limitations 

and challenges. A major research challenge for such systems is to process data at the real-time 

and extract preferred venues from a massively huge and diverse dataset of users’ historical 

feedbacks [5.1], [5.3], [5.4].  
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Another promising challenge of preference rating is the inherent biasness caused by 

users’ personal interest, choice and current trends in the form of social influence.  Such biasness 

can contaminate the recommender system’s performance in terms of accuracy and precision; 

consequently weaken the system’s ability to provide high-quality recommendations. For 

instance, Figure 17 demonstrates the biasness in the comments from two different reviews for a 

restaurant. There is a clear difference of opinion in rating assignments by the two reviewers. As 

presented in the figure, the two users (Michelle and Clif) wrote about quality of a restaurant in 

LA, USA. Both the users have provided a positive feedback and seem to be pleased with their 

experience at the restaurant. The users described the restaurant service with multiple positive 

words, such as “perfection”, “great experience”, “awesome”. However, the first user gave 5 stars 

to the restaurant whereas the second user gave three stars. 

User-generated preference rating can play a significant role in the popularity of a venue. 

However, that rating systems are often targeted by rating spammers who seek to distort the 

perceived popularity of a venue by creating fraudulent rating. To improve the popularity of any 

particular venue, one of the business tricks is to hire people that make fake identify and rate the 

desired venue high by assigning highest star rating. Such rating will increase the overall 

popularity of the venue and the targeted venue becomes the popular place amongst the other 

venues that do not present the actual popularity trend. All the above-mentioned anomalies 

become our motivation to improve the existing recommendation systems. 

5.2.2. Research Problem 

In scientific literature, several works, such as [5.1]–[5.6], and [10] have applied 

Collaborative Filtering (CF) to the VRS recommendation problem. The CF-based approaches in 

tend to generate recommendations based on the similarity in actions and preferences of users 
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[5.3], [5.2], [5.5]. Generally, in CF-based recommendation systems acquire user preferences 

through explicit feedback that is obtained by directly querying the user. In such systems, users 

are presented with preference integer rating (5 star rating) to quantify the preferences. However, 

many users prefer to use free form of text to express there opinion. For instance, reviewers 

written by travelers on tourism destinations are popular source of information that influences the 

users’ choice of destination. Moreover, one may want to extract information apart from 

preference integer rating. For instance, a user wants to acquire information about a certain 

feature or aspect of a venue, such as quality of service and decor. Despite the importance and 

value of such information, there is no comprehensive mechanism that formalizes the opinion 

selection and retrieval process.  In such scenarios, CF-based recommendation systems ignore the 

significance of feedback that is embedded in the textual review especially in a scenario when 

enough explicit feedback is not available in the form of integer scale [5.4]. Therefore, it is 

consequential to bridge the gap between opinion mining from textual data and recommendation 

systems and to go beyond the information conveyed by the preference integer rating by utilizing 

the free-text user review for recommendation.  

Despite being less complicated, most CF-based recommendation techniques suffer from 

several limitations that make them less ideal choice in many real-life practical applications [5.2]. 

The following are the most common factors that affect the performance of many existing CF-

based recommendation systems: 

 Cold start. The cold start problem occurs when a recommendation system has to suggest 

venues to the user that is newer to the system [5.3]. Insufficient check-ins for the new user 

results in zero similarity that degrades the performance of the recommendation system [5.2]. 
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The only way for the system to provide recommendation in such scenario is to wait for 

sufficient check-ins by the user at different venues. 

 Data sparseness. Many existing recommendation systems suffer from data sparseness 

problem that occurs when users have visited only a limited number of venues [5.4]. This 

results into a sparsely filled user-to-venue preference matrix. The sparseness of such matrix 

creates difficulty in finding sufficient reliable similar users to generate good quality 

recommendation. 

 

Figure 17. Biasness in user’s rating 

Scalability. Majority of the traditional recommendation systems suffer from scalability issues. 

The fast and dynamic expansion of number of users causes recommender system to parse 

millions of check-in records to find the set of similar users. Some of the recommendation 

systems [5.3], [5.4] employ data mining and machine learning techniques to reduce the dataset 

size. However, there is an inherent tradeoff between reduced dataset size and recommendation 

quality [5.1]. 

 Rating biasness. Inconsistent rating leads to rating biasness resulting in potential noise 
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 Textual feedback. Most of the existing CF-based recommendation systems are designed 

based on explicit preference rating. However, in the case of textual feedback in the form of 

reviews, CF-based recommendation systems cannot recommend the venue to a user.  

 The immediate effect of the abovementioned issues is the degradation in authenticity of most 

of the CF-based recommendation systems. Therefore, it is not adequate to rely solely on 

simplistic but memory-intensive CF approach to generate recommendations. 

5.2.3. Methods and Contributions 

In this paper, we propose a context-aware recommendation that overcomes the limitations 

exhibited by CF-based approaches. To address the cold start issues, our framework utilizes the 

Hub-Average (HA) inference model [16] that maintains a pre-computed list of most popular 

venues in a user’s current vicinity. To address data sparseness caused by zero values of 

similarities, we enhanced CF algorithm by utilizing textual review as an additional source of user 

preferences. The extended version of CF enables the system to recommend where the preference 

are too complex to be expressed as scalar rating.  

In summary, the contributions of our work are as follows.  

 We proposed a Context-aware recommendation framework SocialRec that utilized the 

aggregated preference score acquired from preference rating and textual opinion to suggest 

optimal venues recommendations.  

 Several data cleansing procedure are performed on the extracted data to minimize the data 

sparcity and cold start problem. 

 We perform extensive experiments on our internal OpenNebula cloud setup running on 96 

core Supermicro SuperServer SYS-7047GR-TRF systems. The experiments were conducted 

on real-world “Yelp” dataset [4].  
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The rest of the paper is organized as follows. Section 2 presents the system overview. In 

Section 3, we discuss the SocialRec. Section 4 presents the complexity analysis of the proposed 

framework. In Section 5, we present the performance evaluation with simulation results. The 

related work is reviewed in Section 6, and Section 7 concludes the paper.  

5.3. System Overview 

In the subsequent text we will explain the decentralized SocialRec for efficient, fast, and 

optimized venue recommendation in detail. The proposed system simultaneously considers a 

user’s preferences, textual contents, and past venue preference score when generating online 

recommendations. 

 

Figure 18. Polarity detection with machine learning algorithms 
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5.3.1. Major Components  

The SocialRec maintains a preference rating for each reviewer by detecting polarity from 

the textual review. Moreover, preference rating history also maintains a record of the sets of 

venues preference rating, the user’s identification, venues’ names commented by the user.  

To obtain venue recommendations, a user communicates with the framework through 

recommendation request queries that consist of: (a) current time, (b) venue type, such as 

restaurant, café, and bar. 

As presented in Figure 18, the proposed framework architecture comprises of four 

modules, namely: (a) review preprocessing module, (b) review analysis module (c) polarity 

detection module, and (d) recommendation module.  

The preprocessing module transform the unstructured textual data into tokenized and 

structured format by eliminating noisy text, such as spelling mistakes, grammatical errors, and 

improper casing [5.7].  Preprocessing module ensures the quality of the text in terms of 

comprehensibility and representativeness various steps, such as tokenization, word stemming,  

stop-word removal have been implemented to refine the text for further offline processing. 

Moreover, we define the boundaries of the text for sentence-wise better understanding. All the 

above-mentioned pre-processing phases refine the data that will be aggregated and utilized 

during the next offline review analysis module. 

Review analysis module analyzes each and every sentence of the review and categorizes 

the words in each sentence according to the grammatical structure. POS tagging technique have 

been implemented to categorize the words of the sentence syntactically that play a vital role in 

identification of relevant feature and opinion of the comment generated by a reviewer. Moreover, 
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we proposed a method to extract the relevant features that are mostly under discussion in feature 

extraction process.  

In Polarity detection phase we compute the polarity of every single sentence in a review 

using different classification algorithms, such as Naïve bayes and Support Vector Machine 

(SVM). Such classification algorithms assign a polarity score to every sentence in a review. 

Finally, we calculated the aggregated polarity score of every review that can be further utilize for 

the online recommendation process. 

Online recommendation module inputs the semantic score of the review and recommends 

the top-N venues for an active reviewer (N is the number of venues recommended by the 

framework). The recommendation module computes numerical ranks for reviewers and 

commented venues by utilizing the HA-based inference model [5.6]. The basic idea of the HA-

based inference model is to assign ranking to the reviewers and venues based on a mutual 

reinforcement relationship [5.6]. An expert reviewer is defined as the one who has commented 

many higher score venues, and is assigned a higher rank by HA. Similarly, a venue that is 

commented by many highly ranked reviewers gets a higher score and is known as a popular 

venue [5.15], [5.16].  Moreover, the recommendation module extracts a similarity graph of the 

experienced reviewers.   The reviewer and venues that have very low scores are pruned from the 

dataset during online recommendation phase to reduce the online processing time. The 

recommendation module utilizes the CF-based heuristic approach to generate suggestions in the 

form of venues that best matches reviewers’ preferences. The venues at the top of the 

recommended list will be the ones that most satisfy the reviewers’ preferences. 
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5.4. SocialRec: A Context-aware Recommendation Framework 

In this section, we discuss in detail the proposed SocialRec, a context-aware 

Recommendation Framework. The framework has four main components: (a) Review pre-

processing, (b) Review Analysis, (c) Polarity detection, and (d) Recommendation. The detailed 

description of the above mentioned components is presented in the following subsequent 

sections.  

5.4.1. Review Pre-processing 

User-generated online reviews are a short informal text written by visitors require 

preprocessing phase to remove noisy text, such as grammatical mistakes, spelling errors, 

improper casing, ad-hoc abbreviations, incorrect punctuations, and malformed sentences [5.9]. 

Such noise in informal text cause more complications to the mining process and make the 

dimensionality of the text high, because every single word in the text is treated as one dimension. 

Therefore, to reduce the dimensionality in text and to improve the performance of mining 

process, pre-processing phase is the crucial task to perform. Scientific literature witnessed the 

implication of pre-processing phase as a substantial improvement of text classification process 

[5.9]. Four common preprocessing steps include word stemming, tokenization, POS-tagging, 

stop-word removal, lowercase conversions are considered within the scope of this paper.  

5.4.1.1. Word Stemming, Tokenization, Stop-word Removal 

Tokenization is the process of splitting the sentence into different words, such as number, 

punctuation marks, and names [11]. Another morphological technique is remove-stop-word. 

Stop-words, such as “the”, “am”, “an”, and “a”, construct the syntactic structure of the sentence 

and are the most frequently occurring words. However, these words do not contribute enough to 

represent the information [5.9], [5.11]. Therefore, stop-words are removed from the text corpus. 
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Word stemming is another morphological technique that refers to a linguistic normalization to 

remove the prefixes and suffixes from a word. For instance, the word “connection” is reduced to 

the root word “connect.” 

5.4.1.2. Lower to Upper Case Transformation 

Proper use of lower case and upper case is necessary for the syntactic interpretation of the 

sentence. Syntactically correct sentences end with predefined punctuation markers, such as 

exclamation mark (!), full stop (.) and interrogation mark (?). We have employed rule-based 

approach to identify sentence boundaries in noisy text. Sentence boundary detection comprises 

of two major tasks: (a) identifying end of sentences based on correct punctuation mark 

implication and (b) disambiguation of full stop (.) from decimal point and abbreviated ending. 

Basic rules for sentence boundary detection are presented in algorithm 3. In Line (2-10) if the 

word end with a symbol “.” and the word is not preceded by a pre-defined set of words defined 

in the dictionary, such as Org., Prof. then the symbol “.” can be treated as a sentences boundary. 

The Alphabet immediately after the sentence boundary can be converted into uppercase letter. 

Moreover, in Line 11, the symbol “.” will be ignored if it appears immediately after or before the 

digit.  

5.4.1.3. Irrational Use of Punctuation Marks  

Irrational use of punctuation also causes noise in the text. If a punctuation symbol is a 

valid mark and at the end of the sentence than only one instance of the symbol will be retained in 

the sentence. Similarly, if the symbol is not a valid punctuation mark than the symbol can be 

remove from the sentence. For instance a visitor posted a reviews may read as follows: 

Example: Grape Leaves are a popular starter. An order yields a little collection of cigar 

shaped rolls with the perfect ratio of soft, supple leaves and flavorful rice will become Grape 
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Leaves are a popular starter. An order yields a little collection of cigar shaped rolls with the 

perfect ratio of soft, supple leaves and flavorful rice! 

5.4.1.4. Word Spelling 

Erroneous spellings are the major hindrance to extract meaning from text. If a word is 

erroneously spelt then it may leads to incorrect interpretation of the meaning associated with a 

text. We have employed a PyEnchant library [5.12], a free available spell checker that replaces 

the miss-spelt word with the most probable correct word from the dictionary. It is worth 

mentioning here that the focus of the system is not to correct all the errors in the text. The basic 

purpose of preprocessing phase is to focus on minimizing errors in opinion mining. 

5.4.2.  Review Analysis 

The review Analysis phase analyzes the linguistic features of review so that the opinion 

about the review can be identified. Tow majorly adopted task for review analysis are POS (Part-

Of-Speech) tagging and Feature Extraction. The detailed description of the aforementioned is 

presented in subsequent text. 

5.4.2.1. POS Tagging 

Part-of-speech tagging is the important step in the framework. POS tagging reflects the 

syntactic category of the word that play a vital role in identification of relevant feature, opinion 

from reviewer sentences. A rule-based approach (Brill tagging) is implemented using nltk [5.13] 

to parse each review and split text into sentences. Such sentences are further divided and 

assigned part-of speech tag for each single word.  The taggers extract the noun, verbs, and 

adjective information from the reviewer’s comments. The review sentence with the POS tag is 

further use for feature extraction (subjectivity detection) and feature reduction steps. 
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Algorithm 3. Sentence boundaries transformation 

Input: A Set  R of Review  

Output: A set  𝑅′ of bounded sentences in a review set R.  

Definitions: {D} = set of pre-define words in a dictionary, w = set of words 

in a review. 

1: for 𝑒𝑎𝑐ℎ 𝑤𝑜𝑟𝑑 𝑤 ∈ R do 

2:   if [𝑤. 𝑒𝑛𝑑] ==  "."  and [𝑤. 𝑒𝑛𝑑 − 1] ≠ {𝐷}  

3:         [𝑤. 𝑒𝑛𝑑 + 1] ← 𝑢𝑝𝑝𝑒𝑟𝑐𝑎𝑠𝑒 

4:          else   

5:   𝑛𝑜  𝑏𝑜𝑢𝑛𝑑𝑟𝑦 

6:   end if 

7:   if [𝑤. 𝑒𝑛𝑑] ==  ". "     
8            [𝑤. 𝑒𝑛𝑑 + 1] ← 𝑢𝑝𝑝𝑒𝑟𝑐𝑎𝑠𝑒 

9:   end if 

8:   if [𝑤. 𝑒𝑛𝑑] == ". "   and 

9:        [w. end + 1]or [w. end − 1] ←   𝑑𝑖𝑔𝑖𝑡 
10:       𝑛𝑜  𝑏𝑜𝑢𝑛𝑑𝑟𝑦  

11:  end if   

12: end for 

13 return 𝑅′  
 

 

5.4.2.2. Feature Extraction and Reduction  

Sentence level sentiment classification comprises of feature extraction and feature 

reduction phases. Feature extraction process identifies subjective and objective sentences from 

the review. Objective sentence in a review do not contain users’ opinion, whereas subjective 

sentences contain users’ opinion. For instance sentence 1 is objective sentence and sentence 2 

and 3 are subjective in the following review 

(1) Me and my friend visited Sam Choy’s restaurant. (2) Breakfast sandwich served on 

French toast with a side of syrup is great. (3) For lunch, their hot Panini sandwiches are 

excellent.   
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Scientific literature reveals as a good indicator of opinion. Moreover, noun (life, Help, 

issue, pain), verb (like, degrade), and adjective (bitter, delicious) are used for subjectivity 

determination of a word. We used SentiWord Net, a lexical resource specifically designs for 

sentiment classification and opinion mining applications. A single sentence in a review if 

comprises of noun, verb, and adjective are referred as subjective sentence, otherwise the sentence 

is referred as objective. The objective sentences do not contribute enough in opinion orientation.  

 

Figure 19. Polarity detection with machine learning algorithms 

Therefore, the objective sentences are extracted from the review in the phase of feature 

reduction. Feature reduction step reduce the dimensionally of the reviewed comment. 

Consequently reveal better results in classification process.  

The detail description of feature-opinion extraction process is described in Algorithm 4. 

In most of the sentences opinions are expressed by utilizing objectives. A set of collection of 

reviews are the input to the algorithm. We extracted the opinion from every single sentence s of 

each Review R. The opinions are obtained by extracting the adjective of every sentence in Line 
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4. Simultaneously, we assign the Opinion-Feature pair (OFP) as (reviewer_id, venue_id, 

sentence_id, ∅, adj) by keeping the feature empty into a global OFP set in Line 6. In Line 3- Line 

7, with the initial opinion set extracted based on the adjective, we will extract the features 

associated with every opinion in Line 8- Line 15. Features are usually presented as noun or noun 

phase. In a single sentence, each noun centered within an opinion window is added to the 

candidate feature set and the corresponding OFP are updated as. We assume the distance between 

two neighbor words is 1. For the opinion window in a sentence, we assume the opinion as a 

center point. Each noun or noun phrase with the distance to the center less than 5 is extracted by 

utilizing ExtractNoun ( ) function in Line 10. Consequently, the frequency of every noun or noun 

phrase (if repeated) is also accumulated in Line 11. The OFP is also updated with the newly 

derived noun or noun phrase as (reviewer_id, venue_id, sentence_id, feature, adj, c). In Line 16- 

Line 19.only those pair of OFP is extracted that have higher noun frequency count than user 

defined threshold frequency. We are more interested in the frequently discussed feature therefor 

the infrequently discussed features are prune and the updated list of OFP will be further used for 

polarity detection using classification. 

5.4.3. Polarity Detection  

Polarity detection process classifies sentences of a review as positive, negative, and 

neutral. We prefer sentence-level polarity classification as the sentence-level polarity detection 

provides a more fine-grained interpretation of each sentence in a review [5.14]. The basic 

mechanism of polarity detection by classification is presented in Figure 18. 

 Various classification algorithms have been widely deployed for polarity detection [5.8]. 

Each review has a preference integer rating (1-5 stars). Therefor training and testing data are 

readily available. Generally, a review with 4-5 preference rating is considered a positive review 
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and a review with preference rating 1-2 is considered a negative review. Scientific literature 

present various supervised learning methods to classify the sentences into positive, negative and 

neutral sentences. We selected Naïve Bayes and Support Vector Machine (SVM) for the 

classification of the sentences into positive, negative, and neutral sentences. Both techniques 

outperform in text classification [5.8]. 

Algorithm 4. Feature-opinion extraction 

Input: A collection of n number of reviews R = { 𝑟1 , 𝑟2 , 𝑟3 , … , 𝑟𝑛 },  

Output:  FPlist = A set of opinion-feature pair.  

1: tempF ← ∅; tempAdj← ∅; c ← 0 

3: for  𝑒𝑎𝑐ℎ 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠 𝑖𝑛 𝑅𝑒𝑣𝑖𝑒𝑤 𝑅 do 

4:        P← ExtractOpenion (s, adj) 

5:         𝑡𝑒𝑚𝑝𝐴𝑑𝑗𝑠 ←P 

6:          𝐹𝑂𝑃𝑠 ← (user_id, venue_id, s_id, ∅ , 𝑡𝑒𝑚𝑝𝐴𝑑𝑗𝑠) 
7: end for 

8:  for  𝑒𝑎𝑐ℎ 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑠 𝑖𝑛 𝑅𝑒𝑣𝑖𝑒𝑤 𝑅 do  
9:           for  𝑒𝑎𝑐ℎ 𝑎𝑑𝑗 𝑖𝑛 𝑡𝑒𝑚𝑝𝐴𝑑𝑗𝑠  

10:          𝑛𝑝ℎ ← 𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑁𝑜𝑢𝑛 (𝑠, 𝑎𝑑𝑗) 
11:          𝑐 ← 𝑛𝑜𝑢𝑛_𝑓𝑟𝑒𝑞𝑢𝑒𝑛_𝑐𝑜𝑢𝑛𝑡 (𝑛𝑝ℎ)     

12:         tempF← nph 

13:          𝐹𝑂𝑃𝑠 ← (user_id, venue_id, s_id, 𝑡𝑒𝑚𝑝𝐹, , c)𝑡𝑒𝑚𝑝𝐴𝑑𝑗𝑠 
14:          end for 

15: end for 

16: for each sentence s in Review R 

17:      if 𝐹𝑂𝑃𝑠.c > threshold frequency 

18:       FPlist ← 𝐹𝑃𝑙𝑖𝑠𝑡 ∪ {𝐹𝑂𝑃𝑠} 
19: end for 

20:  return FPlist 

 

 

5.4.3.1. Naïve Bayes Model for Sentiment Classification 

Naïve Bayes classifier is a probabilistic machine learning technique for the text 

classification [5.15]. The classifier models the distribution of the reviews in each class using a 
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probabilistic model. We assume that the reviews are generated according to a Bernoulli 

document model [5.16] that computes the posterior probability of each class based on the 

distribution of words in a review. In Bernoulli document model, presence and absence of words 

in a review is consider as a binary  vector that presents a point in a space of words. If we have a 

vocabulary V containing a set of |V| words, then the kth dimension of a reviews vector 

corresponds to word 𝑤𝑘 in the vocabulary. If 𝑏𝑗 be the feature vector for the jth sentence 𝑆𝑗, in 

the review, then the kth element of 𝑏𝑗 termed as 𝑏𝑗𝑘 is either 0 or 1 representing the absence and 

presence of word 𝑤𝑘 in jth sentence of a review. Let 𝑃(𝑤𝑘|𝐶) be the probability of word 𝑤𝑘  

occurring in a review of class C. The probability of 𝑤𝑘 not occurring in a review of class C is 

given by (1 − 𝑃(𝑤𝑘|𝐶). To classify each unlabeled sentence 𝑆𝑗 in a review, we estimate the 

posterior probability for each class a follows 

𝑃 (𝐶|𝑆𝑗) = 𝑃(𝐶 | 𝑏𝑗) 

(5.1) 𝑃 (𝐶|𝑆𝑗) = 𝑃(𝑏𝑗|𝐶) 𝑃(𝐶 ) 

𝑃 (𝐶|𝑆𝑗) = 𝑃(𝐶)  ∏𝑏𝑗𝑘

| 𝑉|

𝑘=1

 [𝑃(𝑤𝑘|𝐶) + (1 − 𝑏𝑗𝑘)(1 − 𝑃(𝑤𝑘|𝐶))]. 

 

𝑃 =

{
 
 

 
 

 𝑃(𝑤𝑘| 𝐶)                if  𝑏𝑗𝑘 = 1

                        otherwise

     (1 − 𝑃(𝑤𝑘| 𝐶))                if  𝑏𝑗𝑘 = 0

 (5.2) 

5.4.3.2. SVM Model for Sentiment Classification 

Support Vector Machine (SVM) is very popular machine learning techniques for the text 

classification [5.17]. SVM finds an optimal hyperplan represented by vector �⃗⃗�  that separate a 

review in positive class from a review in negative class. As presented in a Figure 20, a set of 
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positive and negative labeled review vector 𝑟  is considered to be linear separable if there exists a 

vector 𝑣   and a scalar b such that the following inequalities are applicable 

𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦 (𝑠) =

{
 
 

 
 
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒              𝑣  ⋅  𝑟 + 𝑏 ≥ 1

  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒           𝑣  ⋅  𝑟 + 𝑏 ≤ −1

  𝑁𝑒𝑢𝑡𝑟𝑎𝑙               𝑣  ⋅  𝑟 + 𝑏 = 0

 (5.3) 

where s is the sentence in single review. The margin of the decision boundary is presented 

by the distance between the two hyperplan  𝑣  ⋅  𝑟 + 𝑏 = 1 and  𝑣  ⋅  𝑟 + 𝑏 = −1 [ ].  For detail 

description about SVM, readers are encouraged to study [5.17]. 

5.4.3.3. Aggregated Semantic Score  

After classification phase, each sentence has a sentiment score. Positive sentence are 

scored within [1, 0], negative sentence are scored within [-1, 0], and neutral sentence are scored 

as 0. In aggregated semantic score phase, we aggregate the sentiment score of each sentence to 

obtain the overall score of the entire review. Let R be a set of n reviews {𝑟1, 𝑟2, 𝑟3, . . . , 𝑟𝑛}, and S 

be a set of n sentences in each reviews {𝑠1, 𝑠2, 𝑠3, . . . , 𝑠𝑛}. The sentiment score calculated for 

each sentence in a set of reviews as follows 

𝑆𝑐𝑜𝑟𝑒 =  ∑∑𝑆𝑐𝑜𝑟𝑖𝑠𝑗

𝑚

𝑗=1

𝑛

𝑖=1

 . (5.4) 

where Sco is the sentiment score calculated for each sentence in a review. Polarity of a 

review can be defined as 

𝑃𝑜𝑙𝑎𝑟𝑖𝑡𝑦 (𝑟) =

{
 
 
 
 

 
 
 
 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒            𝑖𝑓  ∑𝑆𝑐𝑜𝑠𝑖

𝑛

𝑖=1

 > 0

  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒       𝑖𝑓    ∑𝑆𝑐𝑜𝑠𝑖

𝑛

𝑖=1

 < 0

  𝑁𝑒𝑢𝑡𝑟𝑎𝑙            𝑖𝑓   ∑𝑆𝑐𝑜𝑠𝑖

𝑛

𝑖=1

 = 0

 (5.5) 
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The neutral sentence can be considers as objective sentences obtaining no information 

about the venue and can be extracted from the dataset. 

5.4.4. Recommendation 

In this subsection we discuss in detail the proposed CF-based heuristic recommendation 

system. In terms of functionality CF-based heuristic recommendation module has three main 

modules: (a) popularity ranking of reviewers and venues, (b) similarity graph generation among 

popular reviewers, and (c) recommendation module is responsible for generating the 

recommendation for a reviewer. The detail functionality of the above mentioned modules is 

discussed in the following subsections. 

5.4.4.1. Reviewer-venue Popularity Ranking 

This subsection presents the process of assigning popularity ranking to reviewers and 

venues. The higher ranked venues and reviewers are known as popular venues and expert 

reviewers, respectively. HA inference model [4.6] is utilized to perform the ranking for 

producing a set of experienced reviewers and popular venues. To compute the expert reviewers’ 

and popular venues’ scores, the popularity ranking method will generates reviewers-to-venue 

check-in matrix denoted by 𝑀𝑟.  Let [𝑝𝑣]  and [𝑒𝑢] represent the score matrices for a popular 

venue and an expert reviewer, respectively. authority score matrices, respectively. The following 

formulas compute the score for popular venues and expert reviewers [4.10]. 

𝑝𝑣 = 𝑀𝑟
𝑇 × 𝑒𝑢. (5.6) 

𝑒𝑢 = 𝑀𝑟 × 𝑝𝑣. (5.7) 
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If we use 𝑝𝑣
<𝑛> and 𝑒𝑢

<𝑛> to represent the score of popular venue and expert reviewers at 

nth iteration, then the following equations generate the score of popular venues and expert 

reviewers iteratively. 

𝑝𝑣
<𝑛> = (𝑀𝑟

𝑇  ×  𝑀𝑟) × 𝑝𝑣
<𝑛−1>. (5.8) 

𝑒𝑢
<𝑛> = (𝑀𝑟 × 𝑀𝑟

𝑇) × 𝑒𝑢
<𝑛−1>. (5.9) 

The purpose behind using HA method is to generate a subset of reviewers, who have 

commented popular venues, and a subset of venues that are frequently commented by expert 

reviewers.  

5.4.4.2. Reviewer-venue Similarity Graph Creation 

This phase creates similarity graphs among experienced reviewers. The idea is to 

generate a network of like-minded people (reviewers) who share the similar comments by 

assigning same semantic score for various venues. The graphs constructed in current phase will 

be made available for CF-based heuristic recommendation process that utilizes a variant of CF 

Approach to find an optimal path on the graph. Such a path carries a collective opinion about 

venues by experienced reviewers who are also most similar to an active reviewer.  

The similarity computation between two reviewers in the similarity graph is performed 

by applying the Pearson Correlation Coefficient (PCC)[1]. The value of PCC ranges between -1 

and +1. Positive values indicate that the similarity exists between two reviewers, with highest 

similarity at 1, whereas negative PCC values means the choices of the two reviewers does not 

match. PCC is computed by using the following formula. 
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𝑠𝑖𝑚(𝑥, 𝑦) =

∑ (𝑟𝑥𝑣 − 𝑟�̅�)(𝑟𝑦𝑣 − 𝑟�̅�)𝑣𝜖𝑆𝑥𝑦

√∑ (𝑟𝑥𝑣 − 𝑟�̅�)2∑ (𝑟𝑦𝑣 − 𝑟�̅�)
2

𝑣𝜖𝑆𝑥𝑦𝑣𝜖𝑆𝑥𝑦

,
 

where 

𝑆𝑖𝑗 = {𝑣𝜖𝑉|𝑟𝑥𝑣 ≠ 0 ∧ 𝑟𝑦𝑣 ≠ 0}. 

(5.10) 

In (5.10), the similarity between two reviewers 𝑥 and 𝑦 is computed only for venues that 

are commented by both of the reviewers.  

The similarity computation in (5.10) results into a very sparse similarity graph due to the 

fact that majority of the venues are not commented by either of the two reviewers. Therefore, to 

address the data sparseness problem, we augment the similarity computation with the concern 

measure. The concern measure can be interpreted as a conditional probability that a venue 

commented by a one reviewer is also commented by the other reviewer in the dataset. Moreover, 

it depicts the amount of concern (or confidence) showed by both reviewers in venues commonly 

commented by them. The following equation is utilized to calculate the weight of an edge 

between two reviewers. 

𝜔𝑖𝑗 =

{
 
 

 
 

 𝑠𝑖𝑚(𝑥, 𝑦)                if 𝑠𝑖𝑚(𝑥, 𝑦) > 0

                        otherwise

𝑃(𝑟𝑥|𝑟𝑦) ×
1

1 + ∑ |𝑟𝑥𝑣 − 𝑟𝑦𝑣|𝑥∈𝑉𝑦

  𝑃[𝑟𝑦] ≠ 0,

 (5.11) 

Where 𝑉𝑦 is the set of venues checked-in by user y. The parameter 𝑃(𝑟𝑥|𝑟𝑦) =

𝑃[𝑟𝑥 ∩ 𝑟𝑦]/𝑃[𝑟𝑦]  is the likelihood ratio that both the reviewers have commented the similar set 

of venues. The additional sum factor in denominator is used to keep value of probability lower 

than similarity so that the preference must be given to the positive values of similarity. Moreover, 

in (5.11), if the similarity value is greater than 0, then this value is assign as an edge weight of 
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the similarity graph. However, when the similarity value is less than zero, then we consider the 

lower term of (5.11) to assign the edge weight. This implies that an edge is always assigned a 

non-zero weight that results in the reduction of data sparseness. 

   

5.4.4.3. Heuristic Recommendation Approach  

In this subsection, a heuristic approach is presented that generates a set of top-N venue 

recommendations based on a graph of the experienced reviewers. The graph of experienced 

reviewer under a specific feature will be retrieved from the database. The similarity of the active 

reviewers will be computed with all of the reviewer nodes in the graph using (5.9). Breadth First 

Search (BFS) procedure will be applied to assign the immediate neighbors of the active reviewer 

at a distance of one (L = 1). Similarly, neighbors of the active user will be assigned a distance of 

two (𝑳 = 𝟐). The process continues until the entire graph is traversed. Each edge of the graph 

has a weight that is calculated by utilizing cumulative similarity formula described in (5.9). 

Whereas, the edges connecting the nodes at the same distance are intentionally labeled blank as 

resented in in Figure 18, because they are not traversed during the execution of Algorithm 3. The 

top-N venues recommended by the heuristic approach are the one that are not previously visited 

by the active reviewer. Algorithm 2 illustrates the step-by step procedure of the heuristic 

approach for online recommendations. 
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Figure 20. Active users’ Similarity graph 

a. Initializations (Line 1–Line 5): The identification of the active reviewer, type of venues to be 

recommended for active reviewer and frequent features of the venue for which reviewer need 

recommendation are taken as the input of the Algorithm 2. 

In the Line 2 and Line 3, the similarity graph of the experienced reviewers is 

retrieved. Only those neighbors of active reviewers are selected form the graph that have 

non-zero similarity computation with the active reviewer. In Line 4, the current reviewer 

node is stored in the list known as V. 

b. Iterative solution construction (Line 5–Line 22): In the Line 5, the weights are assigned to each 

neighbor nodes (𝐍𝐚) based on the similarity function 𝐬𝐢𝐦 (𝐚, 𝐣) (defined in (5.9)) that is further 

multiplied by the 1/𝚫𝐫𝐣 that is the edge count between the active reviewer and neighboring 

node.  

Only those venues are selected from the neighboring nodes that were not previously 

visited by the active reviewer (Line 7).The selected venues are appended in the matrix A. The 

visited neighbor is stored in the list V (Line 6–Line 10).   

𝑳 = 𝟏 

Active Users 
A 

𝑳 = 𝟐 𝑳 = 𝟑 𝑳 = 𝟎 

0.3 

0.9 0.5 

0.3 

0.4 

0.2 

0.1 0.2 

0.7 
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If at Line 11, the venue count in the matrix A is greater than the required number of 

venues N, then the control jumps to Line 22 that generates the ranking of the venues in the 

matrix A.  

Algorithm 5. Heuristic approach for venue recommendation 

Input: Active reviewer : 𝑟, Feature : f 

Output: A set 𝑆′ of top-𝑁 venues visited by experienced reviewer similar to active 

reviewer. 

Definitions Nj= neighbor set of node j, Δ𝑖𝑗 = edge count between reviewers i and 

j, and, 𝑤𝑎𝑗 = 𝑒𝑑𝑔𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟 𝑎 𝑎𝑛𝑑 𝑗 𝒵𝑗= number of required 

venues found at a node j, V= list 𝑜𝑓 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟𝑠 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 𝑏𝑦 𝑎𝑐𝑡𝑖𝑣𝑒 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑟 𝑟. 

1: 𝑎 ← 𝑟;  𝐿 ← 1;  𝑉 ← ∅  

2: 𝐺𝑓 ← 𝑆𝑖𝑚𝐺𝑟𝑎𝑝ℎ(𝑓) 

3: 𝑁𝑎 ← {𝑥: 𝐺𝑓|𝑠𝑖𝑚(𝑎, 𝑥) > 0} 

4: 𝑉 ← 𝑎   

5:   ∀𝑗 ∈ 𝑁𝑎, 𝑤𝑎𝑗 ← [𝑠𝑖𝑚 (𝑎, 𝑗) × 1/Δ𝑟𝑗], 𝑗 ∈ 𝑁𝑎  

6: for each 𝑒 ∈ 𝑁𝑎 do 

7:     𝑆 ← {𝑣: 𝑉𝑒|𝑣 ∉ 𝑉𝑟} 

8:     𝐴 ← 𝐴. 𝑎𝑝𝑝𝑒𝑛𝑑(𝑒, 𝑆) 
9:    V ← 𝑉 ∪ {𝑒}    
10: end for 

11: if 𝑣𝑒𝑛𝑢𝑒𝐶𝑜𝑢𝑛𝑡(𝐴) ≥ 𝑁 then 

12:     go to Line 23 

13: else 

14:     ∀𝑗 ∈ 𝑁𝑎, select 𝑎 ← 𝑗, such that we have  

    𝑎𝑟𝑔𝑚𝑎𝑥 [𝑤𝑎𝑗 ×
𝒵𝑗

𝑁
 ] ∧   𝑁𝑗 ≠ ∅ ∧ ∀𝑔 ∈ 𝑁𝑗| 𝑔 ∉ 𝑉 

15:     if 𝑁𝑜 𝑎𝑛𝑦 𝑠𝑢𝑐ℎ 𝑛𝑜𝑑𝑒 𝑓𝑜𝑢𝑛𝑑 𝑖𝑛 𝑆𝑡𝑒𝑝 14 then   

16:         go to Line 23 

17:      else 

18:          𝐿 ← 𝐿 + 1;                
19:         go to Line 5 

20:     end if 

21: end if 

22:   𝑆′ = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑟𝑎𝑛𝑘(𝐴)      
23: return 𝑆′ 
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If the required venue count is not achieved, then new active node (a) is selected 

amongst the neighbor set  𝑁𝑎. The criterion for the new active nodes selection is that the 

nodes must have the maximum of the required number of venues. If no such node is found, 

then the control parses the Line 23. Otherwise, the edge count will also be incremented in 

Line 18 and in Line 19 and the control will jump back to Line 5. 

c. Aggregate venues provided by the best nodes (Line 22): The venues are ranked to generate 

top-N venues to be recommended to the active user. The following equation is used to rank 

the venues. 

𝑅𝑎𝑛𝑘𝑥 =
∑ 𝑤(𝑟, 𝑒) ×𝑒∈𝑉 𝑟𝑒𝑥
∑ 𝑤(𝑟, 𝑒)𝑒∈𝑉

. (5.12) 

In (11), x is the venue to be ranked, the parameter r is the active reviewer node, and 

𝑠𝑒𝑥 is the review score calculated for expert reviewer e ∈   𝑉 at venue x. The parameter 

𝑤(𝑟, 𝑒) represents the weight of the link in the similarity graph between the root node r and 

the expert reviewer e.  

5.5. Performance Evaluation 

In this section, we present the performance evaluation of the proposed BORF. We 

compare our results with following related schemes: (a) User-Based Collaborative Filtering   

[5.18] (UBCF), (b) Matrix Factorization (MF) [5.17], and (c) Random Walk with Restart (RWR) 

[5.6]. A brief description of the schemes is presented in the next subsection. 

5.5.1. Results  

We utilized “Yelp” dataset that consists of 335023 reviews performed by 150,734 users in 

total number of 1,280,969 venues [5.6]. Reviewers with least number of visits have been filtered 

out by setting the threshold on the number of reviewers. The reason for such filtration is that 
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many of users in “Yelp” dataset provided reviewers at very few places that may not add 

significant contribution into the real-time analysis. We perform extensive experiments on our 

internal OpenNebula cloud setup running on 96 core Supermicro SuperServer SYS-7047GR-

TRF systems. In the selected dataset, out of the entire records, 80% of the record is used as the 

training set and 20% constitute the test set for the evaluation. We used a standard 5-fold cross 

validation technique for evaluating the accuracy rate of the framework [5.3].  

We utilized the three popular performance evaluation metrics to evaluate the proposed 

recommendation frameworks: (a) precision, (b) recall, and (c) F-measure. The precision presents 

a ratio of the accurate recommendations (true positive (tp)) to the total number of anticipated 

recommendations (tp+ false positive (fp)).  An accurate recommendation is the recommendation 

that has been predicted correctly in the top-N recommended venues. 

The recall measures the completeness by computing the average quality of the individual 

recommendations. The recall presents the proportion of all the accurate recommendations in the 

top-N recommended venues and can be represented as:  

The F-measure is the harmonic mean of precision and recall and denoted as follows:  

As presented in the Figure 21, the SocialRec framework achieves the best performance as 

compared to the rest of the schemes, such as UCF, SVD, RWR, and Popular. Each of the plots 

presented in the graphs show the average of 150 random runs.  The reason of improved 

Precision =  
tp

tp + fp
. (5.13) 

Recall =  
tp

tp + fn
. (5.14) 

Fmeasure =  
2 × Precision × Recall

Precision + Recall
. (5.15) 
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performance of SocialRec framework is that the semantic-based recommendation provides more 

effective solutions towards the data sparsity by taking into account the textual reviews as an 

addition source of information. Moreover, the SocialRec framework provides improved solution 

of data sparseness problem by augmenting the similarity computation with conditional 

probability. Data sparseness results in zero similarity values. The large number of zero entries in 

user-to-user similarity matrix decreases the recommendation quality. Despite the fact that any 

two persons have visited almost the same set of venues, the similarity value of the two persons 

will be smaller or zero if they have significant difference in visit patterns. To reduce the number 

of zero entries in user-to-user weighted matrix in the aforementioned scenario, we augmented 

NB 

SVM 

Preference 

(f) (e) (d) 

(c) (b) 

(i) (h) (g) 

Figure 21. Performance evaluation results: NB (a) Precision, (b) Recall, (c) F-measure : SVM 

(d) Precision, (e) Recall, and (f) F-measure: Preference (g) Precision, (h) Recall, (i) F measure 
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similarity values with confidence. Therefore, if similarity of two persons is zero but they have 

visited almost similar set of venues (with different patterns), then they will not be assigned a zero 

weight in the user-to-user matrix. The reduction in data sparseness results in an increased 

recommendation precision. The well-known collaborative filtering techniques, such as SVD and 

UCF presented low performance in terms of precision, recall, and f-measure due to high data 

sparseness. The popularity-based approach presents comparatively better performance than the 

collaborative filtering approach. The reason of the improved performance is that the popularity-

based approach does not compute the similarity matrix. Therefore, the popularity-based approach 

is not significantly affected by data sparseness problem. As presented in Figure 21(c), the recall 

of SocialRec framework is the highest for N=20, which indicates that the framework provides a 

greater coverage in terms of recommendations. The SocialRec framework indicates better 

performance in terms of the F-measure as compared to other schemes, such as SVD, UCF, 
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popular, and random due to the higher values of precision and recall at N=10. The performance 

of RWR remains low for all the aforementioned metrics. 

Figure 22 presented the comparative analysis of two classification techniques SVM, and 

naive Bayesian approach. As reflected from the figure SVM achieve better result in terms of 

accuracy, precision, recall, and f-measure. The Figure 23 presented a statistical analysis of the 

“Yelp” dataset. Out of 335023 numbers of reviews, there are only 53.23% of reviewers were one 

that has similar preference rating and sentiment score. In the original dataset there were 68.57% 

preference score of 4 or 5, 17.9% preference score of 3, and 14.24% preference score of less than 

3. The Figure 23 presented the biasness in preference rating of the reviewers. The figure shows 

that out of 68.57% of positive reviews only 63.9% reviewers were those that are actually positive 

reviews the rest of 28.4% were identified as neutral reviewers marked as positives reviewers. 

Similarly, out of 68.57% of positive reviewers 7.7% reviewers were actually negative marked as 

Figure 23. Statistical analysis of positive and negative reviews 
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positive reviews during preference rating. The figure also depicts that out of 17.19% of neutral 

reviews indicated by preference rating were 45.19% positive, 39.79% neutral, and 15.05% 

negative, when evaluated by sentiment score.   

5.6. Conclusions 

We have presented a multifold contribution by contriving a SocialRec framework that 

produces recommendations by considering textual data and utilizing the free-text user review for 

recommendation. 

The significance of the proposed framework is the adaptation of popular collaborative 

filtering and sentiment classification, such as SVM and NB method to compute positive and 

negative reviews for the recommendation. In our proposed approach, data sparseness issue is 

address by integrating the user-to-user similarity computation with confidence measure that 

quantifies the amount of similar interest indicated by the two users in the venues commonly 

visited by both of them. Moreover, cold start issue is resolves by introducing the HA inference 

model that assigns ranking to the users and venues based on a mutual reinforcement relationship. 

In such case, the SocialRec framework always has a precompiled set of popular unvisited venues 

that can be recommended to the new user. 

In the future, we would like to extend our work by incorporating more contextual 

information, such as the check-in time, users’ profiles, and interests, in our proposed framework. 

Moreover, we intend to integrate other approaches, such as machine learning, text mining, and 

artificial neural networks to refine our existing framework. 
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6. CONCLUSION AND FUTURE WORK 

This dissertation contributes to the development of novel context-aware techniques to 

enhance content-based, media-based, and geo-location-based SNSs.  Existing social computing 

systems have emerged through a series of evolutionary steps from single systems to network 

systems and from network systems to social network systems. The SNSs are attracting 

researchers’ attention due to the significant increase of virtual social interaction. Despite all of 

the advancements in the content-based, media-based, and geo-location-based SNSs surveyed in 

this study, SNSs still require further improvements. Context-aware technologies and the 

increasing diffusion of semantic-based applications offer a new direction to improve present 

SNSs. This dissertation provides an exclusive overview of the main features and implication of 

different content-based, media-based, geo-location-based, and context-based SNSs in the various 

popular SNPs, such as Facebook, Flicker, and LinkedIn. It can be observed that the latest trend is 

to include the context-based technique into existing SNSs for better, real time, and on-demand 

communication. The presented ideas will lead the researcher to explore the important research 

areas, such as on-demand collaboration, on-demand communication, social search, and context-

aware recommendation systems. 

6.1. Summary of Contributions 

In Chapter 3, we presented a detailed analysis of ontology learning and its implication in 

the field of on text mining. The dynamic visualization of text due to the current Read-Write-Web 

(RWW) provides an enormous and growing source of information. However, extracting required 

information and sharing it in different application remain a challenging task. The categorization 

of unstructured text is one of the fundamental data analysis techniques that have been widely 

studied in the various disciplines for indexing, mining, and managing abundant textual data. 
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Ontology offers the potential for providing a logical interpretation of textual data that is based on 

a hierarchical conceptual representation of information. However, one of the major obstacles that 

prevents ontology from being deployed in large-scale information systems is ontology 

acquisition, which strongly depends on knowledge engineers and domain experts. Additionally, 

ontology building is a labor-intensive, handcrafted, and recursive process. Therefore, to address 

the abovementioned problem, researchers have devised semi-automatic techniques called 

ontology learning for building ontologies. This survey provides a comprehensive analysis of 

ontology learning techniques, such as linguistic, statistical, and semantic-based techniques, 

extensively used in ontology learning. Moreover, the survey provides a detailed review of the 

ontology learning process. The discussion moves on further to present the ontology-based text 

mining architecture and highlights various attempts of scientific researchers to successfully 

incorporate ontologies in the field of text mining. Furthermore, we identify major issues and 

challenges in the ontology learning process that need to be addressed in future semantic-based 

text extraction efforts. 

Chapter 4, we presented a multifold contribution by devising cloud based solutions for 

the venue recommendation problem in mobile social networks for a single user. The novelty and 

significance of this work was the integration of knowledge engineering techniques, Hub-Average 

(HA) inference model, multi-obective optimization, and collaborative filtering on a cloud 

infrastructure to generate optimal set of recommendations. Different from the previous works, 

the proposed MobiContext, framework not only took into account the collective opinions of the 

experienced users, but also considers the effect of dynamic real-world physical factors, such as a 

person’s distance from venues, speed, weather conditions, and travel conditions. The 

MobiContext utilizes multi-objective optimization techniques to generate personalized 
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recommendations. The scalability issues were addressed by proposing a cloud-based architecture 

that allocated data and computational load on geographically distributed cloud nodes. To address 

the issues pertaining to cold start and data sparseness, the BORF performs data preprocessing by 

using the. Moreover, the Weighted Sum Approach (WSA) is implemented for scalar 

optimization and an evolutionary algorithm (NSGA-II) is applied for vector optimization to 

provide optimal suggestions to the users about a venue. The results of comprehensive 

experiments on a large-scale real dataset confirm the accuracy of the proposed recommendation 

framework. 

Chapter 5 presents a SocialRec, a context-aware recommendation framework that utilizes 

a rating inference approach to incorporate textual users’ review into traditional collaborative 

filtering methods for personalized recommendations. To address the issues pertaining to cold 

start and data sparseness the SocialRec utilizes the textual reviews as an additional source of user 

preference. Moreover, the SocialRec performs preprocessing by using the Hub-Average (HA) 

inference model. The results of comprehensive experiments on a large-scale real dataset confirm 

the accuracy of the proposed recommendation framework. 

6.2. Future Work 

In this section, we highlight some of the research directions that we intend to explore in 

future. In the future, we would like to extend our work by incorporating more contextual 

information in the form of objective functions, such as the check-in time, users’ profiles, and 

interests, in our proposed framework. Moreover, we intend to integrate other approaches, such as 

machine learning, text mining, and artificial neural networks to refine our existing framework.  

 


