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ABSTRACT 

 Cancer is one of the dangerous diseases which causes many deaths each year and breast 

cancer being one of them which is quite common among women. In today’s time 12 percent of the 

women can develop breast cancer over her course of lifetime. There are two kinds of tumors that 

can be found in women, they are benign and malignant. The former is considered non-cancerous 

while the latter is deadly. In this work we applied different machine learning models and did a 

comparative study to see which one performs better in predicting unseen data to be benign or 

malignant. The dataset we have used is imbalanced, so we also experimented by improving the 

prediction of our models using oversampling technique on the minority class. We have calculated 

Accuracy, F1-scores, AUC and Confusion Matrix as our measures to evaluate and compare our 

models. 
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CHAPTER 1: INTRODUCTION 

 Breast cancer is one of the leading causes of death in women in many countries around the 

globe. It is a major requirement to reduce the threat of life from this disease at a very early stage. 

The detection of this disease at an early stage can increase the chance of a patient to live longer 

reducing the number of deaths per year. In these kinds of cases machine learning techniques can 

be useful which help in detection of a tumor to be benign (non-cancerous) or malignant (cancerous) 

without going into the long procedure of biopsy. If the identification of the tumor can happen at 

an early stage, then it is possible to start the treatment and prevent the disease from spreading 

further. There are various kind of machine learning task that can be helpful among which 

classification or predictive modeling is the most widely used one. The availability of large data 

sets in medical science and different kind of tools have made the machine learning tasks to be 

popular. 

 “We are living in the information age” is a popular saying, however, if the statement needs 

to be redefined it can be said that it is a data age. In the 21st century terabytes or petabytes of data 

are available online. This data is collective information of business, science and engineering, 

medicine and almost every other aspect of daily life. Few years back machine learning techniques 

were not of regular use because of limited availability of computational power but currently due 

to the high availability of the same machine learning is a regular practice. The data which is 

collected by different organizations helps these machine learning techniques to carry out the 

desired tasks. For example, when a person needs to gain some information, they generally put 

some search query in a search engine. This search information is stored as data and using a machine 

learning technique we can try to group people who query similar searches. There are two kinds of 

tasks that are carried out in machine learning which are clustering and classification. Clustering is 

the grouping of data having similar kind of hidden patterns. The classification task is categorizing 
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the data into different classes. The dataset contains two parts one is the features and the other is 

the class. Clustering tasks are performed on the data where the class is absent and classification on 

the data where it is present. 

 Machine Learning or Data Mining tasks are done in 3 stages which are data cleaning and 

data preprocessing, model training and model evaluation or testing. Data cleaning includes 

different kind of processes like excluding instances of missing values, correction of any corrupted 

data, removing of irrelevant data or columns from the data set. Data preprocessing technique is the 

process of converting the data to an understandable format. It is often common that real-world data 

has a wide range between the minimum and the maximum value of each feature. To reduce the 

range between the values there are lots of scaling techniques that can be used. Sometimes the 

feature set is very large, so to make the learning procedure easier and less time-consuming 

dimensionality reduction techniques are often used. The whole data cleaning and data 

preprocessing technique can be assumed as a single phase known as data handling in the machine 

learning process. In the preprocessing step there is another big part of data handling which is 

dividing the data into two parts namely training set and testing set. The training and testing data 

are generally in the ratio of 8:2. 

 The training data helps our model to learn about the pattern inside the data along with an 

instance falling into which class. The testing data tries to predict the class of each of the instances. 

Once the predicted class values are available we use a different model evaluation technique to see 

how well the model is performing on unseen data. The techniques we use other than accuracy to 

evaluate our model are confusion matrix, Area Under the curve, F1-score. 
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CHAPTER 2: RELATED WORK 

 There has a lot of research been performed on the diagnosis of breast cancer and most of 

the researches have high classification accuracies. A learning algorithm has reported an accuracy 

of 98.8% where a combination of logarithmic simulated annealing and perceptron algorithm was 

used [1]. There is another research done that used the fuzzy-GA method and it has obtained an 

accuracy of 97.36% [2]. It was mentioned that an accuracy of 98.10% has been obtained when a 

feed forward neural network rule extraction algorithm has been used [3]. A 10-fold cross validation 

technique on the C4.5 decision tree for classifying breast cancer has been used where it was able 

to gain an accuracy of 94.74% [4]. There is another accuracy of 96.8% reported where the research 

group used linear discrete analysis [5]. 

 There is a study presented in [6] where an intelligent system had been developed using 

Support Vector Machine and Artificial Neural Network to automate breast cancer detection. 

Recently with the increase in data and the development of ML methods, it is seen that the methods 

have high classification reliability. An accuracy of 95.06% has been obtained using neuro-fuzzy 

technique [7]. There have been three different methods, learning vector quantization (LVQ), big 

LVQ, and artificial immune recognition system were used to detect the kind of cancer it is and 

reported accuracies were 96.7%, 96.8% and 97.2%, respectively [8]. 
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CHAPTER 3: DATA SET 

 The dataset that is used in our experiments has been obtained from the University of 

California Irvine and is a publicly available dataset [9]. The dataset has a total of 11 columns which 

are id number, Clump Thickness, Uniformity of Cell Size, Uniformity of Cell Shape, Marginal 

Adhesion, Single Epithelial Cell Size, Bare Nuclei, Bland Chromatin, Normal Nucleoli, Mitoses, 

Class. The class column defines the instance to be either benign or malignant. The id number does 

not contribute anything in the learning process for the training of our models so we rejected it. All 

the other columns are used in training our different models. The class is the dependent variable 

and all the other columns are the independent variables. All the independent variables have values 

ranging from 1 to 10 where 1 being the lowest and 10 being the highest. This dataset has been 

collected over 3 years starting from 1989 to 1991. The total number of samples are 699 in the 

dataset. The following table shows the formation of the whole dataset over a period of 3 years 

Table 1: Dataset 

Group Instances Time 

1 367 January 1989 

2 70 October 1989 

3 31 February 1990 

4 17 April 1990 

5 48 August 1990 

6 49 January 1991 

7 31 June 1991 

8 86 November 1991 

  

 It is seen at different times different number of instances have been added to the dataset 

and lastly in 1991 it was completed with a total number of 699 instances belonging to both benign 
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and malignant classes. The dataset has 458 samples which belong to the Benign class and 241 

instances which are the Malignant ones. The dataset has 16 instances with missing values, so we 

rejected those 16 instances. The benign class is 65.5% of the dataset and the malignant is 34.5%. 

This is an imbalanced dataset where most of the instances fall into the Benign class. The 

imbalanced dataset problem can cause the models to predict the data as the major class.  

 Statistical Analysis [10] shows that there is a huge difference between the values of each 

of the features based on the instance belonging to benign or malignant. The dataset has been 

created periodically since this dataset belongs to the clinical cases of Dr. William H. Wolberg. 

Table 1 shows the number of instances added since January 1989 after the dataset started being 

built. There were two points which have been discarded from the first group as it was noticed that 

they are inconsistent. The data can be considered ‘noise-free’ [11] and has 16 missing values from 

16 instances.  
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CHAPTER 4: APPROACH 

 This section will describe different kinds of experiment that were performed on this dataset. 

We did a comparative study using different binary classifiers to see which one performs better in 

detecting the class on unseen data. We have carried out the experiments on two datasets, one of 

them is the original or imbalanced dataset and the other is the oversampled which means after 

applying the SMOTE algorithm. We have used the following different measures, to determine the 

performance of our model, which are Accuracy, F1-Score, Area Under the Curve, Confusion 

Matrix.  

 SMOTE is an over-sampling technique where the minority class is over-sampled creating 

“synthetic” examples. In handwritten character recognition this technique proved quite useful [12]. 

The research group tried to create extra training data on real data using some operations. The 

synthetic examples are generated by operating in the feature space instead of the data space. The 

oversampling technique is done by taking each of the minority class samples and introducing 

synthetic examples along the line joining any of k minority class nearest neighbors. The k nearest 

neighbors are randomly chosen which depend upon the amount of over-sampling required. Our 

implementation uses 5 nearest neighbors in generating the synthetic data using the mentioned 

technique. The process of generating the synthetic data is the following: Difference between the 

sample which is currently considered and its nearest neighbor. The difference is then multiplied 

with a randomly chosen value between 0 and 1 and the obtained value to the feature vector is added 

which is being considered. The application of the SMOTE algorithm on the minority class forces 

the decision region of the minority class to be more general.  

 Our experiments include the use of different binary classifiers which are Naïve Bayes, K-

Nearest Neighbors, Decision Tree, Dense Feed Forward Neural Network, Logistic Regression and 

Support Vector Machine.  



 

7 

 The Naïve Bayes classifier is based on Bayes’ theorem. Bayes’ theorem calculates the 

posterior probability using the attribute values. It assumes that the values of a predictor or attribute 

on a given class is independent of the values of other predictors. This is called class conditional 

independence. The mathematical representation of the algorithm is:  

                                            𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 

i) P(c|x) is the posterior probability of class given attribute. 

ii) P(c) is the prior probability of class. 

iii) P(x|c) is the likelihood which is the probability of predictor given class. 

iv) P(x) is the prior probability of the predictor. 

This experiment has been performed on both the original dataset and the oversampled one. 

The dataset has 9 attributes as mentioned in the Dataset section. These 9 attributes are the 

predictors in the dataset. The classifier assumes the presence of a feature in the dataset is 

independent or unrelated to any other feature. This model is very helpful for prediction on large 

datasets as well as Naïve Bayes is well known for outperforming other classifiers. There are 

various advantages and disadvantages of this algorithm. The algorithm is very easy and fast when 

it predicts on test data. The Naïve Bayes algorithm can be much better compared to other models 

like logistic regression. The Naïve Bayes algorithm can perform on less training data as well. The 

disadvantages are if there is any attribute which is not being observed in the training set then the 

algorithm will assign zero as its probability, however, the availability of a totally independent 

predictor in real life is nearly impossible. 

 The K-nearest neighbors classification algorithm is known as a lazy learning algorithm and 

is one of the simplest classification algorithms. It is also a non-parametric algorithm which means 

that the algorithm does not make any assumptions on the data distributions. KNN is useful for real 

world problems since most of the data does not maintain the theoretical assumptions made by 

models like linear regression. KNN can be used for both kinds of problems classification and 



 

8 

regression, but it is mostly used for classification tasks. The “K” in KNN refers to the number of 

nearest neighbors we want to consider during classification. The algorithm uses a voting procedure 

to predict sample data belonging to a class. Data is classified based on the plurality votes of its 

neighbors. KNN will predict data belonging to a class based on the maximum number of votes 

going to a class by the neighbors of the data point. This algorithm does not learn any model, instead 

it stores the whole training data which it uses as the representation. It makes prediction by 

calculating the similarity between an input sample and each training instances. There are few 

disadvantages of KNN. It needs to determine the value of K. Since it is distance-based learning it 

is very much unclear which type of distance needs to be used. It is all very unclear to understand 

which attribute to use to get the best result or all the attributes need to be used. The computation 

of this algorithm is quite high since we need to compute the distance of a data point to each of the 

training instances. For our experiment we have used the KNN algorithm to predict a breast cancer 

tumor to be benign or malignant. The algorithm has been performed on the original dataset as well 

as on the oversampled dataset. 

 The Logistic Regression model is our third model which performs the classification 

whether a tumor is benign or malignant. The logistic function is a Sigmoid Function that takes a 

value between 0 and 1. The expression of sigmoid function is:  

𝜎(𝑡) =  
1

1 + ⅇ−𝑡
 

The sigmoid function takes an “S” shape curve which can take any real-valued number and 

it can be mapped between 0 and 1. Logistic regression is very much like linear regression since 

the former uses an equation as its representation. There are three types of Logistic Regression 

which are Binary Logistic Regression, Multinomial Logistic Regression, Ordinal Logistic 

Regression.  
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Logistic Regression predicts the class for sample data based on a threshold. The estimated 

probability is classified into a class using the set threshold. The coefficients of the logistic 

regression is estimated from the training data which is done using the maximum-likelihood 

estimation. When a model predicts a value close to 1 for the default class, and very close to 0 for 

the other class. Let us consider a scenario where a tumor needs to be classified into benign or 

malignant. If linear regression is used there will be a threshold value based on which a tumor will 

be detected as one or the other. If the actual class is malignant and the predicted value is 0.4 

whereas the threshold value is 0.5 then the data point will be classified as benign which is a serious 

concern during real time prediction. Logistic Regression overcomes this problem. The output of 

logistic regression strictly takes values either 0 or 1 as described above. 

 Decision tree is one of various other models we have used for our experiments. It can be 

used to solve both classification and regression problems. The main working procedure of the 

decision tree is to predict classes by learning decision rules inferred from the training data. There 

are two kinds of attribute selection measures we have used to create two kinds of decision tree for 

both original dataset and oversampled dataset which are information gain and Gini index. The root 

node is the attribute which has the highest values in both cases. The next step is to choose to split 

the training data into subsets in such a way that each subset contains data with the same value for 

an attribute. There are few assumptions that are made while creating the tree. The whole training 

set is considered as the root at the first step. Decision trees prefers categorical data while building 

the model. It is possible that continuous data attributes are present in the dataset so conversion of 

those data to discrete or categorical values are important prior to building the tree. The information 

gain of each attribute is obtained by calculating the difference between the entropy of the target 

values and the entropy of the attribute. The entropy is given by the formulation:  
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𝐻(𝑋) =  −𝛴𝑝(𝑥)𝑙𝑜𝑔𝑝(𝑥) 

The Gini index is a metric to measure how often a random chosen element would be 

incorrectly identified. The above statement means that an attribute with lower Gini index should 

be referred. The formulation of Gini index is:  

𝐺𝑖𝑛𝑖 𝐼𝑛𝑑ⅇ𝑥 = 1 −  𝛴 𝑝𝑗
   2 

We used these two-attribute selection techniques to build two different decision trees to 

see which method performs better in classifying the dataset. 

 The other model we have used in classifying the dataset into benign or malignant is Dense 

Feed Forward Neural Network. Deep Learning provides a multi-layer approach to learn data 

representation. The architecture of a DNN will have the input layer followed by single or multiple 

hidden layer and output layer. Each layer comprises of multiple neurons, the number of neurons 

in the input layer will be the number of features present in the dataset. The number of neurons in 

the hidden layer and the number of hidden layers varies based on the output we are seeking. 

Learning rate is another parameter which needs to be set from the beginning of the training. The 

learning rate determines how fast a model will learn from the data set and besides the hidden layers 

and number of neurons the learning rate is another factor which helps the neural network to 

understand the data representation. The other factors that are associated while training a neural 

network are biases, weights and activation function. The weights are associated with each input 

and the weights provide the strength of connection between the neurons and the layers. The weights 

determine how influential a connection between neurons is over another. The biases add noise to 

the dataset helps during the non-linear learning of the neural network. The neural network has been 

trained on both the original dataset and the oversampled dataset.  

 The last model that has been used in the experiment is Support Vector Machine (SVM). It 

can be defined as given a labeled training data SVM outputs an optimal hyperplane which 
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categorizes new examples. Let us assume we have data points plotted in a two-dimensional plane. 

Now if we use the algorithm on these data points it will try to provide a function that will be able 

to separate these points based on the label provided to it. SVM does the same for n-dimensional 

data points. To separate data points there are many hyperplanes which are possible but the one 

with the maximum margin will be chosen. The maximum margin means the distance between the 

data points in both the classes should be maximum. The maximum margin helps to provide more 

confidence while classifying future data points. The number of hyperplanes depends on the number 

of features the data contains. If the number of features be n then the number of hyperplanes that 

will be generated is n.  

 The last experiment that has been executed is comparing all the classifiers over the 

balanced dataset. In the earlier experiments it has been noticed that the classifiers perform better 

on the oversampled dataset. This experiment has been performed to identify which classifier works 

best among all in classifying the benign or malignant cases. In this experiment we have passed the 

same test and train data to all the classifiers and calculated the metrics to detect which classifiers 

performs the best. 

The performances measures are described next. Accuracy is one among many metrices to 

evaluate how well a model is performing. The performance can be evaluated based on the number 

of correct predictions the model performs. Informally we can say that accuracy is the fraction of 

the number of correct predictions among the total number of predictions. We can divide the total 

correct predictions in two parts for a binary classification task, one is the positive class and other 

is the negative class. 

 The Confusion Matrix is another matrix which helps to evaluate our models. Confusion 

matrix is a table layout that allows us to visualize the performance of our model. It is typically 
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used in the process of supervised machine learning tasks. The rows of the table indicate the number 

of instances that fall in the predicted class while the columns indicate the instance that belongs to 

the actual class or vice-versa. The reason to use a confusion matrix to evaluate models is because 

it becomes easy to understand how much misclassification our model is performing. The term 

misclassification refers to the process where the actual class is positive, but our model predicted it 

to be negative or conversely.  

 There is another model evaluation method which is known as F1-Score. In binary 

classification the F1-Score is a measure of the test’s accuracy. There are two values named 

precision and recall which are involved in the calculation of F1-Score. Let us assume precision is 

denoted by p and recall by r then we call p the number of correct positive results divided by the 

number of all positive results the classifier predicted, and r is correct number of positive results 

divided by the number of all relevant samples. F1-Score is the harmonic average of the precision 

and recall where F1-Score tends to reach value 1.  
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CHAPTER 5: RESULTS 

 This section will describe the different results we achieved while using different models 

for classifying the dataset into benign and malignant.  

Experiment 1 

 The first experiment is to apply the Naïve Bayes algorithm both on original and 

oversampled dataset, and Figure 1 and Figure 2 show the ROC curve for those datasets, 

respectively. 

 

Figure 1: ROC Curve for Original Dataset using Naïve Bayes 

   

 

Figure 2: ROC Curve for Oversampled Dataset using Naïve Bayes 
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The area that the ROC curve covers is being noted on the lower right corner of both figures, 

which are 97.8 % and 97.2 %, respectively. The AUC is the area between the ROC curve and the 

x-axis. 

Table 2: Measure Values for Naïve Bayes 

Measure Names Original Dataset Oversampled Dataset 

Training Accuracy 0.950 0.950 

Testing Accuracy 0.970 0.970 

AUC Score 0.978 0.972 

  

Table 2 lists the accuracy values for both datasets and as well as the AUC score. The testing 

accuracies are 0.97 for both the original and oversampled dataset. It is the testing accuracy which 

determines the performance of the model. 

Table 3: Confusion Matrix for Original Dataset 

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
85 4 

Actual Class 

Yes 
0 48 

 

Table 4: Confusion Matrix for Oversampled Dataset 

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
81 2 

Actual Class 

Yes 
3 92 

  

Table 3 and Table 4 show the confusion matrices for the original and oversampled 

dataset, respectively. It is seen from both the tables that the misclassification error is 4 and 5 for 
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the original and the oversampled dataset, respectively. The number of correct predictions are 133 

for both the classes in the original dataset, and 173 for the oversampled dataset. 

Table 5: F1-Score for Original Dataset 

Label Precision Recall F1-Score Support 

2 1.00 0.96 0.98 89 

4 0.92 1.00 0.96 48 

Micro average 0.97 0.97 0.97 137 

Macro Average 0.96 0.98 0.97 137 

Weighted 

Average 

0.97 0.97 0.97 137 

 

Table 6: F1-Score for Oversampled Dataset 

Label Precision Recall F1-Score Support 

2 0.96 0.98 0.97 83 

4 0.98 0.97 0.97 95 

Micro average 0.97 0.97 0.97 178 

Macro Average 0.97 0.97 0.97 178 

Weighted 

Average 

0.97 0.97 0.97 178 

  

Table 5 and Table 6 show the Micro, Macro and Weighted Average along with F1-Score 

for the original and oversampled data, respectively. The F1-Score in both tables for both classes 

are 0.98, 0.96 and 0.97. This means that the values for the false positives and the false negatives 

are very low, which indicates that the model is correctly classifying the correct class.  
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Experiment 2 

 The second model for our experiment is the K-nearest neighbors. Figure 3 and 4 are 

showing the results of our different measures which determines how well the KNN model is 

performing on our datasets.  

 

Figure 3: ROC Curve for Original Dataset using KNN  

 

 

Figure 4: ROC Curve for Oversampled Dataset using KNN 

The area that the ROC curve covers is being noted on the lower right corner of both figures, 

which are 95.8 % and 97.8 %, respectively.  
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Table 7: Measure Values for KNN 

Measure Names Original Dataset Oversampled Dataset 

Training Accuracy 0.963 0.977 

Testing Accuracy 0.937 0.963 

AUC Score 0.957 0.978 

  

Table 7 lists the accuracy values for both datasets and as well as the AUC score. The testing 

accuracies are 0.937 and 0.963 for both the original and the oversampled dataset, respectively. It 

is the testing accuracy which determines the performance of the model. 

Table 8: Confusion Matrix for Original Dataset 

 Predicted Class 

No 

Predicted Class 

Yes 

Actual Class 

No 
87 2 

Actual Class 

Yes 
3 45 

 

Table 9: Confusion Matrix for Oversampled Dataset 

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
82 1 

Actual Class 

Yes 
3 92 

  

Table 3 and Table 4 show the confusion matrices for the original and oversampled 

dataset, respectively. It is seen from both tables that the misclassification error is 5 and 4 for the 

original and the oversampled dataset, respectively. The number of correct predictions is 133 for 

both the classes in the original dataset, and 173 for the oversampled dataset. 
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Table 10: F1-Score for Original Dataset 

Label Precision Recall F1-Score Support 

2 0.97 0.98 0.97 89 

4 0.96 0.94 0.95 48 

Micro average 0.96 0.96 0.96 137 

Macro Average 0.96 0.96 0.96 137 

Weighted 

Average 

0.96 0.96 0.96 137 

 

Table 11: F1-Score for Oversampled Dataset 

Label Precision Recall F1-Score Support 

2 0.96 0.99 0.98 83 

4 0.99 0.97 0.98 95 

Micro average 0.98 0.98 0.98 178 

Macro Average 0.98 0.98 0.98 178 

Weighted 

Average 

0.98 0.98 0.98 178 

  

Table 10 and Table 11 show the Micro, Macro and Weighted Average along with F1-Score 

for the original and oversampled data, respectively. The F1-Score on both tables for both classes 

are 0.97, 0.95 and 0.98, respectively. This means that the values for the false positives and the false 

negatives are very low, which indicates that the model is correctly classifying the correct class.  
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Experiment 3 

 The third model for our experiment is the Logistic Regression. Figures 5 and are showing 

the ROC results which determines how well the model is performing on our datasets. 

 

Figure 5: ROC Curve for Original Dataset using Logistic Regression 

 

 

Figure 6: ROC Curve for Oversampled Dataset using Logistic Regression 

The area that the ROC curve covers of both figures are 96.2 % and 96.8 %, respectively.  
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Table 12: Measure Values for Logistic Regression 

Measure Names Original Dataset Oversampled Dataset 

Training Accuracy 0.968 0.966 

Testing Accuracy 0.96 0.966 

AUC Score 0.962 0.967 

 

Table 12 lists the accuracy values for both datasets and as well as the AUC score. The 

testing accuracies are 0.937 and 0.963 for both the original and oversampled dataset, respectively.  

Table 13: Confusion Matrix for Original Dataset 

 Predicted Class 

No 

Predicted Class 

Yes 

Actual Class 

No 
86 3 

Actual Class 

Yes 
2 46 

 

Table 14: Confusion Matrix for Oversampled Dataset 

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
81 1 

Actual Class 

Yes 
5 90 

  

Table 13 and Table 14 show the confusion matrices for the original and oversampled 

dataset, respectively. It is seen from both tables that the misclassification error is 5 and 6 for 

original and oversampled dataset, respectively. The number of correct predictions is 133 for both 

the classes in the original dataset, and 173 for the oversampled dataset.s 
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Table 15: F1-Score for Original Dataset 

Label Precision Recall F1-Score Support 

2 0.98 0.97 0.97 83 

4 0.94 0.96 0.95 48 

Micro average 0.96 0.96 0.96 137 

Macro Average 0.96 0.96 0.96 137 

Weighted 

Average 

0.96 0.96 0.96 137 

 

Table 16: F1-Score for Oversampled Dataset 

Label Precision Recall F1-Score Support 

2 0.96 0.99 0.96 83 

4 0.99 0.95 0.97 95 

Micro average 0.97 0.97 0.97 178 

Macro Average 0.97 0.97 0.97 178 

Weighted 

Average 

0.97 0.97 0.97 178 

  

Table 15 and Table 16 show the Micro, Macro and Weighted Average along with F1-Score 

for the original and oversampled data, respectively. The F1-Score for both tables for both classes 

are 0.97, 0.95 and 0.96, 0.97, respectively. This means that the values for the false positives the 

and false negatives are very low, which indicates that the model is correctly classifying the correct 

class.  
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Experiment 4  

 Our next model is the Decision Tree which has been calculated on two kinds of information 

gain, which are gini index and entropy. Figure 7 to 10 show the ROC results of our different 

measures, which determines how well the model is performing on our datasets. 

 

Figure 7: ROC Curve for Original Dataset using Decision Tree Gini Index 

 

 

Figure 8: ROC Curve for Original Dataset using Decision Tree Entropy 
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Figure 9: ROC Curve for Oversampled Dataset using Decision Tree Gini Index 

 

Figure 10: ROC Curve for Oversampled Dataset using Decision Tree Entropy 

The area that the ROC curve covers of both figures and is 96.7 %, 95.6 %, 97.7 % and 97.8 

%, respectively. In this experiment we obtained four ROC curves since we have used two types of 

information gains for both original and oversampled dataset. 
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Table 17: Measure Values for Decision Tree Gini Index 

Measure Names Original Dataset Oversampled Dataset 

Training Accuracy 0.93 0.939 

Testing Accuracy 0.956 0.960 

AUC Score 0.967 0.960 

  

Table 17 lists the accuracy values for both datasets and as well as the AUC score. The 

testing accuracies are 0.956 and 0.960 for the original and oversampled dataset, respectively. It is 

the testing accuracy which determines the performance of the model. 

Table 18: Measure Values for Decision Tree Entropy 

Measure Names Original Dataset Oversampled Dataset 

Training Accuracy 0.970 0.934 

Testing Accuracy 0.948 0.971 

AUC Score 0.950 0.972 

  

Table 18 lists the accuracy values for both datasets and as well as the AUC score. The 

testing accuracies are 0.948 and 0.971 for the original and oversampled dataset, respectively. It is 

the testing accuracy which determines the performance of the model. 

Table 19: Confusion Matrix for Oversampled Dataset using Gini Index 

 Predicted Class 

No 

Predicted Class 

Yes 

Actual Class 

No 
92 3 

Actual Class 

Yes 
4 79 

 

 

 



 

25 

Table 20: Confusion Matrix for Oversampled Dataset Using Entropy 

 Predicted Class 

No 

Predicted Class 

Yes 

Actual Class 

No 
91 4 

Actual Class 

Yes 
1 82 

  

Table 19 and Table 20 show the confusion matrices for the oversampled dataset, for the 

gini index method and the entropy method, respectively. It is seen from both tables that the 

misclassification error is 7 and 5 for original and oversampled dataset, respectively. The number 

of correct predictions is 173 for both classes for both information gain methods. 

Table 21: Confusion Matrix for Original Dataset using Entropy 

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
85 5 

Actual Class 

Yes 
2 45 

 

Table 22: Confusion Matrix for Original Dataset using Gini Index  

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
85 5 

Actual Class 

Yes 
2 45 

  

Table 21 and Table 22 show the confusion matrices for the original dataset, for the gini 

index method and the entropy method, respectively. It is seen from both tables that the 

misclassification error is 7 in both cases. The number of correct predictions is 130 for both classes 

of information gain methods. 
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Table 23: F1-Score for Oversampled Dataset using Gini Index 

Label Precision Recall F1-Score Support 

2 0.96 0.97 0.96 83 

4 0.99 0.95 0.96 95 

Micro average 0.96 0.96 0.96 178 

Macro Average 0.96 0.96 0.96 178 

Weighted 

Average 

0.96 0.96 0.96 178 

 

Table 24: F1-Score for Oversampled Dataset using Entropy  

Label Precision Recall F1-Score Support 

2 0.99 0.96 0.97 83 

4 0.95 0.99 0.97 95 

Micro average 0.97 0.97 0.97 178 

Macro Average 0.97 0.97 0.97 178 

Weighted 

Average 

0.97 0.97 0.97 178 

  

Table 23 and Table 24 show the Micro, Macro and Weighted Average along with F1-Score 

for the original and oversampled data, respectively. The F1-Score for both tables and for both 

classes are 0.96 and 0.97, respectively. This means that the values for the false positives and the 

false negatives are very low, which indicates that the model is correctly classifying the correct 

class.  
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Table 25: F1-Score for Original Dataset using Gini Index 

Label Precision Recall F1-Score Support 

2 0.98 0.94 0.96 90 

4 0.90 0.96 0.93 47 

Micro average 0.94 0.95 0.95 137 

Macro Average 0.95 0.95 0.94 137 

Weighted 

Average 

0.94 0.95 0.95 137 

 

Table 26: F1-Score for Original Dataset using Entropy 

Label Precision Recall F1-Score Support 

2 0.98 0.94 0.96 90 

4 0.90 0.96 0.93 47 

Micro average 0.94 0.95 0.95 137 

Macro Average 0.95 0.95 0.94 137 

Weighted 

Average 

0.94 0.95 0.95 137 

  

Table 25 and Table 26 show the Micro, Macro and Weighted Average along with F1-Score 

for the original and oversampled data, respectively. The F1-Score for both tables for both classes 

are 0.96, 0.93 and 0.96, 0.93, respectively. This means that the values for the false positives and 

the false negatives are very low, which indicates that the model is correctly classifying the correct 

class.  
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Experiment 5   

 The next model is the Dense Feed Forward Neural Network. Figure 11 and 12 show the 

results of the ROC measure which determines how well the Decision Tree model is performing on 

our datasets. 

 

Figure 11: ROC Curve for Original Dataset using Dense Feed Forward Neural Network 

 

Figure 12: ROC Curve for Oversampled Dataset using Dense Feed Forward Neural Network 

The area that the ROC curve for both figures are 95.4 % and 98.3 %, respectively. 
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Table 27: Measure Values for Dense Feed Forward Neural Network 

Measure Names Original Dataset Oversampled Dataset 

Training Accuracy 0.963 0.971 

Testing Accuracy 0.96 0.983 

AUC Score 0.953 0.983 

 

Table 27 lists the accuracy values for both datasets and as well as the AUC score. The 

testing accuracies are 0.96 and 0.983 for both the original and oversampled dataset, respectively. 

It is the testing accuracy which determines the performance of the model. 

Table 28: Confusion Matrix for Original Dataset  

 Predicted Class 

No 

Predicted Class 

Yes 

Actual Class 

No 
87 1 

Actual Class 

Yes 
4 45 

 

Table 29: Confusion Matrix for Oversampled Dataset 

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
82 1 

Actual Class 

Yes 
2 93 

  

Table 28 and Table 29 show the confusion matrices for the original and oversampled 

dataset, respectively. It is seen from both tables that the misclassification error is 5 and 3 for 

original and oversampled dataset, respectively. The number of correct predictions is 133 for both 

classes of the original dataset and 175 for the oversampled dataset. 
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Table 30: F1-Score for Original Dataset 

Label Precision Recall F1-Score Support 

2 0.96 0.99 0.97 88 

4 0.98 0.92 0.95 49 

Micro average 0.96 0.96 0.96 137 

Macro Average 0.97 0.95 0.96 137 

Weighted 

Average 

0.96 0.96 0.96 137 

 

Table 31: F1-Score for Oversampled Dataset  

 

Label Precision Recall F1-Score Support 

2 0.98 0.99 0.98 83 

4 0.99 0.98 0.98 95 

Micro average 0.98 0.98 0.98 178 

Macro Average 0.98 0.98 0.98 178 

Weighted 

Average 

0.98 0.98 0.98 178 

 

Table 30 and Table 31 show the Micro, Macro and Weighted Average along with F1-Score 

for the original and oversampled data, respectively. The F1-Score on both tables for both classes 

are 0.97, 0.95 and 0.98, respectively. This means that the values for the false positives and the false 

negatives are very low, which indicates that the model is correctly classifying the correct class.  

 

 

 

 

 



 

31 

Experiment 6 

 The sixth model for our experiments is the SVM. Figure 13 and 14 show the results of the 

ROC measure which determines how well the SVM model is performing on our datasets. 

 

Figure 13: ROC Curve for Original Dataset using SVM 

 

Figure 14: ROC Curve for Oversampled Dataset using SVM 

The area that the ROC curve is 97.3 % and 98.3 % in Figure 13 and 14, respectively.  
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Table 32: Measure Values for SVM 

Measure Names Original Dataset Oversampled Dataset 

Training Accuracy 0.970 0.964 

Testing Accuracy 0.970 0.983 

AUC Score 0.972 0.983 

  

Table 32 lists the accuracy values for both datasets and as well as the AUC score. The 

testing accuracies are 0.970 and 0.983 for the original and oversampled dataset, respectively. It is 

the testing accuracy which determines the performance of the model. 

Table 33: Confusion Matrix for Original Dataset 

 Predicted Class 

No 

Predicted Class 

Yes 

Actual Class 

No 
86 3 

Actual Class 

Yes 
1 47 

 

Table 34: Confusion Matrix for Oversampled Dataset 

 Predicted Class 

No 
Predicted Class 

Yes 

Actual Class 

No 
87 1 

Actual Class 

Yes 
2 93 

 

Table 33 and Table 34 show the confusion matrices for the original and oversampled 

dataset, respectively. It is seen from both tables that the misclassification error is 4 and 3 for the 

original and the oversampled dataset, respectively. The number of correct predictions is 133 for 

both classes for the original dataset, and 180 for the oversampled dataset. 
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Table 35: F1-Score for Original Dataset 

Label Precision Recall F1-Score Support 

2 0.99 0.97 0.98 89 

4 0.94 0.98 0.96 48 

Micro average 0.97 0.97 0.97 137 

Macro Average 0.96 0.97 0.97 137 

Weighted 

Average 

0.97 0.97 0.97 137 

 

Table 36: F1-Score for Oversampled Dataset 

Label Precision Recall F1-Score Support 

2 0.98 0.99 0.98 83 

4 0.99 0.98 0.98 95 

Micro average 0.98 0.98 0.98 178 

Macro Average 0.98 0.98 0.98 178 

Weighted 

Average 

0.98 0.98 0.98 178 

 

Table 35 and Table 36 show the Micro, Macro and Weighted Average along with F1-Score 

for the original and oversampled data, respectively. The F1-Score for both tables for both classes 

is 0.98, 0.96 and 0.98, respectively. This means that the values for the false positives and the false 

negatives are very low, which indicates that the model is correctly classifying the correct class.  
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Experiment 7 

 The last experiment that has been carried out uses all the classifiers on the oversampled 

dataset. Figure 15 to 21 show the results of the ROC measure, which determines how well the all 

models are performing on our datasets. 

 

Figure 15: ROC Curve for Oversampled Dataset using Decision Tree Gini Index 

  

Figure 16: ROC Curve for Oversampled Dataset using Decision Tree using Entropy 
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Figure 17: ROC Curve for Oversampled Dataset using Logistic Regression 

 

Figure 18: ROC Curve for Oversampled Dataset using Dense Feed Forward Neural Network 

 

Figure 19: ROC Curve for Oversampled Dataset using K-Nearest Neighbors 
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Figure 20: ROC Curve for Oversampled Dataset using Naïve Bayes classifier 

 

Figure 21: ROC Curve on Oversampled Dataset using SVM 

The area that the ROC curves is 97.2 %, 96.8 %, 96.8 %, 98.9 %, 97.8 %, 97.2 % and 98.3 

% in Figure 15 to 20, respectively. These AUC values are calculated on all models using only the 

oversampled dataset to verify which model obtains the best performance. 
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Table 37: Measure Values for all the classifiers 

Measure 

Name 

Gini 

Index 

Decision 

Tree 

Support 

Vector 

Machine 

Naïve 

Bayes 

K-Nearest 

Neighbors 

Dense 

Feed 

Forward 

Neural 

Network 

Logistic 

Regression 

Entropy 

Decision 

Tree 

Training 

Accuracy 

0.925 0.980 0.959 0.963 0.974 0.957 0.925 

Testing 

Accuracy 

0.971 0.983 0.971 0.977 0.988 0.966 0.966 

AUC 

Score 

0.972 0.983 0.972 0.978 0.988 0.967 0.968 

  

Table 37 lists the accuracy values for both datasets and as well as the AUC score. The 

testing accuracies are 0.971, 0.983, 0.971, 0.977, 0.988, 0.966 and 0.966 on both the oversampled 

dataset. It is the testing accuracy which determines the performance of the model. It is clearly seen 

that the Dense Feed forward method shows the best performance in classifying the cancer data. 

 

 

 

 

 

 

 

 

 

 

  



 

38 

CHAPTER 6: CONCLUSION 

 In these above experiments it is seen that a model when trained with the oversampled 

dataset the model does a better job in classifying tasks. In the last part of the experiment where all 

the models are tested on the same test data it is noticed that the Feed Forward Neural Network and 

the Support Vector Machine are the two models that reaches an accuracy of 98%. The Feed 

Forward Neural Network outperforms the Support Vector Machine by 0.002% accuracy.  

 The future work for this implementation includes using images of breast cancers which 

will give the model a more detailed view about the kind of cancer. The use of images with the 

dataset which have been used in this work can be used to implement an intelligent system. The use 

of different feature values along with the images of the breast cancer will provide the machine 

learning algorithm a more detailed view about the cancer. This work can be extended by reducing 

the feature set to the minimal and selecting only those features that contribute the most in detecting 

the instance to be benign or malignant.  
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