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ABSTRACT 

With the cloud computing increasing in popularity by providing a massive number of 

services such as recourses and data center, the number of attacks is increasing. Security is a basic 

concern in cloud computing, and threats can occur both internally and externally. Users can 

access the cloud infrastructure for software, operating systems, and network infrastructure 

provided by the cloud service providers (CSPs). Evaluating users’ behavior in the cloud-

computing infrastructure is becoming more important for both cloud users (CSs) and the CSPs 

that must ensure safety for users accessing the cloud. Because user authentication alone is not 

enough to ensure the users’ safety and due to the rise of insider threats, the users’ behavior must 

be monitored. User-behavior trust plays a critical role in ensuring the users’ authenticity as well 

as safety.  

To address the research problem, we proposed two models to monitor the users’ behavior 

in the cloud and then to calculate the users’ trust value. The proposed models improve the 

current trust models. Our proposed models address the issue of trust fraud with the concept of 

“slow increase.” The proposed models deal with malicious conduct by constantly aggravating the 

penalty approach (principle of “fast decline”). The proposed models reflect the users’ latest 

credibility through excluding the expired trust policy in the trust calculation. The proposed 

models evaluate users based on a large amount of evidence which ensures that the users’ trust 

value is stable. We generate a dataset to simulate audit logs containing the designed user-

behavior patterns. Thus, we use the dataset to evaluate our proposed models. 
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CHAPTER 1.  INTRODUCTION 

1.1. Introduction 

Trust can play a key role in addressing cyber-security concerns. Cybercrimes cost the 

world nearly $3 trillion in 2015. This figure is expected to increase to $6 trillion by 2021 [1]. In 

recent years, the demand for computing has gradually increased. With a variety of technological 

advances, people can access wide-ranging information repositories and multiple resources. These 

interactions become cheaper and more powerful than before. One such technology is cloud 

computing which has been defined by the National Institute of Standards and Technology 

(NIST) [2] as “a model for enabling ubiquitous, convenient, on-demand network access to a 

shared pool of configurable computing resources (e.g., networks, servers, storage, applications, 

and services) that can be rapidly provisioned and released with minimal management effort or 

service provider interaction.” There are three types of service models: Software as a Service 

(SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). Cloud computing 

has worthy features which are attractive to governments and business owners. By 2023, the U.S. 

government will exceed $10 billion with a growth rate of 16% from 2018-2023 of spending on 

cloud computing [3]. One cloud-computing feature is the pay-as-you-go pricing model, meaning 

that the user pays for computing resources as they are needed. Another advantage is reducing the 

operating cost. Because the cloud environment can rapidly allocate and de-allocate resources on 

demand, the service provider does not need to provision resources for the peak load. The cloud 

service is web hosted, so cloud users can easily access it with an internet connection. Thus, one 

cloud-computing advantage is that cloud users can access the cloud wherever and whenever they 

want. Because of outsourcing the service infrastructure to the cloud, users shift the maintenance 

expenses to the cloud service providers (CSPs). 
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With cloud computing’s increased popularity for providing a massive number of services, 

such as resources and data centers, the number of attacks is increasing [4]. The cloud platform’s 

security is an important factor for cloud development. Storing important business data and 

confidential information in a cloud environment requires that a high-security mechanism be 

applied in the cloud platform. Basic security protections, such as firewalls and traditional access 

control, are not able to satisfy security requirements with the expansion of cloud computing. A 

lot of significant resources are stored in the cloud. The number of cloud users may be hacked 

because of limitations with basic security protection. To strongly implement a secure, reliable, 

and safe cloud-computing environment, we need to consider the trust issue. With cloud 

computing, there is need for mutual trust from the cloud users and the cloud service provider; 

neither one is unessential. Because of the user lacks controllability of data and resource, there is 

mistrust about cloud computing. The mistrust could happen based on the following reasons: 

leaking sensitive data, data-loss risk, data-release risk, storage-location risk, service distraction, 

cloud-provider breakdown risk, etc. [5,6]. These problems will damage the information security, 

data availability, and integrity, leading to economic and finance losses [7]. 

The trust should be bi-directional; cloud users trust the cloud service provider, and the 

cloud service provider trusts the user. When users trust the service provider, they wish to store 

their data in the cloud and to use the cloud for their daily work environment. On other hand, 

provider trust allows the users to deploy their applications and to execute tasks on cloud, and to 

directly access data and the cloud infrastructure for software, operating systems, and network 

infrastructure which are provided by the cloud service providers (CSPs). Thus, the malicious 

user may deploy a malicious code. This code may cause a huge disaster by occupying central 

processing unit (CPU) time, memory space, and other resources; taking control of the virtual 
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machine and possibly attacking other users; and potentially attacking the underlying platform 

which provides the operational environment [5,6]. The malicious users could be competitors, 

hackers, opposition, etc. Therefore, it is a critical time for the cloud service provider to monitor 

the users’ behavior in order to detect and to prevent malicious users, which is the objective of 

this dissertation. This research contributes by building models to monitor the users’ behavior   

and to calculate the user’s trust value by utilizing fuzzy logic as the artificial intelligent 

technique as well as sliding windows technique. The dissertation’s output, extracted common 

behavior patterns, could be used to detect insiders by comparing them with the users’ runtime 

activities. Then, the trust value is calculated and used as another factor for user identification. 

1.2. Motivation 

Currently, most cloud service providers use a common security mechanism to identify 

users and access management (IAM) through authentication and authorization. However, IAM 

has disadvantages which make it unable to satisfy the security requirements within the expansion 

of cloud computing. The first issue is that, before the user starts an interaction, the IAM assigns 

authority to the user without monitoring the user’s actual behavior throughout the interaction. 

Therefore, it is impossible to detect and to prevent malicious action, disoperation, and risk 

behavior effectively. The second concern is that the IAM only verifies the user’s trust with the 

identity, test username, password, and internet protocol (IP) address in order to identify the user's 

identity, without verifying the user's behavioral trust based on the historical evidence of 

interactions; IAM cannot detect and prevent potential malicious users [8]. Authorized users still 

carelessly utilize risky behaviors which might lead to data damage or leaks with the secure 

resources. There is an increasing risk of an insider threat to data security, and nearly two-thirds 

of the recent attacks or data leaks have been caused by insiders [9, 10]. Security consciousness 
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moves from the traditional access-control defense to holistic behavioral solutions in order to 

detect and to prevent ongoing insider threats before they actually occur [11, 12, 13, 14]. Finally, 

a user’s identity could be stolen by hackers. 

Because insiders already have privileges to access the organization’s information and 

assets, it is even more difficult to defend compared to defend attacks from outsiders. The 

authorized users’ activities must be monitored and controlled on an ongoing basis. Because of 

the large number of people using cloud services, including employees, contractors, customers, 

and partners; the complexity and changing nature of user-behavior patterns; and the lack of fully 

featured signature-based detection capabilities, system administrators for cloud-computing 

systems have had major challenges to identify user-behavior patterns. With these disadvantages, 

the IAM is unable to solve the cloud-computing security issues effectively. Expanding and 

updating traditional access-control technology is urgently needed in order to address trust issues 

and to improve the cloud-computing security issues. 

The concept of “trust” was first introduced in computer science by M. Blaze in 1996 [15]. 

The basic idea is to admit the imperfection of security information in an open system; the 

system’s security decision requires a reliable third party to supply additional security 

information. One branch of trust management theory is the trust based on user behavior (TBUB). 

TBUB is a comprehensive evaluation of the user-interaction behavior by using quantized 

evaluation results to represent the user's creditability on the cloud and to identify risky and 

malicious users [16]. Therefore, TBUB provides a valid decision-making basis for an access-

control system and improves the reliability for the allocation of authority. TBUB is a trending 

technology that addresses security issues in the cloud. However, there are remaining problems to 
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solve; identifying the problems for design models and then improving the TBUB performance is 

the research problem for this dissertation.  

1.3. Dissertation Statement   

The aim of my research is to improve and to develop a user-behavior trust model for 

cloud computing. This study includes improving the current user-behavior evaluation methods 

and calculating the user’s creditability based on user behavior during the interaction with the 

cloud as well as the user’s behavior history. In addition, the model should be able to prevent a 

malicious user’s access to the CSPs whenever a user behaves abnormally. Moreover, the model 

should be able to update the user’s trust value and the CSPs changes for a user’s authority rule in 

a timely manner.  

It is significant to secure the cloud from the insider user. I propose two models to 

improve security by calculating the user’s trust value. I use multiple steps in each model: find the 

common behaviors, which is defined as a frequently discovered pattern, from the dataset. Then, 

use fuzzy logic and the sliding windows technique to compute the user’s trust value. The 

dissertation provides valuable knowledge for anomaly detection and trust-computation research 

by extracting a small set of categorized, representative patterns and then using the techniques to 

compute the trust value. 

1.4. Dissertation Contribution 

This dissertation presents models to calculate the trust value based on the user’s behavior 

in the cloud. Based on the trust value, the user can be allowed to or denied access and use of the 

cloud. This research’s major contributions are as follows: 

• Design ,and implement the user-behavior trust model based on proposed equations, 

sliding windows ,and fuzzy logic. The proposed model can be applied on different cloud 
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deployment types. The model considers all the evaluation principles which were not 

considered with the previous models. In addition, we designed user-behavior patterns 

based on the user’s activity history, which allows the discovery of normal user behavior. 

Our proposed model considers three evidence types: security, login, and operation. 

Moreover, the model reflects three types of trust: direct, history, and comprehensive. 

• Design ,and implement the user-behavior trust model based on fuzzy logic. The proposed 

model is useful for all cloud deployment types. The model utilizes all the evaluating 

principles by using different equations than model one. Our proposed model considers 

four evidence types: security, login, operation, and performance.The model considers five 

types of trust: direct, history, indirect trust (from other users in same domain , and 

different domains in the same CSP), and comprehensive.  

• Based on the lack of having a user-behavior dataset, we developed a behavior-simulator 

algorithm that allows the generation of dataset. This algorithm provides a testing 

benchmark to evaluate the user-behavior trust models.  

• Present case studies to demonstrate the functionality and performance of the proposed 

models. The experiment has been organized as follows: 

o  Verification: we run multiple experiment cases to demonstrate that the proposed 

models can produce the user’s history pattern and efficiently prevent a malicious 

user from accessing the cloud service provider whenever the user behaves 

abnormally. Moreover, the proposed models are able to update the user’s trust 

value in a timely manner; then, the cloud service provider changes the user’s 

authority.  
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o There is a comparative analysis with the existing models; we run different 

experiment cases to validate that the proposed models are more efficient than the 

existing models. 

1.5. Publication and Peer Review 

Five papers were published for this dissertation. The first and second papers were 

specifically about the proposed models which are described in Chapters 3 and 4. The third paper 

was a literature review which is described in Chapter 2. With these three papers, Maryam 

Alruwaythi was responsible for the innovations described, but the dissertation’s academic 

adviser was a co-author; Krishna was a co-author who edited (grammar and paper layout). 

Maryam Alruwaythi was the peer reviewer for the fourth and fifth papers. 

1. Maryam Alruwaythi, Krishna Kambhampaty, and Kendall E. Nygard, “User Behavior 

Trust Modeling in Cloud Security,” The 5
th

Annual Conference on Computational Science 

& Computational Intelligence, Las Vegas, NV,2018. 

2. Maryam Alruwaythi and Kendall E. Nygard, “Fuzzy Logic Approach Based on User 

Behavior Trust in Cloud Security,” Proceedings of the 19
th

Annual IEEE International 

Conference on Electro Information Technology (EIT 2019), Brooking, SD, 2019.  

3. Maryam Alruwaythi, Krishna Kambhampaty, and Kendall E. Nygard, “User Behavior 

and Trust Evaluation in Could Computing,” Proceedings of the 34th International 

Conference on Computers and Their Applications, Honolulu, HI,2019. 

4. Kendall E. Nygard, Ahmed Bugalwi, Maryam Alruwaythi, Aakanksha Rastogi, Krishna 

Kambhampaty, and Pratap Kotala, “Elevating Beneficence in Cyberspace with Situational 

Trust,” Proceedings of the 32nd International Conference on Computer Applications in 

Industry and Engineering (CAINE 2019), San Diego, CA, 2019.  
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5. Krishna Kambhampaty, Maryam Alruwaythi, and Kendall E. Nygard, “Trust and Its  

Influence on Technology,” Midwest Instruction and Computing Symposium, Fargo, ND, 

2019. 

1.6. Dissertation Structure  

This dissertation is organized as follows:  

• Chapter 2. Background and Related Work. 

• Chapter 3. Model 1: Framework for Monitoring the User’s Behavior and Computing the 

User’s Trust. This chapter presents the first model which improves the existing models. 

In this model, we apply two techniques, sliding windows and fuzzy logic, to compute the 

cloud user’s creditability.  

• Chapter 4. Model 2: Fuzzy Logic Approach Based on User-Behavior Trust in Cloud 

Security. This chapter presents the second model which improves the first model by 

adding performance evidence and indirect trust to compute the comprehensive trust. With 

this model, we only apply fuzzy logic to compute the cloud user’s creditability. 

• Chapter 5. Experiments and Simulation Results.  

• Chapter 6. Conclusion and Future Work.   
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CHAPTER 2. BACKGROUND AND RELATED WORK 

2.1. Cloud Computing 

The cloud-computing model allows for convenient and on-demand access to shared 

resources, such as servers, storage, applications, software, and services, that can be dynamically 

delivered as needed. The National Institute of Standards and Technology (NIST) [2] defines 

cloud computing as “a model for enabling ubiquitous, convenient, on-demand network access to 

a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, 

and services) that can be rapidly provisioned and released with minimal management effort or 

service provider interaction.” The essential features of NIST’s cloud computing [2] are as 

follows:  

• On-demand self-service: Cloud computing provides on-demand services where users 

can access computing resources as needed. 

• Resource pooling: The resources include CPUs, networks, and storage resources. These 

resources are pooled to provide multiple users with simultaneous access. 

• Broad access to the network: Cloud-computing resources can be accessed over a 

network through a wide range of devices, such as personal computers, tablets, and 

smartphones. 

• Measured service: Cloud resources, such as memory, network bandwidth, and CPU 

usage, can be monitored and measured. 

• Rapid elasticity: Resources for cloud computing can be allocated elastically or 

distributed according to the consumers’ needs. These computing resources can be scaled 

depending on workload variations. 
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2.1.1. Cloud Service Delivery Models 

Based upon the NIST definition, cloud computing has three distinct service models [2]:  

• Software as a Service (SaaS): This software service is provided via the internet. Clients 

can use software applications without installing, maintaining, or updating the software; 

and without managing the cloud infrastructure. Examples of SaaS are Google Docs, and 

Game. 

• Platform as a Service (PaaS): This type of cloud computing provides clients with a 

platform to deploy their created applications using provider-supported programming 

languages, libraries, services, and tools. Without the need to manage the underlying cloud 

infrastructure, clients can use this cloud platform. Examples of PaaS are Google App 

Engine, and Microsoft Azure. 

• Infrastructure as a Service (IaaS): This type of cloud computing provides clients a 

cloud frame for computing resources, such as networks, CPU, memory, and storage. 

Clients can allocate or deallocate resources, in a dynamic manner and as needed, without 

managing the underlying cloud infrastructure. Instead of buying additional hardware, 

paying for the system’s software maintenance, or purchasing relevant system software, 

users can directly develop their own platforms and applications in the cloud infrastructure 

(service layer). 

2.1.2. Cloud Deployment Models  

Cloud deployment models are primarily divided into the following categories: 

• Public: A general cloud provider owns the infrastructure behind a public cloud. A public 

cloud houses many services for various customers, so multiple tenants access them from 

multiple locations. Web interfaces are used to access services on a common basis. This 



 

11 

model is based on a pay-per-use business approach and is typically low-cost, providing 

highly scalable services. The cloud’s resources are located at an off-site location, making 

this model’s deployment less secure and riskier than others because malicious activities 

can occur with the service delivery models. In this case, customer-to-provider service-

level agreements (SLAs) must be well detailed and analyzed [17,18]. 

• Private: is a new term used by some providers to describe offers that emulate private-

network cloud computing. This cloud is located in an organization’s internal enterprise 

data center. With a private cloud, the provider’s scalable resources and virtual 

applications are pooled and available for sharing among the cloud users. A private cloud 

differs from a public cloud in that the organization manages all cloud resources and 

applications, similar to the functionality of the intranet. Due to specified internal 

exposure, private-cloud usage can be much more secure than a public cloud. Only the 

organization and designated stakeholders can access a private cloud [17, 18].  

• Hybrid: is a combination of two or more other models of cloud deployment that a secure 

network centrally manages. A hybrid cloud is traditionally considered a mix of private 

and public clouds, bringing together the advantages of each type and overcoming their 

barriers. This model is managed by both the organization and a third-party entity and is 

located both on- and off-site [17,18]. 

• Community: The model of community cloud deployment is one that multiple 

organizations control and share. The cloud is usually set up to foster a common interest 

among multiple owners. The cloud can be managed by an owners’ committee or a third-

party organization and can be located on- or off-site. Community members are free to 

access the cloud data [17, 18]. 



 

12 

2.1.3. Cloud-Computing Security 

With cloud computing increasing in popularity, as a result of providing massive numbers 

of services, such as resources and data centers, the number of attacks is increasing [4]. A cloud’s 

platform security is becoming an important factor with cloud development. Storing important 

business data and confidential information in the cloud environment requires that high-security 

mechanisms be applied to the cloud platform. The cloud-computing security issues have been 

widely affected by both academics and the IT industry. According to International Data 

Corporation (IDC) a market research firm statistic which rate cloud-computing development 

challenges or issues, among other challenges, the security issue is highly concerning at 87.5% 

[19]. The Cloud Security Alliance (CSA), NIST, and the European Network and Information 

Security Agency (ENISA) enumerate the following data threats for the cloud-computing 

environment [20]: 

• Data breaches: Due to side-channel timing attacks on virtual machines, an 

organization’s sensitive internal data may fall into the hands of its competitors. This type 

of attack can be designed to extract private cryptographic keys which are used on the 

same physical server with other virtual machines. 

• Corruption of stored data: Because the cloud provider has root access to physical 

machines, this access enables the provider to modify or delete the client’s data. The 

provider may interfere with the data, making them unusable, or alter the data in such a 

way that the system cannot detect the alteration. The interfering with the data constitutes 

a serious threat to the application data’s integrity. 

• Data loss: The stored data may be lost due to accidental deletion; a loss of encryption 

keys; or physical disasters, such as flooding, earthquake, and fire. 
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• Denial of service: Attackers can generate huge numbers of fake requests for a certain 

cloud server, forcing the server to consume processor power, memory, disk space, and 

network bandwidth. Denial of service attack, ultimately, causes an intolerable system 

slowdown and makes the service unavailable to other customers. 

• Malicious internal users: These people can include current employees, administrators, 

other third-party service providers, or contractors who have access to and may misuse 

this access. The misuse causes intentional harm, affecting the confidentiality, integrity, 

and availability of an organization’s sensitive data. 

In conclusion, the study of cloud-computing security research is evolving gradually. S. 

Yu et al. [21] believe that this research can be divided in three ways:  

• Cloud-computing system issues and network-security issues. 

• Cloud-computing issues in data protection. 

• Trust issues in the cloud-computing environment among entities, such as cloud service 

providers (CSPs) and cloud users. Currently, solving the cloud computing’s security 

issues involves setting up a feasible cloud-security framework for specific security risks 

and using this framework to study key security technology. The trust-based access-

control policy provides a possible solution for cloud computing’s s trust issues. 

2.2. Access-Control Technology  

Access control is one of the most important elements in the field of information security. 

Access control is a fundamental and traditional mechanism for data security which is used to 

control unauthorized access for computing resources and data [22, 23]. Access control is a 

mechanism where services know whether to honor or deny requests to access computing 

resources and data. The system for the access-control model should include the subject, object, 
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and policy. The subject is a user who has permission to access the resources, which are the 

objects under certain policies. In cloud computing, the access-control model takes different 

actions, such as identification, authentication, and authorization, before accessing the resources. 

The access-control model has two types which can be applied to the traditional IT environment 

and the cloud environment:  

• Identity-based access-control (IBAC) model. 

• Trust-based access-control (TBAC) model.  

2.2.1. Identity-Based Access-Control Model 

The IBAC is a user identity-based access-control mechanism where access authorizations 

for specific objects or resources are assigned based on the user’s identity. There are four types of 

IBACs: the mandatory access-control (MAC) model, the discretionary access-control (DAC) 

model, the attribute-based access-control (ABAC) model, and the role-based access-control 

(RBAC) model.  

2.2.1.1. Mandatory Access-Control Model 

The MAC [24] is an access-control policy where an initiator for a subject or request may 

perform some kind of operation on a particular object or resource. When a subject tries to access 

an object or the information in an object, an authorization rule is enforced, by reviewing security 

attributes, to determine if the access can occur. The MAC assigns different security levels to 

each subject and object in order to establish secure access to objects or the flow of information 

within objects. The subject’s security attributes reflect the level of authority that can be obtained 

by that subject, and the object’s security attributes reflect the object’s sensitivity [25]. Although 

the MAC model protects information flow or leaks within an object, it does not guarantee the 

information’s complete secrecy within an object [26]. 
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2.2.1.2. Discretionary Access-Control Model 

The DAC model is an access-control policy that provides service access to the owner of 

an object or resources. The basic idea of DAC is that the subject’s owner determines the 

authority for other accessing subjects, and the subject that obtained the accessing authorization 

may further grant privileges to other subjects [26]. Most operating systems, including Windows, 

Linux, and Macintosh, as well as most Unix types are based on DAC models. When a file is 

created in these operating systems, admin decide which access privileges to give other users. 

When people want to access a file, the operating system makes a decision based on the privileges 

assigned to the file. From a security point of view, the MAC model is more secure than the DAC 

model. 

2.2.1.3. Attribute-Based Access-Control Model 

The user attribute is considered in the access-control model attribute in order to make 

access-control decisions. The user’s attributes can be location, age, birth date, or role [27]. Each 

attribute has unique and unobtrusive values. To allow or deny access, this model checks the 

user’s attribute against the predefined policy for a particular system or organization. Because 

there are a large number of users in cloud computing, deciding on a large number of attributes is 

a very complex task. 

2.2.1.4. Role-Based Access-Control Model 

The RBAC [28] model is an access-control procedure or mechanism where the decision 

about access control is made based on the user’s predefined roles. This model’s primary 

objective is to allow users based on their roles and permissions. A user’s role and permission 

must be authorized before accessing any cloud resources. A specific user can be assigned more 

than one role, and more than one user can have a specific role. New permissions can be granted 
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for roles because the application may change according to user’s requirements. Figure 1 shows 

the RBAC model’s core, consisting of four elements: user, object, role, and permission, where 

the permissions are the type of operations applied to a resource or object. A role is a job function 

within a specific organization regarding the user’s authorization and responsibility.  

 

Figure 1. The relationship between the RBAC’s elements. 

The RBAC model has many advantages compared to the DAC and MAC models. The 

RBAC model’s primary drawbacks are that it can only be applied within a closed network. 

Because this model is based on identity, it only checks the user’s identity information to 

authorize the person. If the user performs any malicious activity or operation on the cloud’s 

resources, the RBAC cannot control the user’s behavior during the interaction or malicious 

operation. 

2.2.2. Trust-Based Access Control Model  

Because cloud computing is a very popular form of internet application, a large number 

of users exist, and user behavior is always uncertain and dynamic. Therefore, different risks 

affect cloud resources. The identity-based control models cannot be applied to cloud computing. 

The following section explains the trust concept, trust in cloud computing, and characteristics of 

trust.  
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2.2.2.1. Concept of Trust  

The concept of trust has been studied in several domains, such as sociology, economics, 

and psychology. Sociologist Sztompka stated, “Trust is a bet about future contingent action of 

others” [29]. In psychology, trust “is believing that the person who is trusted will do what is 

expected” [30]. There are different definitions of trust, but “common to these definitions are the 

notions of confidence, belief, faith, hope, expectation, dependence, and reliance on the goodness, 

strength, reliability, integrity, ability, or character of a person or thing” [31]. The trust concept 

originally came from sociological theory, and the concept of trust has been introduced into the 

domain of computer science because the connection between people can easily refer to the 

interactions among computers, machines, and internet entities. The concept of trust in the 

computer science domain was proposed by Anderson [32]. Blaze et al. [33] were the first team to 

handle the internet security problem by using the trust-management concept to build a trust 

model for distributed systems. Simultaneously, Abdul-Rahman and Hailes [34] proposed the 

trust-metric mathematical model to handle internet security issues.  

2.2.2.2. Trust in Cloud Computing  

In the area of information security, trust is one of the most important issues. To strongly 

implement secure, reliable, and safe cloud-computing environments, we must consider the trust 

issue. Yew [35] defines computational trust in cloud systems as a “specific level of subjective 

assessment of whether a trustee (cloud provider) exhibits characteristics that are consistent with 

the trustee’s role.” In cloud computing, there is need for mutual trust from the cloud users and 

the CSPs; neither one is unessential. The user’s lack of control for data and resources leads to the 

mistrust of cloud computing based on the following reasons: leaks of sensitive data, data-loss 

risk, data-release risk, storage-location risk, service distraction, and cloud-provider-breakdown 
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risk [5, 6]. These problems damage the information security, data availability, and integrity, 

leading to economic and finance losses [7]. 

Several studies have been done about trust in cloud computing. In practice, Patil and 

Shyamasundar [36] presented a comparative analysis of different identity-based trust-

management approaches that integrate technology with other factors. Urquhart [37] described the 

biggest issue in cloud computing as trust, stating that customers and service providers need more 

trust because of the dynamic nature of cloud computing. Abdul-Rahman and Hailes [38] 

suggested reputation as the expectation of agent behavior based on information or observations 

about the agent’s past behavior. Shyamsundar and Patil [39] explained the design and 

implementation of the delegation system and role-based authorization.  

 Paul [40] proposed the trust model based on quality of service (QoS). This model 

evaluates the CSPs based on QoS (availability, reliability, turnaround, efficiency, and data 

integrity). Gholami and Arani [41] presented the proposed turnaround trust model, which is the 

development of the trust model based on QoS [40] to assist cloud-service clients (CSCs) to select 

the trusted CSPs. This model is based on the QoS (availability, reliability, data integrity, and 

response time) and the implementation speed. Tan et al. [42] proposed a trust model based on the 

SLA and behavioral evaluation. They divided the proposed model into three parts: trust 

selection, implicit factors, and dynamic trust. Trust selection was based on six parameters 

(availability, reliability, integrity, average degree of fulfillment, similarity, and integrated value 

[Intevalue]). 

Jin et al. [43] proposed the Stadam model; it is the SLA trust model based on anomaly 

detection and multi-cloud. In Stadam, the cloud consumer uses multiple providers 

simultaneously. By utilizing anomaly detection algorithms to check whether the providers fulfill 
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the SLA, the providers’ trust value will update, and the number of requests that are sent to the 

provider will change. 

2.2.2.3. Characteristics of Trust  

Despite the diversity among the existing trust definitions and despite the lack of a precise 

definition in the literature, a large convergence exists about which properties the trust concept 

satisfies. The most important trust characteristics are reported in the following section; these 

guidelines are important for modeling trust [31,35]: 

• Trust is multidimensional: Here, trust is an oriented relationship between the trustor 

and the trustee. In addition, a trustor could trust a trustee for a certain purpose but not for 

another purpose.  

• Trust is subjective: Trust is a personal opinion, wherein a trustor’s evaluation of the 

trustee can be entirely different from some other trustor’s evaluation. According to 

Grandison and Sloman [44], trust is reflected as a subjective and personal phenomenon 

based on a variety of factors or evidence, some of which may be more powerful than 

others. 

• Trust can be measured: Trust values can be used to represent the different degrees of 

confidence that a trustor may have in trustee. Trust is measurable also provides the basis 

for modeling trust and evaluating computations. 

• Trust depends on history: Which means that past experience can affect the current trust 

level. 

• Trust is dynamic: With time, confidence usually changes non-monotonically. It can be 

periodically refreshed or revoked, and must be able to adapt to the changing 

circumstances in which the trust decision is made. Confidence is sensitive to many 
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factors, events, or context changes. Solutions should consider the notion of learning and 

reasoning to handle this dynamic property of trust. A sophisticated trust-management 

approach is required for the dynamic adaptation of the trust relationship between two 

entities. 

• Trust is conditionally transferable: Trust information may be transmitted or received 

through a chain of recommendations. 

• Trust is a composition of several attributes: “Trust is really a composition of many 

different attributes: reliability, dependability, honesty, truthfulness, security, competence, 

and timeliness, which may have to be considered depending on the environment in which 

trust is being specified” [44]. Compositionality is an important feature to make trust 

calculations.  

2.3. Trust Based on User Behavior  

To a certain extent, the behavioral trust-based access-control mechanism can avoid the 

above-mentioned vulnerabilities. It can detect and control malicious users in a timely manner 

through real-time user-behavior monitoring and analysis; for users with correct identities who 

have admitted to malicious behavior, the system will either reduce their degree of authority or 

deny access. In other words, trust based on user behavior is a comprehensive evaluation of the 

user’s interaction behavior by utilizing quantified evaluation results to represent the user’s trust 

degree to the cloud as well as to identify risky and malicious users [45]. Therefore, trust based on 

user behavior (TBUB) provides a valid decision-making basis for the access-control system and 

improves security in the cloud. 
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2.3.1. Obtaining Evidence of User-Behavior Trust 

Different evidence types should be considered when modeling user behavior in cloud 

computing and evaluating trust values. To obtain effective evidence, we primarily consider that 

the gathered evidence is comprehensive, true, and reliable. Trust evidence can be obtained by 

using software or hardware. 

• To determine the number of access times, the times for scanning important ports, and the 

number of times for operation failures, an intrusion detection system (IDS), such as 

Tcpdump, is used as long as the network card is set to licentious mode [45].  

• There are different types of log and audit trails, such as application log, system log, 

network management, and audit recording [46]. Audit trails can record the IP source as 

well as the destination address’s (user packet) operation time, duration, and type.  

• Bandwidth [47] is a network-flow detection tool which is used to gather performance 

evidence by getting Transmission control protocol (TCP), Internet Control Message 

Protocol(ICMP), Hypertext Transfer Protocol(HTTP), User Datagram Protocol(UDP), 

Virtual private network (VPN), and Peer-to-peer( P2P) data flow based on the IP. 

• Cisco’s NetFlow Monitor [48] tool is used to collect security and performance evidence, 

such as real-time monitoring of the data flow, the number of accesses using illegal 

connections, scanning sensitivity, and important ports. 

• Network-management software is based on a standardized protocol, such as simple 

network management (SNMP), remote monitoring (RMON), or Cisco Works Software 

[49].  

• Security products such as firewalls and access-control systems can capture various 

evidence. 
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• Different hardware, such as genius hard probes and NetScout, can gather the evidence 

directly [50]. 

2.3.2. Principles for Evaluating User Behavior 

In this section, we present the principles that should be considered while modeling user 

behavior for cloud computing [6, 51]: 

• Principle 1: Expired user behavior should not be considered; when the user stopped 

accessing the cloud or has not accessed it recently then the behavior records are out of 

date. Thus, the user should then be evaluated as a strange user.  

• Principle 2: Recent user behaviors affect the trust value; new behavior must be more 

important and affect the trust evaluation more than long-term behavior because, with trust 

calculations, we consider the most recent behavior. 

• Principle 3: Abnormal behavior plays an important role in trust evaluation than 

traditional behavior. 

• Principle 4: Trust evaluation is based on a large amount of user-behavior data; the 

creditability of the trust value is based on a large amount of user-behavior evidence. The 

evidence in the cloud should be large enough to ensure that the result is stable. If the 

amount is small, then the results are not representative and are unstable.  

• Principle 5: Slow-rise strategy is to prevent fraud risk in the trust evaluation; this 

strategy is based on a large number interaction with cloud to achieve accurate trust 

values. This principle prevents users from gaining a high trust value when they have a 

small number of interactions.  
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• Principle 6: Punish non-trusted user is based on rapid-decline strategy; this strategy 

punishes users when abnormal behavior is detected. Punishment quickly decreases the 

trust value. 

• Principle 7: The trust value will decrease whenever repeated malicious behaviors have 

occurred; repeated malicious behavior decreases the trust value more rapidly than the first 

occurrence. 

• Principle 8: Trust evaluation should consider avoid cheating; because of the trust 

degree is a collaboration of  different trust types, each type of trust must have weight in 

order to avoid too much influence being received from indirect trust . 

2.4. Related Work  

Evaluating user behavior in cloud computing has been investigated with several research 

papers to monitor user behavior and to improve the security for cloud computing. Different 

evidence, such as security, reliability, performance, and operation, exists. Each model has used 

several evidence types to evaluate user behavior; some of them use security evidence while 

others use reliability evidence. In addition, several principles have been followed for most of the 

research papers. This section presents the existing user-behavior models, divided into three 

sections: evidence of user-behavior trust, the principles covered by existing user-behavior 

models, and summary tables. 

2.4.1. User-Behavior Evidence 

To calculate trust values for the users, different types of user-behavior evidence must be 

collected to investigate the users’ behavior in the cloud. The following sections present different 

evidence that has been used with the existing models.  
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2.4.1.1. Security Evidence  

Security evidence presents the cloud-service user’s security characteristics. This 

evidence, such as users carrying viruses or scanning important ports during their access sessions, 

is recorded in the user’s log files. Security evidence is important when a system monitors user 

behavior to prevent damage from occurring to cloud services and resources. Table 1 presents 

several types of evidence that have been used for different research papers.  

Table 1.  Examples of security evidence. 

ID Evidence Item  Explanation Resource 

SI.1 Scan important resource 
ports 

Does the user scan important ports on the 
cloud? 

[6,52, 53]  

SI.2 Carry virus Does the user carry viruses during the 
access session? 

[6, 53, 54] 

SI.3 Illegal connection  Does the user gain access from an illegal 
connection? The definition of an illegal 
connection is based on the system 
requirements. 

[6, 52, 55, 
56, 57] 

SI.4 Input security-sensitive 
keywords 

Does the user input security-sensitive 
keywords? Sensitive keywords are based 
on the system requirements. 

[6, 52, 
53,55] 

SI.5 Use proxy  Does the user utilize a proxy? [52,53] 

SI.6 Access other user 
accounts 

Does the user access other users’ 
accounts? 

[5] 

SI.7 Delete other user folders Does the user delete other users’ folders? [5] 

SI.8 Create a file/folder in 
other users’ accounts 

Does the user create files/folders in other 
users’ accounts? 

[5] 

SI.9 Modify other users’ data 
files 

Does the user modify other users’ data 
files? 

[5] 

 

2.4.1.2. Performance Evidence  

Performance evidence presents cloud-service users’ performance characteristics. This 

evidence, such as CPU occupancy rate and memory occupancy rate, is recorded in a user’s log 

files. Performance evidence is important when a system tracks user behavior to prevent any 
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damage to the cloud’s services and resources. Users with low performance metrics can throttle 

resources, preventing usage by other people. Table 2 presents several types of evidence that have 

been used for various research papers. 

Table 2. Examples of performance evidence. 

ID Evidence Item  Explanation Resource 

PI.1 CPU occupancy rate  How much does the user typically utilize 
the CPU? 

[6,55, 58]  

PI.2 Memory occupancy rate  How much does the user typically utilize 
the memory?  

[58] 

PI.3 User’s IP transmission 
delay  

How many delay times that the user 
typically spends sending the packet? 

 [6, 52, 53, 
59, 60] 

PI.4 User’s bandwidth 
occupancy rate  

What is the user’s bandwidth occupancy 
rate? 

[53] 

PI.5 User’s storage-resource 
occupancy rate 

How much does the user typically utilize 
the cloud’s storage?  

[53, 60] 

PI.6 User’s throughput 
capacity  

How much does the user typically utilize 
the throughput capacity? 

[53, 61] 

 

2.4.1.3. Login Evidence  

Login evidence presents the cloud-service users’ login characteristics. This evidence, 

such as login time, login path, or the IP address utilized to access the cloud, is recorded in the 

users’ log files. Login evidence is important when a system tracks user behavior in order to 

prevent damage to cloud services and resources. Table 3 presents several types of evidence that 

have been used for various research papers.  
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Table 3. Examples of login evidence. 

ID Evidence Item  Explanation Resource 

LI.1 Login certification The username and password are correct. [56, 57, 62, 
63, 64] 

LI.2 Login path What is the source of request address 
(User-agent, IP)? 

[53, 56, 57, 
62] 

LI.3 IP address  Does the user access the cloud from an 
unusual IP address? 

[56, 57, 59, 
62, 63, 64] 

LI.4 Login-time preference  Does the user login to the cloud at his/her 
time preference (usual time)?  

[55, 62, 63, 
64] 

LI.5 Exceed authority attempt Does the user exceed the number of 
times login authority? 

[26, 52, 61, 
65, 66] 

 

2.4.1.4. Reliability Evidence 

Reliability evidence presents the cloud-service users’ reliability characteristics through 

interactions with the CSPs. This evidence, such as user data-error rate or user IP packet loss, is 

recorded in the user’s log files. This evidence determines whether users can access the CSPs on a 

secure network. Then, users could bring viruses to the CSPs and other users of the same CSPs. 

Table 4 presents several types of evidence that have been used for various research papers.  

Table 4. Examples of reliability evidence. 

ID Evidence Item  Explanation Resource 

RI.1 User’s data-error rate  How high is the user’s data-error rate? [26,53, 65] 

RI.2 User’s IP packet loss rate Does the user typically lose a packet? [26,55, 59, 
60, 61, 62] 

RI.3 Connection-establishment 
failure rate 

How is the user’s connection? Is there 
any failure while the user connects to the 
cloud?  

[65,65,66] 

 

2.4.1.5. Operation Evidence  

Operation evidence presents the cloud-service users’ operation characteristics. This 

evidence, such as the common functions with which users typically work in the cloud, operation 
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times, or operation duration, is recorded in the user’s log files. Operation evidence is important 

when a system tracks users’ behavior to prevent damage to cloud services and resources. By 

tracking users’ behavior in the cloud, we know when people typically work and the common 

functions that users typically utilize in the cloud; then, we can compare new behavior with the 

historical behavior to find a user’s trust value. Table 5 presents several types of evidence that 

have been used for various research papers.  

Table 5. Examples of operation evidence. 

ID Evidence Item  Explanation Resource 

OI.1 Operation duration  How long does the user typically work 
in the cloud?  

[62, 63, 64] 

OI.2 Common function What is the common function that the 
user typically does in the cloud? 

[54, 56, 59, 62, 
67] 

OI.3 Operation time What is the operation time that the user 
typically works in the cloud? 

[54, 59, 62] 

OI.4 Operation frequency How many times does the user 
typically work in the cloud? 

[54, 62, 63, 64, 
68] 

OI.5 Operation action (copy 
and paste, save delete, 
and print) 

What is the operation type that the user 
typically does in the cloud? 

[67] 

OI.6 Operation action 
(upload, retrieve, and 
download) 

What type of document does the user 
typically upload, retrieve, or 
download? 

[64] 

 

2.4.2. Existing User-Behavior Evaluation Models  

Based the literature review, we acknowledge that there are two types of access-control 

models which are applied in the research papers: the authority-based access model and the role-

based access model. We have classified the research papers into two sections based on the type 

of access-control model. 
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2.4.2.1. Authority-Based Access Control  

The authority-based-trust access-control model assigns users with operating constraints, 

such as software deployments, data uploads, and different software service levels, across the 

entire service system. Bendale and Shah [5] developed a SaaS application to monitor user 

behavior in the private cloud; they proposed a variety of policies to evaluate the users’ behavior. 

In the trust equation, if the user has violated a certain number of policies, the user is malicious. 

This model can evaluate users and can detect abnormal user behavior and malicious users when 

the principles are violated. However, this model does not reflect all of the principles and, thus, 

cannot reflect a user’s actual behavior patterns or behavior trust. In addition, this model does not 

consider the fraud-risk problem and cannot prevent malicious users from receiving high trust 

values for short-term good behavior.  

Tian et al. [6] proposed a new method based on the fuzzy AHP model to calculate the 

weight of behavior evidence as well as the users’ trust values. In addition to improving security 

defenses, the authors have used multiple detection engines. These engines are used to conduct a 

comprehensive inspection of suspicious files. This model reflects the access time principle but 

fails to reflect the remaining principles. Ma and Zhang [52] proposed a new method based on 

improvements to the AHP method. This model considers the expiration trust record principles by 

creating three interaction ranges: positive, negative, and uncertain. Behavior in the negative 

range means that it is far from the current time and should not be included in the trust 

calculations. Behavior in the uncertain range means that the record is uncertain with the weight 

for trust calculations. Behavior in the positive range means that it is a new behavior and has a 

high weight for trust calculations. In addition, this model applies the principles of recent 
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behavior and trust fraud risk through the slow-rise and punishment strategies. However, this 

model fails to consider the repeat abnormal-behavior principle.  

Yang et al. [53] proposed a trust evaluation model for nodes in wireless sensor networks 

(WSNs) based on a fuzzy analytic network process (FANP) method. This model simply and 

clearly calculates the users’ trust values and is more accurate than the ANP method. However, 

this model does not reflect any of the evaluation principles. Jun-Jian and Li-Qin [55] proposed a 

Dynamic-trust evaluation model to evaluate users’ behavior in cloud computing by combining 

two methods: entropy and the analytic hierarchy process (AHP) model. The entropy method 

acquires an objective weight. However, the AHP method acquires a subjective weight. The 

advantage with Dynamic-trust evaluation model is that it can balance between objective and 

subjective weights to calculate the users’ trust values. The model also calculates which users 

have consumed the largest amount of resources. This model considers a large number of 

evidence principles, and recent behavior has a large influence on trust values. However, this 

model has some drawbacks. It does not consider the expiration of trust records, repeated 

abnormal behavior, or recent behavioral changes. In addition, this model does not consider the 

fraud-risk problem. Malicious users who obtain a high trust value in a short-term period cannot 

be prevented from using this system.  

Berrached and Korvin [56] proposed a fuzzy algorithm for reinforcing access control 

based on the history of a user’s behavior. This model uses different evidence to evaluate user and 

to compute the amount of damage that the cloud can accept. However, this model does not 

reflect the rest of the evaluation principles. Jaiganesh et al. [58] proposed a system which used 

fuzzy adoptive resonance theory (FART) and neuro fuzzy techniques. With the fuzzy ART 

technique, they used memory, giga floating operation per second (GELOPS), and disk space for 
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each virtual client as the input factors. Then, they used unsupervised learning methods to train 

and to test virtual clients. In summary, this system has two steps: classifying the user’s behavior 

and the user’s learning methods, and then evaluating the user’s behavior based on the neuro 

fuzzy systems. This model can classify users into four categories, secure, vulnerable, modified, 

and anomaly, based on the usage of resources (memory, GELOPS, and disk space), meaning that 

this system can distinguish between secure and anonymous users. This model’s drawback is the 

failure to reflect the evaluation principles.  

Junfeng and Xun [59] proposed a cloud-based user-behavior authentication model which 

utilizes multi-partite graphs. This model has three layers: the user-behavior evidence layer, 

building behavior multi-partite graphs, and the behavior-authentication layer. The advantage 

with this model is the combination of AHP and graph theory. Moreover, the authors identity re-

certification and risk game to identify malicious users’ cloud services more accurately and 

efficiently as well as to improve security. In addition, this model can distinguish between 

malicious and risk users. The malicious users’ behavior is abnormal most of the time while the 

risk users’ behavior is only abnormal some of the time. Finally, this model reflects a number of 

evidence principles. This model’s drawback is similar to the model proposed by Jun-Jian and Li-

Qin [55]. 

Liqin et al. [60] proposed an expression to compute trust values by considering self-

adaptive algorithms in order to determine the number of interactions between cloud providers 

and users and to exclude the expiration records. In addition, the authors apply the slow-rise 

method to prevent attackers from attaining high trust values. On the other hand, this model does 

not reflect the principles of recent user behavior or repeat abnormal behavior. Yang and Yu [62] 

proposed a model based on multi-level, fuzzy comprehensive evaluation that combines 
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quantitative and qualitative evaluation models. The authors used AHP methods and fuzzy 

comprehensive evaluation (FCE). This model considers the number of evidence principles. This 

model does not consider the rest of the principles.  Reena et al. [63] proposed a system with two 

technologies. First, user-behavior profiling computes the users’ trust values. The user-profiling 

technique is based on how, when, and how much users access information. The second technique 

is decoy technology, which is used to download decoy files, instead of genuine files, to an 

untrusted user. This model can detect abnormal user access and can create decoy files by 

scrambling the contents of genuine files. This model only reflects the number of access times. 

Chen et al. [64] proposed a trust evaluation model based on the users’ behavior data. This model 

outlines a set of cloud users’ trusted behaviors from the data and sets a weight for each behavior 

category; that weight is then used to calculate direct trust. In addition, the authors calculate trust 

recommendations based on the interactions between one user and other cloud users. Next, by 

giving the historical trust value, the authors calculate the comprehensive trust which is based on 

direct trust, recommendation trust, and historical trust. This model reflects the following 

principles: expiration trust record, the number of access times, punishment, and synergy 

cheating. However, this model fails to consider the repeat abnormal-behavior principle or the 

slow-rise model.  

Lin et al. [65] proposed a mutual trust-based access-control (MTBAC) model. This model 

has two parts. The first one evaluates the users’ behavior using AHP. The second one evaluates 

the CSPs. According to the user-behavior trust value and the CSPs creditability, MTBAC assigns 

various users to multiple available CSPs. This model used the AHP method and recommendation 

trust to solve trust uncertainty problems. This model reflects a number of evidence principles. 

However, this model fails to consider the rest of the principles.  
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Mohsenzadeh et al. [66] proposed a model based on fuzzy mathematics theory in cloud 

computing. By using fuzzy mathematics theory, the trust evaluation’s subjectivity is reduced. 

This model combines direct and indirect trust to calculate the users’ trust values. The direct trust 

comes from the local domain and recommendations from the same cloud provider, but from a 

different domain. Indirect trust comes from other CSPs. In order to prevent a high influence for 

indirect trust, the authors assigned different weights for trust values from direct and indirect trust. 

The model is capable of preventing synergies by using the notion of a trust domain. According to 

the degree of trust for CSPs organizations, distinct weights are assigned to recommended trust 

and indirect trust in order to avoid excessive external effects. This model’s drawback is the 

failure to reflect the evaluation principles.  

Alguliev and Abdullaeva [67] proposed a system to detect masqueraders in the cloud-

computing environment. This system has two phases: creating user profiles and detecting 

abnormal behavior. The creating phase consists of two components. In the first phase, the user’s 

event log is recorded, and feature extraction occurs. In the profile-creating phase, three values 

are used (expectation, Ex; entropy, En; and excess entropy). In the detection phase, the cosine 

similarity method is used to compare the normal behavior with new behavior. The collaborative 

filtering method evaluates any deviation from normal behavior. This model is simple and can 

detect masquerader users. This model’s drawbacks include that it does not consider the 

evaluation principles to compute trust. Kalaskar et al. [68] proposed a system that combines two 

technology user-profiling technologies to monitor users’ behavior and then to distinguish 

between real and fake users. User-profile technology is based on multiple evidence mentioned in 

the evidence section. In addition, the authors used decoy technology to send bogus data to fake 
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users. This model considers the number of access times but fails to apply the rest of the 

principles.  

Xiaoxue et al. [69] proposed the reward and punishment trust model (RPTM) to calculate 

the users’ trust values. This model is based on recommendations from other users as well as the 

user’s historical transactions. The RPTM applies recent behavior principles and trust fraud risks 

through the slow-rise and punishment strategy. This model effectively differentiates between 

legal and malicious users. However, this model fails to consider the expiration principle and 

repeat abnormal behavior.  

2.4.2.2. Role-Based Dynamic-Access Control  

The role-based trust access-control model assigns trust-checked users with predefined 

roles, rather than service degrees. Thus, this model assigns users with operating constraints for a 

particular object, such as reading, writing, revising documents or data, or configuring virtual 

machines. Banyal et al. [26] proposed the dynamic trust-based access-control (DTBAC) model to 

prevent malicious users from accessing the cloud-computing environment. This model can 

identify malicious users and quickly prevent them from accessing the cloud server. In addition, 

the DTBAC has succeeded in considering the principles for the number of times accessed and 

the fraud-risk problem. However, the DTBAC does not reflect the principles for the expiration 

trust record, recent behavior, and repeat abnormal behavior.  

 Jing  et al. [54] proposed the user-behavior assessment-based dynamic access-control 

(UBADAC) model. This model has three parts: calculating user-behavior risk values, based on 

threat behavior; calculating user trust values, based on the user behavior’s risk value; and 

mapping user trust values, with permission. This value determines the access rights for cloud 

resources. This model can calculate the risk value for user behavior based on the asset value, 
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vulnerability degree, and the threat for each resource in the cloud. The model then calculates the 

user trust values based on the risk values. This model considers some evaluation principles, such 

as time influence and repeated abnormal behavior principles. However, the model does not 

consider the expiration trust record, recent behavior, or the fraud-risk problem (slow-rise and 

punishment). 

Yang et al. [57] proposed a model that incorporates a role-based access-control model 

with user-behavior trust. They proposed multiple contexts to evaluate the users’ behavior. This 

model can provide scalable and flexible authorization strategies, and it defends multiple contexts 

for trust evaluation as well as different trust-evaluation methods. The drawback is that the model 

does not reflect any of the evaluation principles and is too complex to practice in the cloud-

computing environment.  

Deng and Zhou [61] proposed the flexible role-based access control (FRBAC) model. In 

this model, they use direct trust between the cloud service client (CSC) and the CSPs, based on 

user behavior. In addition, they use the recommendation trust from other CSPs nodes. By 

combining direct and recommendation trust, the model produces a user trust value. The FRBAC 

model uses the additive-increase, multiple-decrease (AIMD) algorithm to punish malicious users. 

However, the model does not reflect the principles of expiration trust record, recent behavior, 

repeat abnormal behavior, or slow rise. In addition, this model does not prevent synergy cheating 

for recommendation trust.  

2.4.3. Summary of Related Work  

In summary, according to this review, we have defined tables 6, 7, and 8to evaluate each 

model based on the applicable trust type, access-control model, principle, and evidence.  
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Table 6. Summary of trust types and the access-control model. 

Reference 
Number 

Trust Type Access-Control Model 

Direct  History  Indirect 
Trust 
/Users 

Indirect Trust/ 
CSPs 

Authority  Dynamic Role  

5 •     •   

6  •    •   

26 •    •   •  

52 •  •   •  •   

53  •    •   

54 •  •     •  

55 •  •    •   

56 •  •    •   

57 •      •  

58 •     •   

59 •     •   

60 •    •  •   

61 •   •  •   •  

62 •     •   

63 •  •    •   

64 •  •  •   •   

65 •     •   

66 •    •  •   

67 •     •   

68 •     •   

69 •  •  •   •   
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Table 7. Summary of principles. 

Reference 
Number 

Expired 
Behavior 

Evidence Recent 
User 
Behavior  

Repeated 
Abnormal 
Behavior  

Fraud Risk: 
Slow-Rise 

Punishment  Synergy 
Cheating 

5  •       

6  •       

26  •    •  •   

52 •  •  •   •  •   

53        

54    •     

55  •  •      

56  •       

57        

58        

59  •       

60 •     •  •   

61  •     •   

62  •       

63        

64  •     •  •  

65  •       

66       •  

67        

68  •       

69  •  •   •  •  •  

 
Table 8. Summary of evidence. 

Reference Number Security Performance  Login Operation 

5    •  

6 •  •    

26   •   

52 •  •  •   

53 •  •  •   

54 •    •  

55 •  •    

56 •   •  •  

57 •   •   

58  •    

59  •  •  •  

60   •   

61  •    

62   •  •  

63   •  •  

64   •  •  

65   •   

66   •   

67    •  

68    •  

69     
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According to Table 6, no existing model considers all trust types. To build an efficient 

model, we must consider all trust types instead of only focusing on the direct and historical 

interactions between the user and the cloud.  The drawbacks of existing models lead us to the 

proposed model which considers direct trust, history trust, and indirect trust to calculate a user’s 

trust value. According to Table 7, no single model considers all the principles, leading us to 

propose a model that considers all the principles to evaluate the users and to calculate their trust 

values. According to Table 8, no single model considers both the login location and time to 

determine if a user is malicious. For example, we can examine the login location and time 

between the past login and the current login: if a user logs in at 4 pm in India and then at 7 pm in 

the United States, that user is malicious. In addition, no model applies all evidence types to 

evaluate and to monitor users on the cloud, leading us to propose a model that considers all 

evidence types. 
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CHAPTER 3. MODEL 1: FRAMEWORK FOR MONITORING THE USER’s 

BEHAVIOR AND COMPUTING THE USER’S TRUST 

3.1. Introduction 

Traditional access control, simple methods for virus detection, and intrusion detection are 

unable to manage variety of malicious and network attacks [70]. The number of users might get 

hacked because of limitation in basic security protection. To implement a secure, reliable, and 

safe cloud-computing environment, we need to consider the trust issue. A trusted cloud is 

guaranteed to be safe from user terminals; combined with the concept of a trusted network [71], 

it evaluates, forecasts, monitors, and manages the user’s behavior to eliminate malicious data-

center attacks which are performed by unwanted cloud users and hackers; as a result, there is 

improved cloud security. 

The enhancement with the FMUBCT is detecting abnormal user behavior by creating a 

user-behavior history pattern. In addition, no model considers all the user-behavior evaluation 

principles that were described in Section 2.4.1. Thus, the FMUBCT includes all the evaluation 

principles to calculate a user’s trust value. Some principles have been performed via a sliding-

windows algorithm. Moreover, the FMUBCT successfully considers three types of trust—direct, 

history ,and comprehensive —to calculate a user’s credibility. This part is achieved by 

implementing a fuzzy logic approach to provide more intelligent access control. The evaluation 

is performed based on monitoring the user’s actions and behavior in order to determine the user’s 

genuineness and trustworthiness. Furthermore, the FMUBCT combines two techniques: fuzzy 

logic and sliding windows. 

The remainder of this chapter is organized as follows. Section 3.2 describes the 

Background while Section 3.3 presents the user-behavior trust model based on fuzzy logic. 
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Section 3.3.1 details the model’s Logic Structure, and Section 3.3.2 explains the FMUBCT’s 

phases and the algorithms used in each phase. Furthermore, Section 3.3.3 demonstrates how the 

user-behavior trust model based on fuzzy logic reflects the trust evaluation principles. Finally, 

Section 3.4 concludes the chapter by summarizing the proposed model.  

3.2. Background 

3.2.1. Fuzzy Logic Approach 

In 1965, Lotfi Zadeh, a professor at the University of California at Berkeley, invented 

fuzzy logic. Fuzzy logic is an extension of Boolean logic and serves as a form of logic or 

probabilistic logic that is highly valued; it utilizes reasoning that is approximate, rather than 

fixed and exact. Fuzzy logic is extended to handle the concept of partial truth, where the truth 

value can range from completely true to false. In addition, the range degree could be between 0 

and 1. In an environment with imprecise, uncertain, and incomplete information, fuzzy logic can 

reason and make rational decisions. Because fuzzy logic allows vague human assessments to be 

included with the computer problems, it has been widely used for developing pattern recognition, 

identification, control systems, optimization, and intelligent decision-making [72,73, 74, 75]. 

For decades, fuzzy logic has been successfully applied in many fields, such as industrial 

manufacturing, automobile production, automatic control, hospitals, banks, libraries, and 

academic education. In 1976, Blue Circle Cement in Denmark, developed an industrial 

application for cement kiln control [76]. Dattathreya et al. [77] proposed an intelligent system 

based on fuzzy logic to detect and eliminate potential fires in hybrid electric-vehicle engines and 

battery compartments. Moreover, Cao and Liu [78] used fuzzy logic to recognize human action, 

and Nguyen et al. [79] proposed a weight-estimation method using fuzzy logic to improve 

security for co-authentication in the Android platform. Because fuzzy logic has been employed 
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in several fields, we see its adoption in much of the current scientific research for several 

disciplines. 

Implementing fuzzy logic requires three steps. The first step is fuzzification which 

converts crisp data into fuzzy data and membership function. The second task is the fuzzy-

inference process which combines the membership function with the fuzzy rule to define the 

output fuzzy value. The final step is defuzzification which transforms an output fuzzy value to a 

crisp value.  

3.2. Proposed Model 

3.3.1. Logic Structure 

We proposed the FMUBCT to improve the security for cloud computing by enhancing 

traditional access control. This improvement is achieved by checking the user’s trust value 

before the authorized user can access the cloud. In addition, the model can monitor the user’s 

behavior while the user interacts with the cloud in order to avoid malicious attacks from an 

abnormal user. The FMUBCT consists of eight primary components: the authentication, 

authorization, behavior-monitoring, user-profiling, comparison, trust computation, trust 

management, and fuzzy logic modules. Figure 2 illustrates the model’s flow chart. 
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Figure 2. Flow chart for the model. 

The function for each FMUBCT module is as follows: 

• Authentication Module: verifying the user’s identity when the user requests access to 

the cloud. 

• Authorization Module: granting the user access to the operation and resources based on 

the user’s trust value.  

•  
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• Behavior-Monitoring Module: monitoring of the user’s behavior, in real time, 

throughout the interaction process. Collect the required behavior evidence; standardize 

the collected evidence with data pre-processing; and store the database of the user’s 

behavior evidence. 

• User-Profiling Module: creating a user-behavior pattern based on the user’s history. 

• Comparison Module: comparing the current user’s behavior with user’s history pattern. 

This comparison to obtained deviation cases, between current behavior and history 

pattern, are considering as malicious attacks. 

• Trust Computation Module: applying the trust evaluation equation to the user-behavior 

evidence in order to calculate direct trust and history trust. Afterward, send the values to 

the fuzzy logic module.  

• Fuzzy Logic Module: applying the fuzzy logic approach to compare two types of trust; 

then, update the user’s trust value in the trust database.  

• Trust Dynamic Management Module: querying the user’s trust value from the trust 

database when a user requests access to the cloud. In addition, verifying the updated user-

trust value dynamically modifies the user’s degree of service and operating authority.  

The following steps explain the FMUBCT’s working procedure: 

• A user requests access to the cloud by entering his/her identity; then, the cloud service 

provider verifies the user’s identity. If the user fails the authentication, the CSPs will 

deny access.  

• If the user passes the authentication modules, the trust dynamic management will query 

the user’s trust value from the trust database. If the user’s trust value is less than the 

minimum for the threshold user, the CSPs will deny access.  
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• If the user’s trust value exceeds the threshold, the authorization module will grant the 

user access to the operation and resources. Figure 3 illustrates the flow chart for step 1 

through 3. 

 

Figure 3. Flow chart for steps 1 through 3. 

• The behavior-monitoring module checks the user’s behavior during the access process. 

The module collects evidence and stores it in the user-behavior database. To reduce the 

computation, the user-profile module works every two weeks to produce a user’s 
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behavior pattern. Figure 4 illustrates the flow chart for the behavior- monitoring and user-

profiling modules.  

• Meanwhile, the current behavior is recorded and sent to the comparison module, which 

begins work by comparing the user’s new behavior with the user’s history pattern. Figure 

5 illustrates the flow chart for the comparison module. 

• The comparison result is sent to trust computation module to calculate the direct trust. 

Meanwhile, the trust computation module calculates the user’s history trust value. Figure 

6 illustrates the flow chart for the trust computation module. 

• Based on knowledge about the direct trust and history trust, the fuzzy logic module works 

to infer the user’s trust value and to store that value in the trust database. Figure 7 

illustrates the flow chart for the fuzzy logic module. 

• The trust dynamic management module notices the updated user-trust value and, then, 

dynamically modifies the user’s degree of service and operating authority.  

• The update for the user’s trust value is fed back to the user. 

 

Figure 4. Flow chart for the behavior-monitoring and user-profiling modules. 
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Figure 5. Flow chart for the comparison module. 

 

Figure 6. Flow chart for the trust computation module. 

 

Figure 7. Flow chart for the fuzzy logic module. 
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3.3.2. The FMUBCT Module’s Algorithms  

In this section, we present the algorithms and equations used for each module. In Section 

3.1, we mentioned that the FMUBCT contains eight modules. We now explain the major ones: 

the user-profiling, comparison, trust computation, and fuzzy logic modules.    

3.3.2.1. User-Profiling Module 

To recognize and to detect a user’s anomalous behavior, a user-profile pattern must be 

created to distinguish a user’s normal behavior from abnormal behavior. In this section, we 

describe the algorithm underlying our user-profiling modules and discuss how the profiles are 

designed based on the user's interest data. In the FMUBCT, we consider three evidence types: 

security, login, and operation. The user’s behavioral evidence can be directly obtained from the 

detection tools, which were discussed in Section 2.3.2. Thus, we extract the evidence from the 

software’s or hardware’s log file. 

The user can log in to the cloud via different devices and any time. Because the username 

and password can be stolen, we should consider the history habits, such as the usual IP address 

and the preferred login time. The history habits are helped to discover abnormal login behavior 

that could result in multiple security issues which can affect the cloud. For the login evidence, we 

considered two factors:   

• The usual IP addresses.  

• The user’s preferred login time.  

Regarding security evidence, the scanning port is one of the most frequent attacks that 

could occur in the cloud. No natural harm occurs in the cloud; however, the attacker will know 

the ports’ status. Afterward, a distributed denial-of-service attack occurs, which attacks the 

services available through port scanning [80, 81, 82]. Attackers can identify and interfere with 
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potential system vulnerabilities. Port-scan attacks occur frequently and are becoming 

increasingly complex [82]. 

Carrying a virus while logging into the cloud is one harmful issue that could occur when 

storing data and can present different problems with the data. These issues could result in the 

data’s reduced integrity and availability [55, 59]. Connecting to the cloud with an illegal 

connection is a security issue that we should consider in the security evidence. Using an illegal 

or unsecure network to connect might affect and inject the cloud through the user’s identity, 

utilizing an unsecure connection could lead to the user’s identity being stolen by an attacker. Due 

to the previously stated reasons, we consider the most important factors regarding security 

evidence:  

• The number of times that a user scans an important cloud port. 

• The number of times that a user installs a virus in the cloud. 

• The number of times that a user connects to the cloud through illegal connections.  

• The number of times that a user types any sensitive keywords. 

When users utilize the system, they do not operate with the same behavior. Each user 

exhibits a habit behavior that can help to distinguish between the user’s current behavior and 

history behavior. Regarding the operating evidence, we consider three factors: 

• The common access services.  

• Common action that the user typically performs on the cloud, such as downloading or 

uploading documents or user applications.   

• The user’s maximum duration of service usage. 
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3.3.2.2. The Analysis of Cloud Users’ Behavior Data 

Multiple users access the cloud. In this model, we set the total number of cloud users to 

be N. 

Cu = {u1, u2,..,ui}     , 

where ui represents the cloud user; 

  i  N, N is a natural number.  0 � i � N (1) 

In equation 2, each user exhibits a set of behaviors that can be recorded in the cloud. 

Cui = {Ub1,…….. Ubj}    , 

where Ubj represents the user’s behavior; 

 j  N, N is a natural number.  0 � j � N (2) 

Each user’s behavior features a set of evidence. This model only focuses on three evidence types.  

Ubij = {��, �	, �
}  , 

where EL: login evidence, 

ES: security evidence, 

 EO: operation evidence (3) 

Each evidence has multiples factors; evidence set E is defined as follows:  

Eij = {F1, F2, ..  ,Fk}   , 

 where k  N, N is a natural number	0 � k � N (4) 

To simplify the evaluation process, the cloud-user behavior-analysis process is performed using 

a simple statistical method. We use mathematical statistics to obtain the frequency sets based on 

each cloud user’s data. The ith cloud user, therefore, exhibits frequent behaviors. 

The user interaction would continue to increase with the realization of time interactions. 

These interactions form the basis of creating the user-behavior pattern. Because the evidence’s 
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importance would decrease over time, we decided to use the sliding-window technique to 

describe the evidence timelines as well as to decrease complexity and to increase the speed for 

producing the common user behavior. Figure 8 illustrate the timelines for the user interaction.  

 

Figure 8. Sliding-window technique for user interaction. 

We divided the user’s interaction in the cloud into three categories: positive, uncertain, 

and negative interactions. Therefore, we established three windows: positive, uncertain, and 

negative windows. Each window size is based on time. For the positive windows, we filled out 

all interactions from two weeks prior to the current time to the current time. The size of the 

uncertain windows is based on the two weeks of positive time. The size for the negative 

windows starts from the time prior to the previous time in the uncertain windows. When the 

positive windows are full, then interaction shifts to the uncertain windows. Similarly, when the 

uncertain windows are full, the interaction is squeezed to the negative windows.  

In the pattern, we use the positive windows to reflect the principle that recent behaviors 

play a more important role in trust evaluation. However, to consider the creditability and slow-

rise principles, we use uncertain windows to ensure that we have sufficient historical information 

and to prevent trust deception. Having sufficient interactions means that the interactions exceed 

the uncertain windows to the positive windows. However, we use negative windows to exclude 

the expiration records. Because we use binary search, the complexity of the generating history 

pattern algorithm is O (log n) where is n number of records in positive and uncertain windows.  
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3.3.2.2. Comparison Module  

To calculate the direct trust, we first compare the current behavior with the history 

pattern that was completed in the user-profiling module. Through equation 5, the module 

compares the current behavior with the user’s history pattern. 

Ei ={F1, F2,…,Fj} 

 Fij=1,							F�� ∈ F��0,							F�� ∉ F��    , (5) 

where Ei is the evidence type and the Fih factor under the evidence represents the user’s history 

pattern. Equation 5 is a crisp representation that inflicts a sharp boundary on a set where 0 

indicates abnormal behavior and is not in the historical pattern. However, 1 indicates normal 

behavior that typically occurs. This module sends the comparison result to the direct trust in the 

trust computation module. The complexity of the comparison algorithm is O (n) where is n 

number of user’s history patterns.  

3.3.2.3. Trust Computation Module  

3.3.2.3.1. Direct Trust 

Direct trust reflects the current interaction between the user and the cloud. After the 

direct trust computation, the results are compared with the history trust based on fuzzy logic. The 

module uses Equations 6-8 to calculate the direct trust.  

3.3.2.3.1.1. Computation of Login Evidence 

 �� = �� ∗ ����� +�! ∗ ���� , where  (6) 

• CVLIP is the comparison value of the current login IP address with the history IPs. 

• CVLT is the comparison value of the current login time with the history login times. 

• Weight is W, for which the total should be 1. 
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Algorithm 1 accepts the cloud’s log file and history pattern as input to calculate login 

trust.   

Algorithm 1. Computation Login Evidence 

 

 

3.3.2.3.1.2. Computation of Security Evidence 

 �" = �� ∗ "�� +�! ∗ �� +�# ∗ �� +�$ ∗ "% , where (7) 

• SIP is the scanning important port. 

• CV is the carrying virus. 

• IC is the illegal connection. 

• SK is the sensitive keyword. 

• Weight is W, for which the total should be 1. 

Algorithm 2 accepts the cloud’s log file to calculate security trust. 
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Algorithm 2. Computation Security Evidence 

 

3.3.2.3.1.3. Computation of Operation Evidence 

 �& = �� ∗ ��&" +�! ∗ ��&' +�# ∗ ��&( , where  (8) 

• CVOS is the comparison value for the current service with the service history.   

• CVOA is the comparison value for the current action (such as download or upload) with 

the action history.  

• CVOD is the compassion value for the current operation’s duration with the duration 

history. 

• The weight, W, has a total of 1. The Wi in equations 6, 7, and 8 is based on the more 

important factor obtaining the highest value. An example of the important factor is in 

equation 6; when the user is scanning an important port, then SP has more weight than 

the other factors. 



 

53 

Algorithm 3 accepts the cloud’s log file and history pattern as input to calculate operation 

trust.   

Algorithm 3. Computation Operation Evidence 

 

3.3.2.3.1.4. Computation of Direct Trust Level 

  �( = ) ∗ �� + * ∗ �& + + ∗ �"   (9) 

Coefficients α, β, and	γ are applied as weighting for each evidence type. The more 

important the evidence is to the cloud, the higher weight that it receives. The total for the weights 

should equal 1. To calculate the weight from equations 6-9, we use Equation 10 as follows:  

 Wi = 3Wi = Wj			where		Fi == Fj	Wi 8 Wj				where						Fi 8 FjWi � Wj				where							Fi � Fj (10) 

3.3.2.3.2. History Trust 

To calculate the history trust, after a long period of interactions with the cloud, we 

calculate the mean of the previous trust values in the positive windows. When a user logs in to 
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the cloud for the first time with normal behavior, an initial history trust value of 0.5 is assigned. 

The new user’s history trust value is updated using fuzzy logic. 

 T: ; = 0.5		,												first	login	to	the	cloud		= TF, based	on	the	fuzzy	logic	module= T:/pn,										before	the	fuzzy	module (11) 

3.3.2.4. Fuzzy Logic Modules  

We use the following methodology to calculate a user’s comprehensive trust value: 

1. Define the input and output 

With the input, TD, and the mean, TH, the output of the fuzzy system is the 

comprehensive trust. The input’s membership has four degrees: normal, general, suspicion, and 

abnormal. The membership degrees for the output are trusted, suspected, general trusted, and 

untrusted. Figure 9 presents the inputs and output for fuzzy logic module. 

 

Figure 9. Input and output for the fuzzy logic module. 

2. Construction of fuzzification function 

We illustrate fuzzification by displaying the membership function for direct trust and 

history trust using a triangle view of variables, as depicted in Figures 10 and 11, respectively. In 

addition, Figure 12 illustrates the membership degree for the output. We define the direct and 

history trust values in Table 9, and the equivalent membership function is displayed in Figures 
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10 and 11. We define the comprehensive trust value in Table 10, and its equivalent membership 

function is depicted in Figure 12. Direct trust membership functions. 

 

Figure 10. Direct trust membership functions. 

 

Figure 11. History trust membership functions. 

Table 9. Fuzzy direct and history trust value. 

Linguistic Direct and History Trust  Range Fuzzy Number 

Abnormal 0-0.30 (0 0.15 0.3) 

Suspicions 0.31-0.5 (0.31 0.4 0.5) 

General  0.51-0.80 (0.51 0.70 0.80) 

Normal 0.81-1 (0.81 0.9 1) 
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Figure 12. Comprehensive trust membership functions. 

Table 10. Fuzzy comprehensive trust value. 

Linguistic Comprehensive Trust  Range Fuzzy Number 

Distrust 0-0.3 (0 0.15 0.3) 

Suspected 0.3-0.5 (0.31 0.4 0.5) 

General Trust 0.51-0.65 (0.51 0.58 0.65) 

Trust 0.66-0.8 (0.66 0.75 0.8) 

High Trust 0.81-1 (0.81 0.9 1) 

 
3. Defining fuzzy rules base 

We employ the fuzzy inference system to generate rules and to control the output value. 

In Mamdani type, the fuzzy rule is simple and is represented by an IF-THEN relationship. The 

IF-THEN rule is written as follows:   

IF X is a and Y is b and Z is c THEN w, 

where X, Y, and Z are the crisp inputs; a, b, and c are the fuzzy clusters to which the inputs may 

correspond; and w is the output fuzzy cluster used for defuzzification. The possible number of 

generating rules for each input and output is 16. Table 11 presents the fuzzy rules. 
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Table 11. The FMUBCT’s fuzzy rules. 

Rule TD TH Then 

1 Normal Normal High Trust 

2 Normal  Suspicions General Trust 

3 Normal Abnormal Suspected 

4 Normal  General Trust 

5 General Normal General Trust 

6 General Suspicions Suspected 

7 General Abnormal Suspected 

8 General General General Trust 

9 Suspicions Normal Suspected 

10 Suspicions Suspicions Suspected 

11 Suspicions Abnormal  Suspected 

12 Suspicions General Suspected 

13 Abnormal  Normal Distrust 

14 Abnormal Suspicions Distrust 

15 Abnormal Abnormal Distrust 

16 Abnormal General Distrust 

 
4. Evaluating fuzzy rules  

The system must use an inference engine to obtain the fuzzy value for the output. In our 

model, we consider the intersection (the fuzzy AND operation) to be given as follows:  

 Min {μA (x), μB (x)} (12) 

To obtaining crisp output, we use the center of gravity (COG) method of defuzzification because 

COG is one of the most popular methods. Table 12 presents the user’s privilege based on the 

user’s trust value. 

 

 

 



 

58 

Table 12. User's privilege. 

User Type  Credibility  Privilege  

Distrust  0-0.3 Access denied.  

Suspected 0.31-0.5 Small quantity of basic services and low 
authority. High alert for this type of user.  

General Trust 0.51-0.60 Basic services and general authority.  

Trust 0.61-0.8  Large quantity of cloud services. 

High Trust 0.81-1 Core services and superior authority.  

 

3.3.3. Reflecting Trust Evaluation Principles  

In this section, we explain our strategies to consider the evaluation principles.  

3.3.3.1. Exclude Expired Trust Value Records  

When the user stops logging into the cloud for an extended period, the time between the 

previous trust values and the current  trust value is long. We use equation 13 to check for 

expiration records.  

 ExR = 	CT	 − LRT	 8 	MT   , (13) 

where 

• CT: current time 

• LRT: last record time 

• MT: maximum time for the model 

Because the oldest records will not be squeezed from the positive windows, we designed 

a strategy to exclude the expiration records. When the model detects that the user has stopped 

accessing the cloud for an extended time period, the model replaces the record values with 0.5. 

By applying this strategy, the mean history trust is 0.5, which affects the comprehensive trust 

value in the fuzzy logic module. For a normal user, the trust value increases slowly by following 

the slow-rise strategy described in Section 3.3.3.3. 
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3.3.3.2. Recent User Behavior Affects the Trust Value  

In the fuzzy logic module, we consider the recent-behavior principle by assigning the 

direct trust more weight than the history trust. This principle is important to ensure that the 

comprehensive trust value reflects the user’s current state. 

3.3.3.3. Slow-Rise Strategy  

To prevent fraud for trust calculations when the user has fewer interactions with the 

cloud, we designed a slow-rise strategy. We used the sliding-window technique to check the 

number of interactions. We established three windows: positive, uncertain, and negative. Each 

window size is based on the number of interactions. To consider the creditability and slow-rise 

principles, we used uncertain windows to ensure that we have sufficient historical information 

and to prevent trust deception. the interactions exceed the uncertain windows to the positive 

windows mean we have sufficient historical information. 

Our slow-rise strategy is that, first, we place the user in the general trust case if his/her 

interactions are in the uncertain windows. When the user first logs in to the cloud and behaves 

normally based on values from equations 6-9, we replace the value with 0.51, the smallest value 

of direct trust, because the general-trust fuzzy ranges from 0.51 to 0.65. When the user continues 

to behave normally in the cloud, we adjust the growth rate for the trust value by using equation 

14. 

 TT = TT + ρ				,							where	ρ = V0.01, .1	W (14) 

However, we retain the value from equations 6-9 if the user behaves abnormally in the cloud, 

meaning that TD < 0.5.  

 TT =	 TT				, TT � 0.50	TT + ρ							,				TT 8 0.51 (15) 
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We use equation 11 to calculate TH. If the records are located in the uncertain winnows, TC is 

calculated based on the fuzzy logic module. Figure 13 presents the timelines of user’s 

interactions. 

 

Figure 13. Sliding windows to calculate trust. 

3.3.3.4. Punishment (Rapid-Decrease) Strategy and Repeating Malicious Behavior   

If the user behaves maliciously (TD <= 0.5), a portion of the recent trust value will be 

reduced to an untrusted value. Thus, the user’s TC is rapidly decreased to punish the user. 

Equation 16  is utilized to determine the number of windows that will be punished [51].  

 k = Vmin Xα ∗ YZ[\Y]^_` , TRW    , (16) 

where 

• Tabc	 = previous trust value 

• Tdef = newest trust value for the malicious behavior 

• TR = number of trusted records 

After changing the trust value, the module computes the average for the history trust value. Then, 

the direct trust and history trust is sent to fuzzy logic module to compute comprehensive trust. 

For repeating malicious behavior, we use equation 17 to punish the user and to adjust the 

trust value to this new value.   

 Punish Trust value = γ ∗ Tdef  , (17) 

where γ is the penalty coefficient used for the intensity of the punishment: γ = V0,1W 
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If the user repeats malicious behavior, the γ will become lower, which decreases the final 

trust value by multiple penalties with the new trust value. We select the closest n records from 

the right window to punish the user and adjust them to the punish trust value. Then, we update 

the trust database with the new values. 

3.4. Conclusion 

In this chapter, we proposed a user-behavior trust model based on fuzzy logic and the 

sliding-window technique (FMUBCT) to evaluate user behavior and to detect abnormal user 

behavior in the cloud. This model used three types of user-behavior evidence: login, security, 

and operation. The model has three main modules: The first module is creating a user-history 

pattern based on common and frequent user behaviors. Because the importance of the evidence 

would decrease over time, we use the sliding-window technique to describe the timelines of the 

evidence; then, we only consider recent user behaviors to create a user-history pattern. The 

second module is a comparison to contrast the current user behavior with the history pattern. The 

third module is trust computation to calculate user’s trust. This model considers three types of 

trust: direct, historical, and comprehensive. We used fuzzy logic to compute the comprehensive 

trust value. The FMUBCT is simulated, and the results indicate that it can prevent malicious 

users from accessing cloud service provider whenever the user behaves abnormally; this result is 

achieved by monitoring user behavior and then calculating the user’s trust value. Moreover, this 

model is able to update user’s trust value in a timely manner, leading the cloud service provider 

to change the user’s authority. Finally, the FMUBCT reflects all the identified evaluation 

principles, ensuring that the user’ trust value is accurate. 
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CHAPTER 4. MODEL 2: FUZZY LOGIC APPROACH BASED ON USER-BEHAVIOR 

TRUST IN CLOUD SECUIRTY 

4.1. Introduction 

With cloud computing gaining in popularity and by providing a massive number of 

services, such as resources and data centers, the number of attacks in the cloud is increasing. 

Cloud-platform security becomes an important factor for cloud development. Basic security 

protection, such as traditional access control (TAC), is unable to satisfy the security requirements 

with the expansion of cloud computing. For example, TAC is not able to prevent a malicious 

user from accessing the cloud. In this chapter, we propose the fuzzy logic approach based on 

user-behavior trust (FUBT). 

The enhancement for the FUBT model is detecting abnormal user behavior by creating a 

user-behavior history pattern using the algorithm that was explained in Section 3.3.2.1. In 

addition, this model considers all the user-behavior evaluation principles described in Section 

2.4.1. Thus, FUBT includes all of the evaluation principles to calculate a user’s trust value, the 

same as FMUBCT from Chapter 3. The FUBT model improves the FMUBCT model with three 

types of performance evidence, login, security, and operation, to evaluate the cloud users. 

Moreover, we consider four types of trust: direct, history, indirect, and comprehensive. We 

present a fuzzy approach to calculate the direct and comprehensive trust values. FUBT is flexible 

and scalable because it considers more evidence to monitor and evaluate user behavior. Finally, 

the FUBT simulation shows that the model can effectively evaluate the users. 

The remainder of this chapter is organized as follows: Section 4.2 presents the fuzzy 

logic approach based on user-behavior trust in cloud security. Section 4.2.1 details the model’s 

Logic Structure, and Section 4.2.2 explains the FUBT’s phases and the algorithms used for each 
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phase. Furthermore, Section 4.2.3 demonstrates how the FUBT model reflects the trust 

evaluation principles. Finally, Section 4.3 concludes the chapter by summarizing the proposed 

model.  

4.2. Proposed Model 

4.2.1. Logic Structure 

We proposed the FUBT model to improve security for cloud computing by enhancing 

traditional access control. This improvement is achieved by checking the user’s trust value 

before the authorized user can access the cloud. In addition, the model can monitor user behavior 

while the user interacts with the cloud in order to avoid malicious attacks from an abnormal user. 

The FUBT uses fuzzy logic to compute a user’s trust value in order to provide more intelligent 

access control for the cloud. The FUBT model is the same as the FMUBCT model which 

consists of eight primary modules: the authentication, authorization, behavior-monitoring, user-

profiling, comparison, trust computation, trust management, and fuzzy logic modules.  

However, the difference between the FUBT and FMUBCT models is that FUBT only 

uses the fuzzy logic approach to calculate all trust types. In FMUBCT, we propose multiple 

equations to calculate direct trust. In FUBT, we consider indirect trust under the trust 

computation module. Figure 14 illustrates the flow chart for the trust computation module. 
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Figure 14. Flow chart for trust computation module. 

4.2.2. FUBT Module’s Algorithms  

In this section, we present the algorithms and the equations used for each module. In 

Section 4.2, we mentioned that we have eight modules in the FUBT model. We will explain the 

modules that are improved from the FMUBCT: the user-profiling and trust computation 

modules.    

4.2.2.1. User-Profiling Module 

To recognize and to detect a user’s abnormal behavior, a user-profile pattern must be 

created to distinguish a user’s normal behavior from the abnormal behavior. The FUBT uses the 

algorithm that was explained in Chapter 3.  
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In FUBT, we consider four evidence types, security, login, operation, and performance, 

to monitor the user and to collect more evidence about the user. The FUBT considers 

performance evidence because utilizing resources such as memory, disk space, and CPU are 

important indicators to distinguish between normal and malicious users. For example, a 

malicious user utilizes the entire memory by creating an extreme number of mail messages. The 

FUBT considers the following three factors:  

• User's memory occupancy rate.  

• User's disk-space occupancy rate.  

• User's CPU occupancy rate. 

The user’s behavioral evidence can be obtained directly from the detection  tools which were 

mentioned in Section 2.3.2. Thus, we extract the considering evidence from the software’s or 

hardware’s log file. 

4.2.2.2. Trust Computation Module 

User-behavior characteristics vary. While historical behavior data can introduce a 

collection of trusted behavior, user behavior does not only rely on historical behavior. Thus, only 

using historical data to evaluate user behavior is too indiscriminate. Therefore, we should 

consider different trust types. In the FUBT, we consider four trust types to compute the user’s 

trust value: direct, history, indirect, and comprehensive trust. 

4.2.2.2.1. Direct Trust (DT) 

It reflects the current interaction between the user and the cloud platform. FUBT uses the 

Mamdani type. We calculate direct trust in two phases, and each phase has five steps based on 

the fuzzy approach.  
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4.2.2.2.1.1. The Phase I 

 

Figure 15. The input and output variables for the first phase. 

The first step is a process to identify the input and output variables. Factors for each 

evidence type are input linguistic variables. The output variables are security, login, operation, 

and performance trust values. Figure 15 presents the input and output variables for phase 1. 

Table 13 illustrates the membership degree for each input. Tables 14 presents the membership 

degree for the outputs. 
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Table 13. Fuzzy input linguistic values and notations. 

Linguistic Variables Factors  Notation  Membership  

Security  Scanning Port  SP  

 

 

Yes 

No 

Carrying Virus  CV 

Illegal Connection  IC 

Sensitive Keyword  SK 

Login IP IP Yes 

No Time LT 

Operation  Service  OS Yes 

No Action OA 

Duration OD 

Performance Memory  PM Low 

Medium 

High 

CPU PC 

Disk Space  PD 

 
Table 14. Fuzzy output linguistic values. 

Linguistic Variables Notation Membership  

Security SE Distrust 
Trust 

Login LE Distrust 
Suspect 

Trust 

Operation  OE Distrust 
Suspect 
General 

Trust 

Performance PE Distrust 
Suspect 
General 

Trust 
High Trust 
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The second step is to construct the fuzzification function. Each input variable is simulated 

with the fuzzy set. In fuzzy logic, the membership of a given element in a set is determined as a 

fractional value between 0 and 1, known as a membership degree, which conveys an idea about 

how much of that element is contained within a set. However, in our model, some inputs only 

take two values: 0 and 1, where 0 means yes; the user carries a virus to the cloud, atypical time is 

spent in the cloud, or the user accesses unusual cloud services. However, 1 means no; the user 

behaves in the usual way: typical time spent in the cloud, does not carry a virus to the cloud, or 

does not scan an important port. To obtain the value for each factor, we use equation 18  

 x=ghijklVghimnW				, (18) 

where range for yes is  [0,0.5], and range  for no is [0.51, 1]. 

We introduced a triangular shape as the membership function to define μpq (r0). As an 

example of input variables, we illustrate fuzzification by showing the membership function for 

SP, CV, SK, IC, IP, LT, OS, OA, and OD with a triangular view of the variables depicted in 

Figure 16. Figure 17 depicts the membership function degree for the performance factors, such 

as memory, CPU usage, and disk-space usage. 

 

Figure 16. Security, login, and operation evidence inputs for the membership function. 
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Figure 17. Performance-evidence inputs for the membership function. 

The third step is to use the fuzzy-inference system to generate rules and then to control 

the output value. In the Mamdani type, the fuzzy rule is simple and is represented by an IF-

THEN relationship. The IF-THEN rule is written as follows: 

IF X is a and Y is b and Z is c THEN w , 

where X, Y, and Z are the crisp inputs; a, b, and c are the fuzzy clusters to which the inputs may 

correspond; and w is the output fuzzy cluster used for defuzzification. The possible number of 

generating rules for each input and output is 40. Tables 15-18 depict the fuzzy rule which we 

consider in phase one.   

Table 15. Security-evidence fuzzy rules. 

Rule  SP CV IC SK Then 

1 Yes  Yes Yes Yes Distrust 

2 No No No No Trust 
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Table 16. Login-evidence fuzzy rules. 

Rule  IP LT Then 

3 Yes Yes Distrust 

4 NO Yes Suspect 

5 Yes No Suspect 

6 No No Trust 

 
Table 17. Operation-evidence fuzzy rules. 

Rule  OS OA OD Then 

7 Yes Yes Yes Distrust 

8 Yes No Yes Suspect 

9 Yes Yes No Suspect 

10 No Yes Yes Suspect 

11 No No Yes General 

12 No Yes No General 

13 Yes No No General 

14 No No No Trust 
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Table 18. Performance-evidence fuzzy rules. 

Rule  PM PC PD Then 

15 H H H Distrust 

16 L H H Distrust 

17 H L H Distrust 

18 H H L Distrust 

19 H M M Distrust 

20 M H M Distrust 

21 M H H Distrust 

22 M M H Distrust 

23 H M H Distrust 

24 M H L Suspect 

25 M L H Suspect 

26 L M H Suspect 

27 H M L Suspect 

28 L H M Suspect 

29 H L M Suspect 

30 M M M Suspect 

31 M M L General 

32 L M M General 

33 M L M General 

34 H L L General 

35 L H L General 

36 L L H General 

37 M L L Trust 

38 L M L Trust 

39  L L M Trust 

40 L L L High Trust  
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The fourth step is the process for evaluating fuzzy rules. The system has to use an 

inference engine to obtain the fuzzy value for the output. In our model, the intersection (the 

fuzzy AND operation) is given by  

 Min {μA (x), μB (x)} (19) 

For the first rule, we use the union (OR operation) which is given by  

Max {μA (x), μB (x)}              (20) 

The final step is defuzzification, the process to get the final, crisp output. There are 

different defuzzification methods. We use one of the most popular methods, the Center of 

Gravity (COG). 

								COGVAW = 	 v wxVyW	ycyz{|zq]v wxVyW	cyz{|zq]                   (21) 

The fuzzy output variable is also a linguistic variable, where the values are assigned 

grades of membership. We have two membership degrees for the security evidence: distrust and 

trusted.  We have defined the security evidence value in Table 19, and its equivalent membership 

function is shown in Figure 18. 

Table 19. Fuzzy security-evidence value. 

Linguistic Security-Evidence 
Value   

Range Fuzzy Number   

Distrust 0 - 0.50 (0 0.30 0.5) 

Trusted 0.51 – 1 (0.51 0.7 1) 
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Figure 18. Security-evidence output membership function. 

For the login evidence, we produce the three membership degrees which are presented in 

Table 20. The equivalent membership function is shown in Figure 19. 

Table 20. Fuzzy login-evidence value. 

Linguistic Login-Evidence Value   Range Fuzzy Number   

Distrust 0-0.30 (0 0.15 0.30) 

Suspect 0.31-0.6 (0.31 0.45 0.6) 

Trusted 0.61-1 (0.61 0.85 1) 

 

 

Figure 19. Login-evidence output membership function. 

For the operation evidence, we produce four membership degrees which are presented in 

Table 21. The equivalent membership function is shown in Figure 20. 
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Table 21. Fuzzy operation-evidence value. 

Linguistic Operation-Evidence 
Value   

Range Fuzzy Number   

Distrust 0-0.30 (0 0.15 0.30) 

Suspect 0.31-0.5 (0.31 0.4 0.5) 

General  0.51-0.7 (0.51  0.6 0.7) 

Trusted 0.71-1 (0.71 0.85 1) 

 

 

Figure 20. Operation-evidence output membership function. 

For the performance evidence, we produce four membership degrees which are presented 

in Table 22. The equivalent membership function is shown in Figure 21. 

Table 22. Fuzzy performance-evidence value. 

Linguistic Performance-Evidence Value   Range Fuzzy Number   

Distrust 0-0.30 (0 0.15 0.30) 

Suspect 0.31-0.5 (0.31 0.4 0.5) 

General  0.51-0.65 (0.51  0.58 0.65) 

Trust 0.66-0.8 (0.66 0.75 0.8) 

High Trust  0.81-1 (0.81 0.9 1) 
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Figure 21. Performance-evidence output membership function. 

4.2.2.2.1.2. The Phase II 

For the first step, the inputs are outputs (SE, LE, OE, and PE) from phase I, and the direct 

trust value is the output. Figure 22 presents the input and output variables for phase II. 

 

Figure 22. Input and output variables for the phase II. 

The possible number of generating rules for each input and output is 11. Table 23 

presents the fuzzy rules for the  phase II. 
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Table 23.The phase II fuzzy rules. 

Rule  SE LE OE PE Then 

1 Distrust Distrust Distrust Distrust Distrust 

2 Trust Trust Trust High Trust High Trust 

3 Trust Trust Trust Trust Trust 

4 Trust Suspect Trust Trust Trust 

5 Trust Suspect Trust High Trust Trust 

6 Trust Trust General Trust General 

7 Trust Trust Suspect Trust Suspect 

8 Trust Trust General High Trust General 

9 Trust Trust Suspect High Trust Suspect 

10 Trust Trust Trust Suspect Suspect 

11 Trust Trust Trust General General 

12 Distrust  Trust/Suspect Trust Trust/High Trust Suspect 

13 Distrust Distrust  Trust Trust/High Trust Distrust 

14 Distrust Trust General Trust/High Trust Suspect 

15 Distrust Trust Suspect/Distrust Trust/High Trust Distrust 

16 Distrust Trust Distrust General/Suspect 
/Distrust  

Distrust 

17 Distrust Trust Trust General Suspect 

18 Distrust Trust Trust Distrust Distrust 

 

In this phase, we use intersection (the fuzzy AND operation). For the defuzzification, we 

use the center of gravity (COG). For direct trust, we produce four membership degrees which are 

presented in Table 24. The equivalent membership function is shown in Figure 23. 
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Table 24. Fuzzy direct-trust value. 

Linguistic Direct-Trust Value   Range Fuzzy Number   

Distrust 0-0.20 (0 0.10 0.20) 

Suspect 0.21-0.5 (0.21 0.3 0.5) 

General  0.51-0.65 (0.51  0.58 0.65) 

Trust 0.66-0.8 (0.66 0.75 0.8) 

High Trust  0.81-1 (0.81 0.9 1) 

 

 

Figure 23. The phase II output membership function. 

4.2.2.2.1.3. The Phase III 

The last phase is to find the comprehensive trust value based on the three inputs: direct 

trust from phase II, indirect, and history. Figure 24 depicts the input and output variables for 

phase III. 
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Figure 24. The input and output variables for the phase III. 

4.2.2.2.2. History Trust (HT)  

Reflects the last trust value which is affected by fuzzy logic for comprehensive trust. 

History trust has the same membership degree as direct trust from phase II. 

4.2.2.2.3. Indirect Trust (IT)  

IT is the score from another trusted user and same cloud provider, but from different 

domains; it is used to obtain the trust value for a new user in the domain when that user is an old 

user in another domain. In addition, if a malicious user has low trust values in other domains, 

then the user must be a malicious user in the new domain, too. The user’s recommendation 

scores are stored in the database. The total (IT) is calculated using equation 22. Any trusted user 

can add or update a recommendation about a user based on the experience. 

																																																																	IT = ∑ �Y�q��       ,                                             (22) 

where IT is the score and i is the number of scores. 

In this equation, we calculate the average for the recommendation scores to prevent 

synergies from cheating. The average protects the system from two user types: users with a 
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smaller number of recommendations from receiving a lower score and users with a higher 

number of recommendations from receiving a higher score. Figure 25 shows the membership 

degree for the indirect trust. 

 

Figure 25. Membership function for indirect trust. 

4.2.2.2.4. Comprehensive Trust (CT)  

CT is the combination of direct, historical, and indirect trust. We use fuzzy logic to 

compute comprehensive trust. The inputs are DT, HT, and IT, and the output is CT. The rest of 

the fuzzy logic steps are the same as the steps in phase I and phase II. We illustrate fuzzification 

by showing the membership function for CT with a triangle view of variables (Figure 26). we 

produce four membership degrees which are presented in Table 25. The equivalent membership 

function is shown in Figure 26. 
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Table 25. Fuzzy comprehensive-trust value. 

Linguistic Compressive-Trust Value   Range Fuzzy Number   

Distrust 0-0.20 (0 0.10 0.20) 

Suspect 0.21-0.5 (0.21 0.3 0.5) 

General  0.51-0.65 (0.51 0.58 0.65) 

Trust 0.66-0.8 (0.66 0.75 0.8) 

High Trust  0.81-1 (0.81 0.9 1) 

 

 

Figure 26. Comprehensive trust membership function in the FUBT. 

Table 26 presents the fuzzy rules for the  phase III. In this phase, we use intersection (the 

fuzzy AND operation). For the defuzzification, we use the center of gravity (COG). 
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Table 26. The phaseIII fuzzy rules. 

Direct Trust  History Trust Indirect Trust Then 

Distrust - - Distrust 
Suspect Distrust Distrust Distrust 
Suspect Distrust/Suspect Suspect/Trust Suspect 
Suspect Suspect Distrust/Suspect Suspect 
Suspect General Distrust/Suspect Suspect 
Suspect General Trust Suspect 
Suspect Trust Distrust/Suspect Suspect 
Suspect Trust Trust Suspect 
Suspect High Trust Distrust/Suspect Suspect 
Suspect High Trust Trust Suspect 
General Distrust Distrust Distrust 
General Distrust Suspect/Trust Suspect 
General Suspect Distrust/Suspect Suspect 
General Suspect Trust General 
General General Distrust Suspect 
General General Suspect/Trust General 
General Trust - General 
General High Trust Distrust/Suspect General 
General High Trust Trust Trust 
Trust Distrust Distrust/Suspect Suspect 
Trust Distrust Trust General  
Trust Suspect Distrust Suspect 
Trust Suspect Suspect General 
Trust Suspect Trust Trust 
Trust General Distrust General 
Trust General Suspect/Trust Trust 
Trust Trust Distrust General 
Trust Trust Suspect/Trust Trust 
Trust High Trust Distrust General 
Trust High Trust Suspect/Trust Trust 
High Trust Distrust Distrust/Suspect Suspect 
High Trust Distrust Trust General 
High Trust Suspect Distrust/Suspect General 
High Trust Suspect Trust Trust 
High Trust General Distrust General 
High Trust General Distrust/Suspect Trust 
High Trust Trust Distrust General 
High Trust Trust Suspect Trust 
High Trust Trust  Trust High Trust 
High Trust High Trust Distrust/Suspect Trust 
High Trust High Trust Trust High Trust 
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4.2.3. Reflecting Trust Evaluation Principles  

The FUBT uses the same approach that was described in Sections 3.3.3.1 and 3.3.3.3. 

4.2.3.1. Recent User Behavior Affects the Trust Value  

With the fuzzy logic module, we consider the recent-behavior principle. In Phase II, for 

example, with rule 7, if the user accesses unauthorized service for a first time, then the user will 

be suspect. Thus, the operation-evidence trust value is suspect, which makes the direct trust 

suspect, too. For Phase III, with fuzzy rules, we give the direct trust more weight than the history 

and indirect trust. This principle is important to ensure that the comprehensive trust value reflects 

the user’s current state. 

4.2.3.2. Punishment (Rapid-Decrease) Strategy and Repeating Malicious Behavior   

If the user has malicious behavior (direct trust <=0.5), the trust value is reduced based on 

fuzzy rules in the phase III. We use equation 17 (described in Section 3.3.3.4) when the user 

repeats malicious behavior. Thus, by repeating malicious behavior the user’s trust value keeps 

decreasing until the user is denied access. 

4.3. Conclusion  

In this chapter, we proposed FUBT to evaluate the users’ behavior and to detect abnormal 

user behavior in the cloud. This model used four types of user-behavior evidence: login, security, 

operation, and performance. In addition, this model considered four trust types: direct, historical, 

indirect, and comprehensive. We used fuzzy logic to compute the direct and comprehensive trust 

values. The FUBT model was simulated, and the results showed that it can effectively calculate 

the users’ trust values. In addition, the FUBT model considered all the evaluation principles.  

  



 

83 

CHAPTER 5.  EXPERIMENTS AND SIMULATION RESULTS 

In this chapter, the simulation platform is defined. Simulation results and the analysis for 

the FMUBCT and FUBT models are presented. 

5.1. Simulation Platform and Tools  

The platform used for the simulation is MATLAB 9.5 with an Intel Core 5 Processor 

running at 2.3 GHz; there are 8 GB of RAM. Although it is difficult to find real-life user 

datasets, we generate a random dataset based on probability theory by using SAS 9.4.  

5.1.1. Generating the Dataset 

There is a lack of data from real system audit logs, especially in mission-critical and 

senior industries such as healthcare, banking, and the military. Consequently, we built an 

algorithm-based probability theory using SAS (Statistical Analysis System) 9.4 to generate a 

dataset; then, we used the dataset to validate the models in this dissertation. 

Because of our models are based on evaluate user behavior in the cloud, we analyze the 

audio log from the AWS API to obtain information recorded in the cloud [83,84,85]. Figure 27 is 

an example of the AWS Cloud Trial user’s identity and user’s event; the example contains fields 

which define what action was requested, who requested this action, when, and where. We use the 

same fields for the AWS API in order to generate the dataset. Thus, we use information from 

AWS to generate our dataset. 
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Figure 27. Example of AWS cloud trial. 

5.1.2. Dataset Design  

In this dissertation, we create an event dataset to simulate users’ real data in the cloud, 

where each record has the following attributes: user ID, user packet (IP address, login date, login 

time, service, action, and duration), security factors (virus, illegal connection, scanning port, and 

inputting security-sensitive keywords), and usage (memory, CPU, and disk space). In our work, 

we used 14 attributes to evaluate users’ behavior in the cloud. Because the data in an audit log 

are categorical data, we encode the categorical data to a number in order to reduce the 

complexity and to increase user-profiling algorithm’s speed, producing common user-behavior 

patterns to compute the direct trust. For example, we substitute the cloud service’s name with a 
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number, such as access storage service to 1 and access user’s account service to 2; we continue 

using the same steps with actions and user ID. For security evidence, we have two values: 0 

means yes, there is abnormal behavior, such as a user’s illegal connection to access the cloud, 

and 1 means the user had a legal connection to access the cloud. For performance evidence, we 

have a range of 0 to 1 to present utility usage (CPU, memory, and disk space), where 0-0.4 

means low usage, 0.41-0.7 means medium usage, and 0.71-1 means high usage.  

There are various types of continuous probability distribution, such as normal 

distribution, exponential distribution, and generalized Bernoulli distribution. These distribution 

types can be used to indicate the demand distribution for the attribute values. With our proposed 

models, we use uniform and normal distribution to produce random data. In addition, to obtain 

more accurate random events, we have used the bootstrap resampling technique. Table 27 

illustrates the rules that were used to generate data. By utilizing our proposed algorithm, we 

generate 7K records for 50 users for 43 days. 

Table 27. The attributes’ distribution definition. 

 

Attribute  Representation  Domain  Value  

User ID U 50 1-50 

IP Address  I 100 1-100 

Date  D 43 12/13/2018-1/25/2019 

Time T 24  1-24 hour 

Service  S 14 1-14 

Action A 5 1-5 

Duration  DU 120 1-120 Minutes  

Virus CV 2 0 or 1 

Illegal Connection  IC 2 0 or 1 

Scanning Important Port  SIP 2 0 or 1  

Sensitive Keyword  SK 2 0 or 1 

CPU Usage  CU 3 0-1 

Memory Usage  MU 3 0-1 

Disk Space  TC 3 0-1 
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5.1.3. Dataset-Generation Algorithm  

5.1.3.1. Replication data 

In this approach, we divide the users into 2 types; 30 are normal, and 20 are malicious. 

We construct events by randomly selecting data from the domain for each factor using uniform 

distribution. Then, we duplicate each factor using uniform distribution in order to create records 

for each factor. Afterward, we merge factors to create events. For example, to generate a normal 

user event, the service is selected randomly from the services domain, which is from 1 to 14, and 

action, IP, time, and date have been selected randomly form their domains. We set conditions for 

the security factor and the performance factors. The security factor must be 1, meaning that the 

user does not misbehave in the cloud and that the performance factors should be in the low level. 

A malicious user should have more than abnormal behavior from the security or performance 

evidence. Table 28 gives an example of generating events using our algorithm. Finally, we 

combine the user-behavior events for all categories to create one dataset to validate our proposed 

models. 
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Table 28. Slice of generating events using our algorithm. 

ID Date Time IP OS OA OD SP CV IC SW PC PM PD 

1 12/12/2018 6:56 1 2 5 13 1 1 1 1 0.14 0.03 0.03 
1 12/12/2018 15:58 6 8 2 5 1 1 1 1 0.05 0.12 0.33 
1 12/12/2018 8:52 6 15 3 14 1 1 1 1 0.01 0.16 0.34 
1 12/13/2018 15:03 6 5 1 50 1 1 1 1 0.12 0.16 0.14 
1 12/13/2018 0:41 1 14 4 61 1 1 1 1 0.33 0.17 0.36 
……………….. 
………………… 

1 1/1/19 9:05 15 12 2 58 1 1 1 1 0.39 0.36 0.13 
1 1/2/19 8:26 15 10 5 2 1 1 1 1 0.26 0.25 0.39 

2 12/14/18 3:12 8 4 1 68 1 1 1 1 0.11 0.2 0.14 
2 12/14/18 4:05 1 1 2 108 1 1 1 1 0.35 0.38 0.15 
2 12/14/18 18:54 6 10 2 76 1 1 1 1 0.39 0.39 0.14 
2 12/14/18 0:40 9 12 1 17 1 1 1 1 0.34 0.1 0.32 
2 12/15/18 10:44 8 5 3 9 1 1 1 1 0.15 0.1 0.28 
2 12/15/18 2:37 14 7 5 11 1 1 1 1 0.04 0.34 0.03 
2 12/15/18 22:22 2 2 1 11 1 1 1 1 0.18 0.06 0.28 
2 12/15/18 21:01 20 6 1 11 1 1 1 1 0.39 0.36 0.13 
2 12/16/18 14:31 10 7 1 106 1 1 1 1 0.26 0.25 0.39 
2 12/16/18 9:42 2 4 2 13 1 1 1 1 0.11 0.2 0.14 
2 12/16/18 4:23 1 3 5 16 1 1 1 1 0.35 0.38 0.15 
2 12/16/18 6:18 14 8 1 49 1 1 1 1 0.39 0.39 0.14 
…………………. 
………………….. 
……………………. 

31 12/17/18 5:10 18 3 2 48 1 0 1 1 0.24 0.17 0.27 
31 12/17/18 20:17 18 13 3 11 1 1 0 1 0.09 0.05 0.36 
31 12/17/18 12:40 6 14 1 15 1 1 0 1 0.04 0.06 0.07 
31  12/17/18 13:49 14 9 3 101 1 1 1 1 0.18 0.31 0.21 
31 12/17/18 9:46 13 1 3 101 1 1 1 1 0.15 0.39 0.13 
31 12/18/18 15:27 13 6 2 6 1 0 1 1 0.17 0.27 0.38 
………………. 
………………. 
………………. 

50 1/25/19 5:10 14 1 1 11 1 1 1 0 0.92 0.92 0.08 
50 1/25/19 14:45 19 10 4 102 1 1 0 1 0.92 0.87 0.23 
50 1/25/19 23:44 6 5 4 18 1 0 1 1 0.27 0.95 0.32 
50 1/25/19 19:16 12 13 5 9 1 1 1 1 0.17 0.94 0.97 
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5.1.4. Statistical Analysis  

Figure 28 illustrates that our proposed algorithm can generate events for users with the 

distribution. Figure 28 shows an example of the number of times accessing the cloud for a group 

of users (user1, user5, user10, user15, user20, user25, user30, user35, user40, user45, and 

user50) for 43 days. Thus, Figure 28 compares the number of accesses for 11 cloud users. User 

10 accesses the cloud more than the other users presented in the figure. 

 

Figure 28. User-access distribution. 

To present the distribution for accessing the cloud’s services from Dec 12 to Dec 14, 

Figure 29 illustrates that the cloud users accessed service 4 on Dec 12 more than the other 

services. However, on Dec 13, service 6 was accessed more. Finally, occurrence for service 8 is 

above other services. 
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Figure 29. Service-access distribution. 

To show the distribution for the cloud’s action from Dec 12 to Dec 14, Figure 30 

illustrates that the cloud users took action3 more than the other actions on Dec 12. On Dec 13, 

the users took action1 and action5 more than the others. Finally, the occurrence of action3 and 

action4 are above than the occurrence of other actions.  

 

Figure 30. The user's action distribution. 
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Figure 31 shows that memory-usage distribution for the cloud users from Dec 12 to Dec 

14. In Dec 12, there are 75 recodes indicate that usage of memory for some of cloud user in low 

level which is safe to cloud. However, there are 58 records in medium usage and 64 records in 

high usage which indicate there is heavy usage to the memory then cloud admin should consider. 

In Dec 13, the are 66 records on data show usage of memory in the cloud in low level, 71 records 

in medium level and 76 in high level. Finally, in Dec 14, there are 93 records in low level, 62 in 

medium level and 80 in high level.   

 

Figure 31. Memory usage. 

Figure 32 shows Disk space usage distribution for the cloud from Dec 12 to Dec 14. 

Dec 12, there are 60 recodes indicate that usage of disk space for some of cloud user in low level 

which is safe to cloud. However, there are 72 records in medium usage and 81 records in high 

usage which indicate there is heavy usage to the disk space then cloud admin should consider. In 

Dec 13, the are 68 records on data show usage of disk space in the cloud in low level, 74 records 

in medium level and 68 in high level. Finally, in Dec 14, there are 69 records in low level, 67 in 

medium level and 86 in high level.   
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Figure 32. Disk-space usage. 

5.2. Simulation Results and Analysis 

This section presents multiple case studies to demonstrate the functionality, performance 

of the proposed models in the dissertation. The experiment in this section has been organized to: 

• Verification: we run multiple experiment cases to demonstrate that the proposed models 

are able to produce common user behaviors. In addition, the proposed models efficiently 

prevent malicious user to access cloud service provider whenever the user behaves 

abnormally. Moreover, the proposed models are able to timely update user’s trust value 

then the cloud service provider changes authority for the user. 

• Comparative analysis with existing models: we run various experiment cases to 

validate that the proposed models are more efficient than the existing models. 

5.2.1. Verification  

In this section we developed different cases to evaluate effectiveness of our model. We 

divide the dataset to 5k as training data to produce history pattern and 2k as testing data to 

compute user’s trust value.  
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5.2.1.1. The First Case to Evaluate producing User History Pattern 

The FMUBCT and FUBT use the same algorithm to produce user history pattern. our 

proposed algorithm is able to find the user history pattern based on frequently user behaviors. 

Figure 33 illustrations that by running our user profile algorithm in different days for 50 users, 

our algorithm is able to find users’ history patterns. For five days, the proposed algorithm 

discovers 147 patterns, ten days proposed algorithm discovers 498 patterns, fifteen days 

proposed algorithm discovers 931 patterns, and twenty days proposed algorithm discovers 1436 

patterns for different users. We conclude from this figure, with more interactions in the cloud, 

more history patterns will occur. 

 

Figure 33. Users’ history patterns from day5 to day20. 

Figure 33 presents examples of how many patterns that our proposed algorithm finds for 

a group of users (user1, user5, user13, user22, user35, user38, and user40). Figure 34 shows that 

the more user interacts with cloud the more patterns we can get. For example, the number of 
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of patterns for five days of accessing. In addition, Figure 34 presents user35 and user40 have 

more history pattern within twenty days than other users from this group of users. 

 

Figure 34. Increasing numbers for the users’ history patterns. 

In the following experiments, we provide our proposed model set for event records from 

the dataset. Each record has a set of factors (login, operation, security, and performance). Table 
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Figure 35 and Table 29 indicate that, even though user5 behaves normally in the cloud 

from times 1 to 8, the trust value is in the general trust range (reaching a peak value of 0.58) 

because, based on our strategy of using the sliding-window technique, the number of interactions 

does not exceed the uncertain windows. Thus, the cloud cannot fully trust the user at this point. 

Beginning at time 9 while the user continues to behave normally in the cloud and the number of 

interactions is in the positive windows, the trust value slowly increases to reach a high degree of 

trust. Thus, the proposed models can prevent the trust-fraud issue where a user obtains a high 

trust value with a small number of interactions.  

In addition, Figure 35 shows the difference between our proposed models at times 15 and 

16; this variation occurs because the FMUBCT uses the average for the history trust while the 

FUBT uses the last comprehensive trust as the history trust. Moreover, based on the fuzzy rules 

for both proposed models, the comprehensive trust value is calculated. Tables 29 and 30 indicate 

how the proposed model calculates the user’s trust value. The symbols in the tables present the 

membership functions:  N is Normal; G is General; T is Trusted; and HT is High Trusted. 

Figures 36 and 37 show the sliding windows for our proposed models. 

 

Figure 35. Evaluating the slow-rise strategy. 
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Table 29. Calculating the trust value based on the slow-rise strategy in FMUBCT. 

Time Slot Direct Trust  Average of History Trust Comprehensive Trust 
(FMUBCT) 

1 0.52 (G) 0.52 (G) 0.58 (G) 

2 0.54 (G) 0.55 (G) 0.58 (G) 

3 0.56 (G) 0.56 (G) 0.58 (G) 

4 0.58 (G) 0.57 (G) 0.58 (G) 

5 0.60 (G) 0.57 (G) 0.58 (G) 

6 0.62 (G) 0.57 (G) 0.58 (G) 

7 0.64 (G) 0.57 (G) 0.58 (G) 

8 0.65 (G) 0.57 (G) 0.58 (G) 

9 0.67 (N) 0.57 (G) 0.73 (T) 

10 0.70 (N) 0.59 (G) 0.73 (T) 

11 0.72 (N) 0.61 (G) 0.73 (T) 

12 0.74 (N) 0.61 (G) 0.73 (T) 

13 0.76 (N) 0.62 (G) 0.73 (T) 

14 0.78 (N) 0.63 (G) 0.73 (T) 

15 0.82 (N) 0.64 (G) 0.73 (T) 

16 0.84 (N) 0.64 (G) 0.73 (T) 

17 0.86 (N) 0.67 (N) 0.9 (HT) 

18 0.88 (N) 0.67 (N) 0.9 (HT) 

19 0.9 (N) 0.67 (N) 0.9 (HT) 

20 0.92 (N) 0.67 (N) 0.9 (HT) 
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Table 30. Calculating the trust value based on the slow-rise strategy in FUBT. 

Time 
Slot 

Direct Trust  History Trust  Indirect Trust  Comprehensive Trust 
(FUBT) 

1 0.52 ((G) 0.52 (G) 0.81 (T) 0.58 (G) 

2 0.54 (G) 0.58 (G) 0.79 (T) 0.58 (G) 

3 0.56 (G) 0.58 (G) 0.96 (T) 0.58 (G) 

4 0.58 (G) 0.58 (G) 0.88 (T) 0.58 (G) 

5 0.6 (G) 0.58 (G) 0.93 (T) 0.58 (G) 

6 0.62 (G) 0.58 (G) 0.8 (T) 0.58 (G) 

7 0.64 (G) 0.58 (G) 0.89 (T) 0.58 (G) 

8 0.65(G) 0.58 (G) 0.92 (T) 0.58 (G) 

9 0.67 (T) 0.58 (G) 0.92 (T) 0.73 (T) 

10 0.7 (T) 0.73(T) 0.97 (T) 0.73 (T) 

11 0.72 (T) 0.73(T) 0.9 (T) 0.73 (T) 

12 0.74 (T) 0.73(T) 0.8 (T) 0.74 (T) 

13 0.76 (T) 0.74 (T) 0.8 (T) 0.74 (T) 

14 0.78 (T) 0.74 (T) 0.81 (T) 0.73 (T) 

15 0.82(HT) 0.73 (T) 0.79 (T) 0.9 (HT) 

16 0.84(HT) 0.9 (T) 0.91 (T) 0.9 (HT) 

17 0.86 (HT) 0.9 (T) 0.91 (T) 0.9 (HT) 

18 0.88 (HT) 0.9 (T) 0.9 (T) 0.9 (HT) 

19 0.9 (HT) 0.9 (T) 0.85 (T) 0.9 (HT) 

20 0.92 (HT) 0.9 (T) 0.9 (T) 0.9 (HT) 

 

 

Figure 36. Sliding windows for FMUBCT. 
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Figure 37. Sliding windows for FUBT. 

5.2.1.3. The Third Case: Evaluate the Punishment (Rapid-Decrease) Strategy 

and Repeating Abnormal Behavior  

We evaluate the FMUBCT and the FUBT when the user behaves abnormally. Figure 38 

illustrates that our proposed models can detect the malicious behavior at time 10 when the user 

behaves abnormally by carrying a virus to the cloud, leading to a rapidly decreased user-trust 

value. At time 10, the FMUBCT uses equations 6-9 to calculate direct trust. The result of direct 

trust is 0.44, and the average for the history trust is 0.68. Then, values for direct trust and history 

trust are sent to the fuzzy logic module to compute the comprehensive-trust value. Based on 

fuzzy rule 8, if direct trust is suspicious and the history trust is general, then the comprehensive 

trust is suspect. Thus, the comprehensive-trust value is 0.4. 

FUBT uses fuzzy logic in three phases; the computation of security evidence in phase I is 

0.2, which is distrust. Then, the value is sent to phase two to compute the direct trust based on a 

comparison of the evidence values (login, security, operation, and performance); based on fuzzy 

rule 12, if SE is distrust while  LE, OE, and PE are trusted, then DT is suspect; the result of 

direct trust is 0.33. Finally, compare direct trust, history trust, and indirect trust in phase III based 

on fuzzy rule 18, If DT is suspect while  HT and RT are  Trusted, then CT is suspect; therefore, 

the comprehensive trust value is 0.34. 

From time 11 to 20, the user behaves normally in the cloud, so based on our slow-rise 

strategy, the user’s trust value is slowly increasing. Figure 38 shows the difference between our 

proposed models at times 11 to 20; the variation occurs because the FMUBCT uses the average 
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for history trust while FUBT uses the last comprehensive trust as the history trust. Moreover, the 

difference of the values on proposed model are based on their fuzzy logic rules. In conclusion, 

the FMUBCT and FUBT models reduce the user’s trust value by applying “rapid decrease” 

through their fuzzy rules. After the punishment, the user’s trust value increases slowly when the 

user continues to behave normally.    

 

Figure 38. Evaluating the punishment (rapid-decrease) strategy. 

Figure 39 and Table 31 illustrate a user continuing to repeat malicious behavior from 

times 18 to 20, thus the FMUBCT punishes the user by reducing the trust value using equations 

16-17 in Section 3.4.3. In equation 17, we use 0.3 as the value for γ. The FUBT punishes a user 

by utilizing the strategy described in Section 4.2.3.2. The FMUBCT and FUBT punish users by 

decreasing the trust value until a user reaches the distrust degree, leading to the user being denied 

access to the cloud. 
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Figure 39. Evaluating repeated abnormal behavior. 

Table 31. Evaluating repeated abnormal behavior. 

Time Slot   Comprehensive Trust (FMUBCT) Comprehensive Trust (FUBT) 

1 0.58 0.58 

2 0.58 0.57 

3 0.58 0.57 

4 0.58 0.58 

5 0.73 0.73 

6 0.73 0.73 

7 0.73 0.73 

8 0.73 0.9 

9 0.9 0.9 

10 0.4 0.34 

11 0.4 0.34 

12 0.4 0.34 

13 0.4 0.34 

14 0.58 0.34 

15 0.58 0.35 

16 0.58 0.58 

17 0.58 0.58 

18 0.13 0.09 

19 0.13 0.09 
20  0.13 0.09 
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5.2.1.4. The Fourth Case: Changing Different Trust Types  

User-behavior characteristics vary. While historical behavior data can introduce a 

collection of trusted behaviors, the user’s behavior does not solely rely on the historical behavior. 

Thus, only using historical data to evaluate the users’ behavior is too indiscriminate. Therefore, 

in the FMUBCT and FUBT, we consider different trust types to compute the users’ trust value.  

In the FMUBCT, the changing trend for the three trust types is shown in Figure 40 and 

Table 32. At time 16 when the user logs in to the cloud at the usual time and spends more time 

there than usual, the direct trust decreases to reach a suspicious level at 0.49. Then, based on the 

fuzzy rule described in Section 3.3.2.4, even though the user’s history trust is at the trust level, 

the comprehensive trust is 0.41 as a suspicious user. In addition, Figure 40 shows how our 

models consider the more recent behavior (direct trust) and have more influence on the trust 

value. The symbols in the tables present the membership functions: N is normal; S is suspicious; 

G is general; T is trusted; and HT is High Trusted.  

 

Figure 40. Changing the direct and history trust affect the comprehensive trust. 
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Table 32. Changing the direct and history trust affect the comprehensive trust. 

Time Slot  Direct Trust  History Trust  Comprehensive Trust (FMUBCT) 

1 0.6   (G) 0.6 (G) 0.6 (G) 

2 0.66 (N) 0.6 (G) 0.7 (T) 

3 0.73 (N) 0.65 (G) 0.7 (T) 

4 0.71 (N) 0.67 (N) 0.7 (T) 

5 0.74 (N) 0.68 (N) 0.7 (T) 

6 0.63 (G) 0.68 (N) 0.7 (T) 

7 0.75 (N) 0.68 (N) 0.7 (T) 

8 0.76 (N) 0.69 (N) 0.7 (T) 

9 0.78 (N) 0.69 (N) 0.76 (T) 

10 1      (N) 0.7 (N) 0.9 (HT) 

11 1      (N) 0.72 (N) 0.9 (HT) 

12 0.7   (N) 0.74 (N) 0.9 (HT) 

13 0.75 (N) 0.75 (N) 0.9 (HT) 

14 0.78 (N) 0.76 (N) 0.9 (HT) 

15 0.83 (N) 0.77 (N) 0.9 (HT) 

16 0.50 (S) 0.77 (N) 0.4 (S) 

17 0.62 (G) 0.75 (N) 0.58 (G) 

18 0.65 (G) 0.74 (N) 0.58 (G) 

19 0.67 (N) 0.73 (N) 0.58 (G) 

20 0.7   (N) 0.72 (N) 0.58 (G) 

 
Figure 41 shows the simulation result with the crisp trust value. Columns 1 and 2 

represent a simulated crisp value for direct trust and history trust, respectively. Column 3 

represents a fuzzified trust value based on the 16 defined rules. In Figure 41, the direct trust is at 

general trust, and the history trust is at general trust; then, the comprehensive trust is at general 

trust, too. 
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Figure 41. The FMUBCT output as a rule viewer. 

For the FUBT, the changing trend with three trust types is shown in Figure 42 and Table 

33. When the indirect trust values decreases at time 15, the history and direct trust are at the trust 

level, based on the FUBT model, the comprehensive trust is affected. Then, at time 16, when the 

user behaves normally in the cloud based on the direct trust value, the user receives high 

repetition from other users, leading to increased indirect trust; then, the comprehensive trust 

increases. From this experiment, we conclude that it is important to consider more than one trust 

type in order to evaluate the users’ behavior in the cloud. The symbols in the tables present the 

membership functions: N is normal; S is suspicious; G is general; D is distrust; T is trusted; and 

HT is High Trusted.  
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Figure 42. Relationship between trust types- first case for the FUBT. 

Table 33. Relationship between trust types: first case for the FUBT. 

Time 
Slot  

Direct Trust  History Trust  Indirect trust  Comprehensive Trust 

1 0.6   (G) 0.6   (G) 0.75 (T) 0.57 (G) 

2 0.61 (G) 0.57 (G) 0.81 (T) 0.58 (G) 

3 0.62 (G) 0.58 (G) 0.88 (T) 0.58 (G) 

4 0.63 (G) 0.58 (G) 0.88 (T) 0.58 (G) 

5 0.64 (G) 0.58 (G) 0.72 (T) 0.58 (G) 

6 0.67 (T) 0.58 (G) 0.7 (T) 0.73 (T) 

7 0.68 (T) 0.73 (T) 0.78 (T) 0.73 (T) 

8 0.7 (T) 0.73 (T) 0.82 (T) 0.73 (T) 

9 0.72 (T) 0.73 (T) 0.88 (T) 0.74 (T) 

10 0.74 (T) 0.74 (T) 0.81 (T) 0.74 (T) 

11 0.76 (T) 0.74 (T) 0.83 (T) 0.74 (T) 

12 0.78 (T) 0.74 (T) 0.89 (T) 0.73 (T) 

13 0.82 (HT) 0.73 (T) 0.82 (T) 0.9 (HT) 

14 0.85 (HT) 0.9 (HT) 0.63 (T) 0.9 (HT) 

15 0.87 (HT) 0.9 (HT) 0.2  (D) 0.57 (G) 

16 0.88 (HT) 0.57 (G) 0.4 (S) 0.73 (T) 

17 0.91 (HT) 0.73 (T) 0.69 ((T) 0.9 (HT) 

18 0.93  (HT) 0.9 (HT) 0.87 (T) 0.9 (HT) 

19 0.95 (HT) 0.9 (HT) 0.72 (T) 0.9 (HT) 

20 0.99(HT) 0.9 (HT) 0.83 (T) 0.9(HT) 
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We run the second case to demonstrate that the value for comprehensive trust is affected 

when the value for any trust type decreases. Figure 43 and Table 34 show that the user behaves 

normally in the cloud until time 14 when the user behaves abnormally in the cloud by carrying a 

virus to the cloud; then, direct trust decreases. Thus, comprehensive trust decreases based on the 

proposed fuzzy rules in the FUBT. Figure 43 and Table 34 show how our models consider that 

the more recent behavior (direct trust) has more influence on the trust value. The symbols in the 

tables present the membership functions: S is suspicious; G is general; T is trusted; and HT is 

High Trusted.  

 

Figure 43. Relationship between trust types: second case for the FUBT. 
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Table 34. Relationship between trust types: second case for the FUBT. 

Time Slot Direct Trust History Trust  Indirect Trust  Comprehensive Trust 

1 0.6   (G) 0.6 (G) 0.81 (T) 0.57 (G) 

2 0.61 (G) 0.57 (G) 0.79 (T) 0.57 (G) 

3 0.62 (G) 0.57 (G) 0.95 (T) 0.57 (G) 

4 0.63 (G) 0.58 (G) 0.88 (T) 0.58 (G) 

5 0.64 (G) 0.58 (G) 0.93 (T) 0.58 (G) 

6 0.67 (T) 0.58 (G) 0.80 (T) 0.73 (T) 

7 0.68 (T) 0.73 (T) 0.89 (T) 0.73 (T) 

8 0.7  (T) 0.73 (T) 0.92 (T) 0.73 (T) 

9 0.72 (T) 0.73 (T) 0.92 (T) 0.73 (T) 

10 0.74 (T) 0.73 (T) 0.87 (T) 0.73 (T) 

11 0.76 (T) 0.73 (T) 0.90 (T) 0.73 (T) 

12 0.78 (T) 0.73 (T) 0.96 (T) 0.73 (T) 

13 0.82 (HT) 0.73 (T) 0.82 (T) 0.8  (T) 

14 0.49 (S) 0.8 (T) 0.80 (T) 0.57(G) 

15 0.61(G) 0.57 (G) 0.81 (T) 0.57(G) 

16 0.67(T) 0.57(G) 0.79 (T) 0.73 (T) 

17 0.73 (T) 0.73 (T) 0.91 (T) 0.73 (T) 

18 0.76 (T) 0.73 (T) 0.91 (T) 0.73 (T) 

19 0.83 (HT) 0.73 (T) 0.90 (T) 0.9 (HT) 

20 0.85(HT) 0.9 (HT) 0.90 (T) 0.9 (HT) 

 

5.2.1.5. The Fifth Case:  Fault Propagation  

In this case, the models were tested based on idea of fault propagation from software 

engineering concepts [86].  we manually created 5 users to simulate behavior for 5 types of trust 

degree (distrust, suspicious, general trust, trusted, and High Trusted). For every user, we 

manually generated 20 records. Each record has 12 factors (user Id, the result of comparison 

history Ip with current Ip, the result of comparison history login time with current login time, the 

result of comparison history services with current service, the result of comparison history action 
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with current action, the result of comparison history duration  with current duration, does user 

scan important port ?does user carry virus? dose user connect use illegal connection? dose user 

type a sensitive keyword? how much does user utilize CPU? how much does user utilize 

memory? how much does user utilize disk space. 

Table 35 illustrate test cases for distrust user. The user login to system with normal 

behavior until time 6 user scans an important port then at time 7 user repeat malicious behavior 

by scanning an important port. Based on FMUBCT and FUBT, trust value decrease to suspicious 

level Which is  (0.4) in The FMUBCT , and (0.34 ) in the FUBT  , then by repeating the 

malicious behavior the trust value must decrease to distrust level Which is  (0.13) in THE 

FMUBCT , and (0.09 ) in the FUBT . Thus, if the user’s is distrust, the FMUBCT and FUBT 

denied user access to the cloud.  

Table 35. Fault propagation for distrust user. 

Case # Record Details  Comprehensive Trust 

(FMUBCT) 

Comprehensive Trust 

(FUBT) 

Actual  Expect  P/F Actual Expect P/F 

1 (1,1,1,1,1,1,1,1,1,1,0.15,0.20,0.10) 0.58  0.58  P 0.58  0.58  P 

2 (1,1,1,1,1,1,1,1,1,1,0.18,0.20,0.10) 0.58  0.58  P 0.58  0.58  P 

3 (1,1,1,1,1,1,1,1,1,1,0.15,0.17,0.14) 0.58  0.58  P 0.58  0.58  P 

4 (1,1,1,1,1,1,1,1,1,1,0.15,0.08,0.10) 0.73  0.73  P 0.73  0.73  P 

5 (1,1,1,1,1,1,1,1,1,1,0.20,0.20,0.10) 0.73  0.73  P 0.73 0.73  P 

6 (1,1,1,1,1,1,0,1,1,1,0.15,0.20,0.10) 0.4 0.4 P 0.34 0.34 P 

7 (1,1,1,1,1,1,0,1,1,1,0.15,0.20,0.20) 0.13 0.13 P 0.09 0.09 P 

 
Table 36 illustrate test cases for suspicious user. From time 1 to time 17 user behave 

normally on the cloud however, at time 18 user access unusual service at usual login time, the 

FMUBCT and FUBT are able to detect this behavior then reduce the trust level to suspicious 

level. The suspicious degree is (0.4) in THE FMUBCT , and (0.34 ) in the FUBT  At time 19 
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user is back to behave normally to cloud however based on slow rise and punishment strategies 

the trust level is still on suspicious level then increase slowly within the time. 

Table 36. Fault propagation for suspicious user. 

Case # Record Details  Comprehensive Trust 

(FMUBCT) 

Comprehensive Trust 

(FUBT) 

Actual  Expect  P/F Actual Expect P/F 

1 (2,1,1,1,1,1,1,1,1,1,0.15,0.20,0.10) 0.58  0.58  P 0.58  0.58  P 

2 (2,1,1,1,1,1,1,1,1,1,0.18,0.20,0.10) 0.58  0.58  P 0.58  0.58  P 

3 (2,1,1,1,1,1,1,1,1,1,0.15,0.17,0.14) 0.58  0.58  P 0.58  0.58  P 

4 (2,1,1,1,1,1,1,1,1,1,0.15,0.08,0.10) 0.73  0.73  P 0.73  0.73  P 

5 (2,1,1,1,1,1,1,1,1,1,0.20,0.20,0.10) 0.73  0.73  P 0.73 0.73  P 

6 (2,1,1,1,1,1,1,1,1,1,0.15,0.20,0.10) 0.73 0.73 P 0.73 0.73 P 

7 (2,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

8 (2,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.20) 0.73  0.73  P 0.73  0.73  P 

9 (2,1,1,1,1,1,1,1,1,1,0.18,0.0.25,0.15) 0.73  0.73  P 0.74  0.74  P 

10 (2,1,1,1,1,1,1,1,1,1,0.14,0.11,0.25) 0.73  0.73 P 0.74  0.74  P 

11 (2,1,1,1,1,1,1,1,1,1,0.28,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

12 (2,1,1,1,1,1,1,1,1,1,0.09,0.0.5,0.15) 0.73  0.73  P 0.9  0.9  P 

13 (2,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.23) 0.73  0.73  P 0.9  0.9  P 

14 (2,1,1,1,1,1,1,1,1,1,0.10,0.14,0.20) 0.9  0.9  P 0.9  0.9  P 

15 (2,1,1,1,1,1,1,1,1,1,0.14,0.12,0.25) 0.9  0.9 P 0.9  0.9  P 

16 (2,1,1,1,1,1,1,1,1,1,0.10,0.14,0.20) 0.9  0.9  P 0.9  0.9  P 

17 (2,1,1,1,1,1,1,1,1,1,0.14,0.12,0.25) 0.9  0.9 P 0.9  0.9  P 

18 (2,1,0,0,1,1,1,1,1,1,0.14,0.12,0.25) 0.4 0.4 P 0.34 0.34 P 

19 (2,1,1,1,1,1,1,1,1,1,0.15,0.12,0.13) 0.4 0.4 P 0.34 0.34 P 

20  (2,1,1,1,1,1,1,1,1,1,0.14,0.15,0.25) 0.4 0.4 P 0.34 0.34 P 

 

Table 37 illustrate test cases for general trust user. From time 1 to time 18 user behaves 

normally on the cloud however, at time 19 user spend more time than the usual time, the 

FMUBCT and FUBT are able to detect abnormal behavior then reduce the trust level to general 

trust level. 
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Table 37. Fault propagation for general trust user. 

Case # Record Details  Comprehensive Trust 

(FMUBCT) 

Comprehensive Trust 

(FUBT) 

Actual  Expect  P/F Actual Expect P/F 

1 (3,1,1,1,1,1,1,1,1,1,0.15,0.20,0.10) 0.58  0.58  P 0.58  0.58  P 

2 (3,1,1,1,1,1,1,1,1,1,0.18,0.20,0.10) 0.58  0.58  P 0.58  0.58  P 

3 (3,1,1,1,1,1,1,1,1,1,0.15,0.17,0.14) 0.58  0.58  P 0.58  0.58  P 

4 (3,1,1,1,1,1,1,1,1,1,0.15,0.08,0.10) 0.73  0.73  P 0.73  0.73  P 

5 (3,1,1,1,1,1,1,1,1,1,0.20,0.20,0.10) 0.73  0.73  P 0.73 0.73  P 

6 (3,1,1,1,1,1,1,1,1,1,0.15,0.20,0.10) 0.73 0.73 P 0.73 0.73 P 

7 (3,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

8 (3,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.20) 0.73  0.73  P 0.73  0.73  P 

9 (3,1,1,1,1,1,1,1,1,1,0.18,0.0.25,0.15) 0.73  0.73  P 0.74  0.74  P 

10 (3,1,1,1,1,1,1,1,1,1,0.14,0.11,0.25) 0.73  0.73 P 0.74  0.74  P 

11 (3,1,1,1,1,1,1,1,1,1,0.28,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

12 (3,1,1,1,1,1,1,1,1,1,0.09,0.0.5,0.15) 0.73  0.73  P 0.9  0.9  P 

13 (3,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.23) 0.73  0.73  P 0.9  0.9  P 

14 (3,1,1,1,1,1,1,1,1,1,0.10,0.14,0.20) 0.9  0.9  P 0.9  0.9  P 

15 (3,1,1,1,1,1,1,1,1,1,0.14,0.12,0.25) 0.9  0.9 P 0.9  0.9  P 

16 (3,1,1,1,1,1,1,1,1,1,0.10,0.14,0.20) 0.9  0.9  P 0.9  0.9  P 

17 (3,1,1,1,1,1,1,1,1,1,0.14,0.12,0.25) 0.9  0.9 P 0.9  0.9  P 

18 (3,1,1,1,1,1,1,1,1,1,0.14,0.12,0.25) 0.9 0.9 P 0.9 0.9 P 

19 (3,1,1,1,1,1,1,1,1,1,0.15,0.12,0.13) 0.58 0.58 P 0.58 0.58 P 

20  (3,1,1,1,1,1,1,1,1,1,0.14,0.15,0.25) 0.58 0.58 P 0.58 0.58  P 

 
Table 38 illustrate test cases for trust user. From time 1 to time 15 user behaves normally 

on the cloud, however. However, this user doesn’t have many records to reach high level trust. 

Thus, the trust level increase from general trust (0.58) to trust (0.73) but doesn’t reach high level 

trust. 
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Table 38. Fault propagation for trustworthy user. 

Case 

# 

Record Details  Comprehensive Trust 

(FMUBCT) 

Comprehensive Trust 

(FUBT) 

Actual  Expect P/F Actual  Expect P/F 

1 (5,1,1,1,1,1,1,1,1,1,0.15,0.20,0.10) 0.58  0.58  P 0.58  0.58  P  

2 (5,1,1,1,1,1,1,1,1,1,0.10,0.12,0.10) 0.58  0.58  P 0.58  0.58  P 

3 (5,1,1,1,1,1,1,1,1,1,0.15,0.15,0.20) 0.58  0.58  P 0.58  0.58 P 

4 (5,1,1,1,1,1,1,1,1,1,0.15,0.0.16,0.20) 0.58 0.58  P 0.58  0.58  P 

5 (5,1,1,1,1,1,1,1,1,1,0.10,0.18,0.20) 0.58  0.58  P 0.58 0.58  P 

6 (5,1,1,1,1,1,1,1,1,1,0.17,0.15,0.15) 0.58  0.58  P 0.58 0.58  P 

7 (5,1,1,1,1,1,1,1,1,1,0.18,0.15,0.15) 0.58  0.58 P 0.58  0.58  P 

8 (5,1,1,1,1,1,1,1,1,1,0.17,0.15,0.23) 0.58  0.58  P 0.58  0.58  P 

9 (5,1,1,1,1,1,1,1,1,1,0.14,0.15,0.25) 0.73  0.73  P 0.73 0.73 P 

10 (5,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

11 (5,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.20) 0.73  0.73  P 0.73  0.73  P 

12 (5,1,1,1,1,1,1,1,1,1,0.18,0.0.25,0.15) 0.73  0.73  P 0.74  0.74  P 

13 (5,1,1,1,1,1,1,1,1,1,0.14,0.11,0.25) 0.73  0.73 P 0.74  0.74  P 

14 (5,1,1,1,1,1,1,1,1,1,0.28,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

15 (5,1,1,1,1,1,1,1,1,1,0.09,0.0.5,0.15) 0.73  0.73  P 0.9  0.9  P 

 
Table 39 illustrate test cases for high trust user. Because of the user behaves normally on 

the cloud ,the trust level increase from general trust (0.58) to trust (0.73) to reach (0.9) high trust 

level. 
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Table 39. Fault propagation for high trustworthy user. 

Case 

# 

Record Details  Comprehensive Trust 

(FMUBCT) 

Comprehensive Trust 

(FUBT) 

Actual  Expect P/F Actual  Expect P/F 

1 (5,1,1,1,1,1,1,1,1,1,0.15,0.20,0.10) 0.58  0.58  P 0.58  0.58  P  

2 (5,1,1,1,1,1,1,1,1,1,0.10,0.12,0.10) 0.58  0.58  P 0.58  0.58  P 

3 (5,1,1,1,1,1,1,1,1,1,0.15,0.15,0.20) 0.58  0.58  P 0.58  0.58 P 

4 (5,1,1,1,1,1,1,1,1,1,0.15,0.0.16,0.20) 0.58 0.58  P 0.58  0.58  P 

5 (5,1,1,1,1,1,1,1,1,1,0.10,0.18,0.20) 0.58  0.58  P 0.58 0.58  P 

6 (5,1,1,1,1,1,1,1,1,1,0.17,0.15,0.15) 0.58  0.58  P 0.58 0.58  P 

7 (5,1,1,1,1,1,1,1,1,1,0.18,0.15,0.15) 0.58  0.58 P 0.58  0.58  P 

8 (5,1,1,1,1,1,1,1,1,1,0.17,0.15,0.23) 0.58  0.58  P 0.58  0.58  P 

9 (5,1,1,1,1,1,1,1,1,1,0.14,0.15,0.25) 0.73  0.73  P 0.73 0.73 P 

10 (5,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

11 (5,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.20) 0.73  0.73  P 0.73  0.73  P 

12 (5,1,1,1,1,1,1,1,1,1,0.18,0.0.25,0.15) 0.73  0.73  P 0.74  0.74  P 

13 (5,1,1,1,1,1,1,1,1,1,0.14,0.11,0.25) 0.73  0.73 P 0.74  0.74  P 

14 (5,1,1,1,1,1,1,1,1,1,0.28,0.0.5,0.15) 0.73  0.73  P 0.73  0.73  P 

15 (5,1,1,1,1,1,1,1,1,1,0.09,0.0.5,0.15) 0.73  0.73  P 0.9  0.9  P 

16 (5,1,1,1,1,1,1,1,1,1,0.18,0.0.5,0.23) 0.73  0.73  P 0.9  0.9  P 

17 (5,1,1,1,1,1,1,1,1,1,0.10,0.14,0.20) 0.9  0.9  P 0.9  0.9  P 

18 (5,1,1,1,1,1,1,1,1,1,0.14,0.12,0.25) 0.9  0.9 P 0.9  0.9  P 

19 (5,1,1,1,1,1,1,1,1,1,0.10,0.18,0.18) 0.9  0.9  P 0.9  0.9  P 

20 (5,1,1,1,1,1,1,1,1,1,0.10,0.18,0.25) 0.9  0.9  P 0.9  0.9  P 

 

5.2.2. Comparative Analysis with Existing Models 

In this section, we compare our models with two models, a model from the literature [5] 

and UBADAC [54]. We run different cases to evaluate and to compare our models with the 

models from [5] and [54]. 

5.2.2.1. The First Case: The Models Compared Based on the Slow-Rise Strategy  

Figure 44 illustrates that the FMUBCT and the FUBT slowly and gradually increase the 

trust value when the user behaves normally in the cloud. Our models start from general trust and 

gradually reach high trust. However, the UBADAC violates the slow-rise principle by giving the 
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user a high trust value with a small number of interactions in the cloud. For this comparison, we 

conclude that the FMUBCT and FUBT models are effective with solving the trust-fraud problem 

and improving cloud security because the two models adopt the slow-rise strategy.  

 

Figure 44. Model comparison based on the slow-rise strategy. 

5.2.2.2. The Second Case: The Models Compared Based on Excluding the Expiration Trust  

One principle for evaluating the user’s behavior is that expiration records should not be 

considered for the trust evaluation. When the behavior records are out of date and very old, the 

user stopped accessing the cloud or has not accessed it recently. This user should be evaluated as 

a strange user. In this case, we compare the FMUBCT and FUBT with models from [5] and [54] 

by providing models case for genuine user stops accessing the system for a long period. The 

FMUBCT and FUBT set the user as a strange user with a trust value of 0.5. Also, the oldest 

history-trust records are squeezed to the negative range. Changing the user’s trust value is shown 

in Figure 45.  

The user’s trust values are at a trusted level for times 1 to 12; because the user stopped 

accessing the cloud at times 13 and 14, the trust value decreases to 0.5 as a general-trust user. 
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Time 15 is when the genuine user is back using the cloud. Then, for times 15 to 20, the trust 

value increases to the trusted level because the user keeps accessing the cloud and behaves 

normally. However, the models in the literature [5,54] do not exclude expiration trust, and the 

user keeps the previous history trust even if he/she stops accessing the cloud for a long period of 

time. By comparison, we conclude that FMUBCT and FUBT are more effective than the 

literature models [5, 54] because the FMUBCT and FUBT methodologies protect the cloud 

infrastructure as well as its users if a genuine user’s account is hacked or if a genuine user 

changes his/her habits. 

 

Figure 45. Model comparison based excluding the expiration trust records. 

5.2.2.3. The Third Case: The Effectiveness of Detecting Malicious Behavior  

To evaluate the effectiveness of detecting abnormal behavior, we test our models, model 

[5], and model [54] by providing abnormal cases. In the first case, the user was a trusted user 

until time 12 when the user types sensitive keywords in the cloud. Figure 46 shows that the 

security-evidence value in the FMUBCT and the FUBT rapidly decreases, affecting the direct 

trust. Also, the UBADAC [54] can detect abnormal behavior. However, the literature model [5] 
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cannot detect abnormal behavior because this model does not consider security evidence to 

calculate the trust value. Figure 46 shows the importance of evaluating the user’s behavior based 

on multiple evidence types and how one type can affect the direct-trust value. In conclusion, 

Figure 46 demonstrates that the FMUBCT and FUBT models successfully detect abnormal 

behavior, leading to improved security for cloud computing.  

 

Figure 46. Model comparison for detecting malicious behavior. 

5.2.2.4. The Fourth Case: Compute the Abnormal Detection Rate for the Models  

Figure 47 shows the abnormal detection rate for the FMUBCT, the FUBT, the literature 

[5] and UBADAC [54] models. We run 250 experiments to evaluate the effectiveness of 

detecting abnormal behavior. The first 50 experiments have 20 abnormal behaviors: 10 operation 

evidence, 5 login evidence, and 5 reliability evidence. Because the FMUBCT and the FUBT do 

not consider reliability evidence, the FMUBCT and the FUBT detect 75% of the abnormal 

behavior. The UBADAC [54] and literature [5] models detect 50% because they do not consider 

login and reliability evidence. In 100 experiments, we provide 30 abnormal behaviors: 10 

operation evidence, 5 login evidence, 5 reliability evidence, and 10 security evidence. The 
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detection rate is 83% for the FMUBCT and the FUBT, 66% for the UBADAC [54], and 33% for 

the literature models [5].  

In 150 experiments, we provide 40 abnormal behaviors: 15 operation evidence, 10 login 

evidence, 5 reliability evidence, and 10 security evidence. The detection rate is 77% for the 

FMUBCT and the FUBT, 62% for the UBADAC [54], and 25% for the literature models [5]. In 

200 experiments, we provide 50 abnormal behaviors: 15 operation evidence, 10 login evidence, 5 

reliability evidence, 10 security evidence, and 10 performance evidence. The detection rate is 

70% for the FMUBCT because the model does not consider performance evidence, 90% for the 

FUBT, 50% for the UBADAC [54], and 20% for the literature models [5].  

In 250 experiments, we provide 60 abnormal behaviors: 15 operation evidence, 10 login 

evidence, 5 reliability evidence, 20 security evidence, and 10 performance evidence. The 

detection rate is 75% for the FMUBCT, 91% for the FUBT, 50% for the UBADAC [54], and 

The detection rate is 75% for the FMUBCT, 91% for the FUBT, 50% for the UBADAC [54], 

and 16% for the literature models [5]. Figure 47 and Table 35 indicate that the detection rate for 

our models is higher than the UBADAC [54] and the literature [5] models.   

 



 

115 

 

Figure 47. Abnormal detection rate. 

Table 40. Abnormal detection rate. 

Total Records  FMUBCT   FUBT Model of literature [5] UBADAC [54] 

50 0.75 0.75 0.5 0.5 

100 0.83 0.83 0.66 0.33 

150 0.77 0.77 0.62 0.25 

200 0.7 0.9 0.5 0.2 

250 0.75 0.91 0.5 0.16 

 

5.2.2.5. The Fifth Case: Comparison the Models’ Performance  

In this case, we run 3K records from dataset to compute the user’s trust value; then, we 

compute the mean, variance, and standard deviation. From Figure 48 and Table 41, we conclude 

that our proposed models have a lower standard deviation than the UBADAC [54] and the 

literature model [5].     
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Figure 48. Comparison the models' performance. 

Table 41. Comparison the models’ performance. 

Method FMUBCT FUBT Model in the Literature 
[57] 

UBADAC [53] 

Mean  0.73 0.67 0.85 0.74 

Variance  0.03 0.03 0.06 0.04 

Standard Deviation 0.18 0.19 0.25 0.22 
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CHAPTER 6. CONCLUSION AND FUTURE WORK 

6.1. Conclusion 

With cloud computing increasing in popularity and providing a massive number of 

services, such as resources and data centers, the number of attacks in the cloud is increasing. The 

cloud’s platform security becomes an important factor with cloud development. Basic security 

protection, such as traditional access control (TAC), is not able to satisfy the security 

requirements with the expansion of cloud computing. For example, TAC cannot prevent a 

malicious user from accessing the cloud. The trust-based access-control model is an efficient 

mechanism for security in cloud computing. Regarding the trust issues and security problems 

with cloud computing, and the drawbacks of the current user-behavior trust based on cloud 

computing, this dissertation contributes to designing and improving the current user-behavior 

trust models. 

The dissertation contributes to the FMUBCT design to detect abnormal user behavior 

by extracting common user behavior and then creating user-behavior history patterns. This 

pattern could be used to detect insiders by comparing the user’s runtime activities with historical 

patterns. With FMUBCT, we consider three evidence types: security, login, and operation. We 

consider the most important factors regarding the security evidence: the number of times an 

important cloud port is scanned by a user, the number of times a virus is installed in the cloud by 

a user, the number of times a user connects to the cloud through illegal connections, and the 

number of times a user types sensitive keywords. Each user exhibits a habit behavior that can 

help to distinguish between the user’s current and historical behavior. Regarding the login 

evidence, we consider the user’s typical IP address and preferred login time. For operating 
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evidence, we consider common access to the cloud service, common action in the cloud, and the 

user’s maximum usage duration. 

The user’s interaction would continue to increase with the realization of time interactions. 

These interactions form the basis of creating the user-behavior pattern. Because the evidence’s 

importance would decrease over time, we decided to use the sliding-window technique to 

describe the evidence timelines, to decrease the complexity, and to increase the speed for 

producing common user behavior. We established three windows: positive, uncertain, and 

negative. The size of each window is based on the time. Thus, for the positive windows, we 

filled out all behaviors from two weeks prior to the current time to the current time. The size for 

the uncertain windows is based on the two weeks prior to the first time in the positive time. The 

size of the negative windows starts from the time prior to the previous time in the uncertain 

windows. When the positive windows are full, the interaction shifts to the uncertain windows. 

Similarly, when the uncertain windows are full, the interaction is squeezed to the negative 

windows. In the pattern, we use the positive windows to reflect the principle that recent 

behaviors play a more important role in trust evaluation. To consider the creditability and slow-

rise principles, we utilize uncertain windows to ensure that there is sufficient historical 

information and to prevent trust deception. Having sufficient interactions suggests that they 

exceed the uncertain windows to the positive windows. We use negative windows to exclude the 

expiration records.  

Moreover, the FMUBCT successfully considers two types of trust—direct and history—

to calculate a user’s credibility. To calculate the direct trust, we parametrize the user’s behavior 

evidence and utilize it in functional expressions to provide the basis for the trust models’ 

framework that captures the relative importance of the behaviors in evaluating trust. We 
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calculate the weight for each behavior in equations 6-9. The example for the important behavior 

is in equation 6; when a user scans an important port, the weight for the SP factor is greater than 

the other factors. After the direct trust computation, the results are compared with the history 

trust based on fuzzy logic.  

Another contribution is designing the FUBT which is  improving the FMUBCT model 

by considering performance evidence additionally to three types of evidence: login, security, and 

operation to evaluate the cloud users. The performance evidence, utilizing resources such as 

memory, disk space, and CPU, is an important factor to distinguish between normal and 

malicious users. For example, the malicious user utilizes the entire memory by creating an 

extreme number of mail messages. For performance evidence, we consider the three factors: the 

user's memory occupancy rate, the user's disk-space occupancy rate, and the user's CPU 

occupancy rate. Because the user-behavior characteristics vary and while historical behavior data 

can introduce a collection of trusted behavior, user-behavior does not solely rely on historical 

behavior. Thus, only using historical data to evaluate the user’s behavior is too indiscriminate. 

Therefore, we should consider different trust types. With the FUBT model, we consider four 

trust types to compute the user’s trust value: direct, history, indirect, and comprehensive trust. 

An additional contribution is based on the lack data from real system-audit logs, 

especially in mission-critical and senior industries such as healthcare, banking, and the military. 

Consequently, we built an algorithm-based probability theory using SAS (Statistical Analysis 

System) 9.4 to generate a dataset for use validating the dissertation’s models. Because our 

models are based on evaluating user behavior in the cloud, we analyze the audio log from AWS 

API to obtain the information recorded in the cloud. For this dissertation, we created an event 

dataset to simulate users’ real data in the cloud, where each record has the following attributes: 
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user ID, user packet (IP address, login date, login time, service, action, and duration), security 

factors (virus, illegal connection, and scanning port), and usage (memory, CPU, and disk space). 

In our work, we used 14 attributes to evaluate a user’s behavior in the cloud. Because some data 

in the audit log are categorical data, we encode the categorical data as a number. There are 

various types of continuous probability distribution, such as normal distribution, exponential 

distribution, and generalized Bernoulli distribution. These types can be used to indicate the 

attribute values’ demand distribution. In our model, we use uniform and normal distribution to 

produce random data. In order to obtain more accurate random events, we have used the 

bootstrap resampling technique. 

The other contribution is the experiments. We divide the experiments into two case 

studies in order to demonstrate the functionality, performance, and accuracy of the proposed 

models. The case studies demonstrate that our proposed models effectively avoid the issue of 

trust fraud with the concept of a “slow–rise” strategy. We use the sliding-window technique to 

check the number of interactions. We have three windows: positive, uncertain, and negative. The 

window size is based on the number of interactions. To consider the creditability and slow-rise 

principles, we use uncertain windows to ensure that there is sufficient historical information and 

to prevent trust deception. The interactions exceed the uncertain windows to the positive 

windows mean we have sufficient historical information. If the number of interactions is under 

uncertain windows and user behaves normally, we start the trust value at 0.5 and then increase it 

gradually by using equation 14. If the user behaves abnormally, we retain the trust value from 

equations 6-9. Our proposed models can respond promptly to malicious conduct by constantly 

aggravating the penalty approach (principle of "rapidly decline"), efficiently preventing 

malicious conduct and malicious users who trust value is below the threshold. In addition, our 
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proposed models are capable of reflecting the user’s latest credibility with the expired trust 

update policy and the latest trust calculation. Moreover, our proposed models evaluate users 

based on a large amount of evidence, such as security, operation, login, and performance; 

ensuring that the user’s trust value is stable. Thus, the proposed models are effectively evaluating 

the users and successfully detecting abnormal behavior, leading to improved security for cloud 

computing.  

In conclusion, this dissertation is a significant research work; the cloud service providers 

(CSPs) can use these models to improve security for cloud computing and to evaluate the trust 

value for all users, discriminating the user into different categories, such as high trust, trust, 

suspect, or malicious; then, users are authorized based on their trust value. The significance of 

this study is that the proposed models are flexible and scalable to consider more evidence in 

order to monitor and to evaluate user behavior. Thus, the CSPs can pick and choose important 

evidence for their systems. The other significance for this study is that no previous works 

successes in dynamic real-time trust computation and consider all the evaluation principles in the 

trust computation. Thus, the proposed models can respond to malicious behavior through 

dynamic, real-time trust computations and can update the user’s trust value in a timely manner, 

re-allocating the authority degree. Finally, the significance of this study is that it uses sliding 

windows and limits the behavior size to reduce the complexity and to increase the speed for the 

dynamic, real-time trust computation. 

6.2. Future Work 

There are several directions for future work. Due the principle of evaluating users based 

on a large amount of evidence to ensure that the trust value is stable, we will add reliability 

evidence such as atypical data-error rate and atypical IP packet-loss rate. We also add more 
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factors to the evidence used in the proposed models. Another idea is to use a machine-learning 

technique, such as association rule mining technique, to create a user-profile pattern; then, use 

the pattern to detect behavior anomalies. Then, use the cluster technique to categorize users 

based on the current behavior compared with the history pattern from associate rule mining. One 

idea is to utilize deep learning in order to predicted users’ behavior in the cloud based on 

historical behavior. Then, compare the prediction behavior with the user’s current behavior to 

calculate the user’s trust value. Because our proposed models were built with simulated data, we 

can evaluate our models based on the real cloud-computing environment. 
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