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ABSTRACT

Covalent SP3-hybridization defects in single-walled carbon nanotubes (CNTs) have been

prevalent in recent experimental and theoretical studies for their interesting photophysical proper-

ties. These systems are able to act as excellent sources of single, infrared photons, even at room

temperature, making them marketable for applications to sensing, telecommunications, and quan-

tum information. This work was motivated by recent experimental studies on controllable defect

placement and concentration as well as investigating carrier multiplication (CM) using DFT-based

many-body perturbation theory (MBPT) methods to describe excitonic relaxation processes. We

find that pristine CNTs do not yield appreciable MEG at the minimum threshold of twice the

optical gap 2Eg, but covalent functionalization allows for improved MEG at the threshold. Finally,

we see that defect-defect interactions within CNT systems can be modeled simply as HJ-aggregates

in an effective Hamiltonian model, which is shown to be valid for certain, highly-redshifted defect

configurations at low defect-defect separation lengths.
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1. ENHANCED OPTICAL PROPERTIES OF

SINGLE-WALLED CARBON NANOTUBES VIA

SP3-HYBRIDIZATION DEFECTS FROM MANY-BODY

PERTURBATION THEORY BASED ON DENSITY

FUNCTIONAL THEORY CALCULATIONS

1.1. Introduction

Carbon nanotubes (CNTs) have an unusually wide array of applications in mechanical

engineering as well as in optical and electronic response [1–3]. In this work, we focus on the

latter two. Even within these areas, these nanoscopic objects are well-suited for both single-photon

emission as well as light-harvesting carrier multiplication (CM), leading to many studies over the

last two decades on these topics [4–13]. The methodology for computationally investigating CM

to an accurate level has only just begun to reach usable quality, and even now, we can only attain

qualitative accuracy. Much of the usual methods for computing carrier multiplication processes have

been restricted to density functional theory (DFT) models, where single-particle Kohn-Sham states

were used to compute trion rates neglecting excitonic effects [14, 15]. There are many processes

that contribute to CM, but the most notable is impact ionization, which has been studied in great

detail over the last two decades [14,16–22].

The building blocks of this work are novel methods in describing, explicitly, carrier mul-

tiplication beyond the non-interacting electron and hole, while also including competition with

phonon-mediated decay processes. This process was previously described in ref [23] and further

improved in ref [24]. In development of this method, it has been applied to only a small amount

of nanoscopic systems to investigate charge-transfer mechanisms and quantum efficiency. Here we

employ the method, with some improvements, to a wider range of geometries to investigate its

robustness and transferability to varied electronic structures and symmetries (i.e., localized and

delocalized).
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Our goal in this work was to perform a survey-type analysis of various CNTs with and

without SP3-hybridization surface defects to calculate quantum efficiency (QE) in all cases. We

chose an array of CNTs that allow for comparison of diameter and chiral angle effects. In addition,

we explore two binding configurations for the pair of covalent attachments that comprise a defect

that show localization in one case and pristine-like delocalization in the other. With this sampling of

systems, we hope to show the promise of SP3-hybridized defects in applications to light-harvesting

solar cells by decreasing previously high-threshold QE in pristine CNTs to low-threshold QE in

defected CNTs; thereby, dramatically increasing their use as light harvesters [23,24].

1.2. Model and Methods

The pristine CNTs were constructed using the Visual Molecular Dynamics (VMD) package

[25]. Table 1.1 lists the details of the geometries used for the pristine tubes prior to optimization

with DFT. Four additional geometries were also optimized: O+ and P+ defect configurations using

Cl/Cl on pristine (6,2) and (10,5). See Fig. A.1 for a visual description of the defect orientation

in O+ and P+ configurations. In addition, refer to ref. [26] for a more complete description of

single-defect geometries and theoretical/experimental results.

Table 1.1. Geometry details of initial pristine systems used as input to geometry optimization.

Chirality # Unit Cells # Atoms Length (nm) Diameter (nm) Chiral Angle (Deg.)

(10,5) 3 420 3.36 1.036 19.1
(11,0) 6 660 2.56 0.861 0
(6,5) 1 364 4.07 0.747 27
(9,1) 1 364 4.07 0.747 5.2
(6,2) 3 312 4.59 0.565 13.9

DFT was used to obtain the optimized ground state geometry and was carried out by the

Vienna ab initio Simulation Package (VASP) using the Perdue-Burke-Ernzerhof (PBE) general-

ized gradient functional with the core electrons modeled using projector-augmented wave (PAW)

pseudopotentials [27–35]. The simulation cell was subjected to periodic boundary conditions in all

directions, and only the Γ-point was calculated. At least 8 Å was used to separate periodic images

in the x- and y-directions to avoid strong cell-image interactions not along the tube axis in the

z-direction.
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Figure 1.1. In our approximation, we take the HSE06 functional to give semi-accurate single-
particle orbitals as a substitution for a full GW quasi-particle calculation. In turn, this redshifts
our single-particle energies in comparison and is the main drawback of our methods. However, this
redshift is shown later to be systematic and gives high precision energies for all systems (i.e., the
standard deviation is small when comparing the redshift across all systems).

Once the geometry was optimized, a single-point calculation was performed using the HSE06

range-corrected functional [36–38]. This was done to obtain a more accurate electronic structure for

input into the many-body formalism. This functional is to provide a better approximation to GW-

level of theory and, as a result, opens the HOMO-LUMO gap compared to the PBE functional [39].

For visual aid to this approximation, see Fig. 1.1.

Using the output from the sinlge-point HSE06 calculation, we compute excitonic wavefunc-

tions Ψα
eh via the Bethe-Salpeter Equation (BSE) in the Tamm-Dancoff approximation and then

use those wavefunctions as input into the Boltzmann Transport Equation (BE) to obtain quantum

efficiency (QE) [40,41]. We will outline the general steps here, but for a more detailed explanation

of procedure and approximations, see refs [23,24,42,43].

(Eα − |εe − εj |)Ψα
eh =

4πe2

V

∑
e′h′

(2KExch −KDir)Ψ
α
eh (1.1)

where KExch and KDir are the direct and exchange operators represented in the Kohn-Sham basis

[43].

KExch(e, h; e′h′) =
∑
q 6=0

ρehρ
∗
e′h′

|q|2
(1.2)
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KDir(e, h; e′h′) =
∑

k,p6=0

ρee′(k)
[
|q|2 −Π(0,k,q)

]−1
ρ∗hh′(q) (1.3)

ρji(q) =
∑
k

φ∗j (k− q)φi(k) (1.4)

where φi(k) is the ith single-particle Kohn-Sham eigenfunction evaluated at the kth reciprocal

lattice vector.

φi(k) =
1√
V

∫
V
dx φi(x)e−ik·x

φi(x) =
1√
V

∑
k

φi(k)eik·x

k = 2π
(nx
Lx
,
ny
Ly
,
nz
Lz

)
, nx, ny, nx = 0,±1,±2, ...

(1.5)

|q|2 − Π(0,k,q) is part of the screened Coulomb potential in the random phase approximation

(RPA), and Π(0,k,q) is the polarization evaluated at zero frequency (i.e., the static limit). The

general form of the RPA polarization Π(ω,k,q) can be written as

Π(ω,k,q) =
8πe2

V h̄

∑
ij

ρij(k)ρji(p)

(
θ−jθi

ω − ωij + iγ
− θjθ−i
ω − ωij − iγ

)
(1.6)

∑
i

θi =
∑

i>HOMO

,
∑
i

θ−i =
∑

i≤HOMO

(1.7)

where the θ terms denote summing convention in this work.

Once excitonic wavefunctions Ψα
eh are acquired, and en route to MEG, we compute exciton-

to-biexciton rates

Rγαβ = (Rp +Rh +Rpsh +Rhsh)δ(ωγ − ωα − ωβ) (1.8)

Rp =
4π

h̄2

∣∣∣∣ ∑
ijkln

θ−lθnθ−iθjθk Wωα
jlnk(Ψ

β
ln)∗Ψγ

ij(Ψ
α
ik)
∗
∣∣∣∣2 (1.9)
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Rh =
4π

h̄2

∣∣∣∣ ∑
ijkln

θlθ−nθiθ−jθ−k Wωα
jlnkΨ

β
nl(Ψ

γ
ji)
∗Ψα

ki

∣∣∣∣2 (1.10)

Rpsh =
2π

h̄2

∣∣∣∣ ∑
ijkln

θ−lθnθ−iθjθk W
ωγ−ωni
jlkn (Ψβ

ln)∗Ψγ
ij(Ψ

α
ik)
∗
∣∣∣∣2 (1.11)

Rhsh =
2π

h̄2

∣∣∣∣ ∑
ijkln

θlθ−nθiθ−jθ−k W
ωγ−ωin
jlkn Ψβ

nl(Ψ
γ
ji)
∗Ψα

ki

∣∣∣∣2 (1.12)

Wω
jlnk =

∑
q 6=0

4πe2

V

ρ∗kj(q)ρln(q)

q2 −Π(ω,−q,q)
(1.13)

where we now take the dynamic polarization to the screening of the Coulomb interaction, but we

take only the diagonal components for computational ease. Note the θ sign convention for summing

over Kohn-Sham indices and that ωij = |εi − εj |, which is the non-interacting eh transition energy.

Using the same notation above for exciton state labels, we can write down the form of

the Boltzmann Transport Equation (BE) in terms of exciton state occupations, including MEG,

phonon-dissipation, and exciton transfer terms:

ṅγ = Cphonon[n] +
∑
α,β

CMEG[n] (1.14)

nα
dnβ
dt

+ nβ
dnα
dt

= −
∑
γ

CMEG (1.15)

CMEG = Rγαβ
(
nαnβ − nγ(nα + nβ + 1)

)
(1.16)

In this work, we choose not to explicitly write the CPhonon terms, as they are cumbersome

and may detract further from the main purpose of this work. They can be found explicitly in

ref [24]. The main methodological difference between this work and previous is that the full, static

polarization is used here instead of the diagonal approximation (i.e., Π(0,k,p)), which is expected

to improve the accuracy of the exciton states, which we hypothesize will have a large impact on
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Figure 1.2. Absorption rates for various pristine (a) and functionalized (b,c) CNTs. Vertical dashed
lines correspond to experimental results for low-energy absorption at the E11 band. Note redshift
dependence is dictated by both chirality and configuration of defects, therefore, all excited state
properties will be governed by these same parameters.

MEG, even if those subsequent steps only include the diagonal approximation to the dynamic

polarization.

We then solve the Boltzmann Transport Equation (BE) for the time-dependent exciton and

biexciton occupations. We then compute quantum efficiency (QE) at the steady-state limit.

QE =
∑
i

ni(t) + 2
∑
ij

uij(t), t −→∞ (1.17)

where uij(t) is the biexciton state comprised of two, non-interacting exciton states as uij(t) =

ni(t)nj(t).

1.3. Results and Discussion

In this work, we aim to explore excited state properties and processes in an array of pris-

tine and functionalized CNTs. Methods have been developed that rely on ground state density

functional theory (DFT) as input to form a basis for higher-order calculations. We perform a

quantitative analysis of the accuracy of this many-body method as applied to CNTs of varying

diameter and chiral angle, as well as CNTs that have been functionalized with SP3-hybridization

defects. The obvious first observable to examine is the absorption spectra of each geometry, which

can be obtained immediately after solving the BSE and obtaining the exciton wavefunctions Ψα
eh.

Fig. 1.2 shows computed absorption spectra for all CNT geometries studied. In addition, we

compare to experimental (given by ref [44]) values for the E11 energies, which provide a benchmark
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for error in the methodology. We only include spectra up to 2.0 eV for two reasons: (I) the single-

particle energy window included in the basis is around 3.5 eV and so the excitonic wavefunctions

and energies may be not trustworthy above ∼2.5-3.0 eV and (II) for applications of CNTs to

multiple exciton generation (MEG) requires examination of the lowest-energy states, well within

the characteristic CNT E11/22 absorption bands. The inset in Fig. 1.2(b,c) show the absorption

rates up to 3.5 eV for reference. We see there to be a large region (∼1-1.5 eV) of dark states. This

further allows us to concentrate our attention to the sub-2-eV region for most future discussion.

The ordering of the redshift in defected CNTs is known to be related to the MOD(n-m,3)

value for each chirality [13]. Therefore, it is expected that (10,5) with a defect in the P+ defection

will be more redshifted in comparison to its pristine than the O+ configuration. In addition, the

(6,2) should produce the opposite trend, as the MOD value is 1 instead of 2. This is evident from

the absorption plots shown in Fig. 1.2(b,c).

Table 1.2. EHL and E11 values for all pristine CNTs compared to experimental data. All values
are in eV.

System EHSE06
HL EBSEGap EBSE11 EWB

11 ∆E11 EBSE22 EWB
22 ∆E22

(10,5) 0.91 0.78 0.80 0.993 0.193 1.41 1.574 0.164
(11,0) 1.13 0.96 0.97 1.196 0.226 1.48 1.665 0.185
(6,5) 1.22 1.09 1.11 1.270 0.160 2.10 2.190 0.09
(9,1) 1.31 1.13 1.15 1.359 0.209 1.62 1.794 0.174
(6,2) 1.31 1.03 1.21 1.387 0.177 2.72 2.963 0.243

In Table 1.2, we tabulate the ground state HOMO-LUMO gap energies for HSE06 for

pristine CNTs as well as the excitonic gap produced by the BSE. The values reported for the

excitonic gap EBSEGap are all redshifted shifted from the ground state gap EHSEHL by 150 meV on

average, excluding (6,2), which is shifted by 280 meV. In addition, we of course recover the ”particle

in a box” trend of increasing gap (and E11, E22) energy with decreasing diameter (top to bottom

in Table 1.2). The methods used in this work to compute the excitonic wavefunctions and energies

is known to overbind the eh pair and redshift the energetic properties. This is seen by a systematic

redshift in the E11 energies in comparison to the experimental data. The average redshift in energy

from experiment for the first absorption peak ∆E11 is 193 ± 23 meV, where the standard deviation

of the redshifts are of the order of thermal energy at room temperature. For the second absorption

7



band ∆E22, the mean redshift is 171.2 ± 49 meV. These metrics imply that the precision of this

method is relatively high and trustworthy, at least for CNT or CNT-like systems. The accuracy

is also reasonable, as there is simply a 0.2 eV redshift from the experimental value, and there

are known approximations that contribute to this systematic error in addition to solvent effects

in experimental values. The most important approximation is the use of HSE06 as a substitute

for a full GW calculation, which will further blueshift the single-particle states in comparison to

HSE06 (see Fig. 1.1). Another important approximation is the truncation of the plane-wave basis

to ∼ 5E5 (down from 1-4E6) in order to efficiently invert the polarization matrix within the direct

matrix KDir(e, h; e′, h′). This is a trade-off in comparison to the diagonal approximation used in

previous works, where all plane-waves can be kept. It is not yet known which procedure is more

accurate; however, we expect that the full polarization, even though truncated, provides more useful

information about the anisotropy of the quasi-one-dimensional system, as long as the real-space

resolution captures the smallest bond length.

Table 1.3. Various energy values for defects CNTs, where ∆E11 = EPristine11 −E∗11. All data is given
in eV.

System EHSE06
HL EBSEGap E∗,BSE11 ∆E∗11

(10,5) 2Cl O+ 0.70 0.60 0.70 0.10
(10,5) 2Cl P+ 0.56 0.48 0.48 0.32
(6,2) 2Cl O+ 0.75 0.57 0.57 0.64
(6,2) 2Cl P+ 1.18 0.88 1.08 0.13

For functionalized (6,2) and (10,5) CNTs, we tabulate EHSEHL , EBSEGap , and EBSE11 for each

geometry in Table 1.3. However, we do not compare to experimental data, as the chemical species

used to functionalize the CNTs are not widely found in experiment and were used to reduce the

computational cost of these calculations, which scales poorly with computational cell volume as

well as the number of additional electrons. However, we know from previous reports that the

defect species modifies the redshift not by more than 300 meV from another species. The chlorine

attachments we have chosen here represent some of the most redshifting species, which is related to

chlorine’s electronegativity. In addition, we do not expect these systems to be any more sensitive to

the methodological redshift than the pristine systems. However, this is not fully known. Comparing

the defect-associated lowest-energy transitions to those of the pristine ∆E11 suggest similar degrees
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Figure 1.3. Exciton (blue) and biexciton (green) DOS for various pristine and functionalized CNTs.
The functionalized geometries are arranged such that the middle row produces less redshift than
the bottom row. At 2Eg, the biexciton DOS of the most redshifted defect configurations is equal
to or higher than exciton DOS, indicating optimal conditions for minimum-threshold QE. Note the
units of DOS are inverse energy and that thermally broadened δ-functions (Gaussian width = 25
meV) were used.

of redshift as expected. In particular, the (6,2) CNT is much more narrow than (10,5) and so upon

functionalizing in the most redshifted configuration, the energy shift is much larger. However,

functionalizing in the least redshifting configuration produces similar redhisfts between CNTs.

We now show in Fig. 1.3 the exciton and biexciton density of states (DOS) for each geom-

etry. Thinking ahead to calculating the exciton-to-biexciton decay rates, the amount of biexciton

states that are available to be occupied within some small energy interval should increase the chance

of biexciton formation within that energy interval that decayed from a higher-energy exciton state.

Therefore, the complex interplay between the exciton DOS and the biexciton DOS will partially

dictate the the MEG threshold (i.e., the lowest-energy, non-negligible exciton-to-biexciton rate),
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which has a theoretical minimum at 2Eg. We see in pristine (6,5) that the biexciton DOS is nearly

as high as the exciton DOS at the threshold, which is favorable for low-energy biexciton formation.

Similarly, looking at the pristine (10,5) panel, we notice that the biexciton DOS is actually larger

than the exciton DOS, which should indicate that there will be non-negligible rates at the thresh-

old. However, this is not what we see in computation of the rates shown in Fig. 1.4(a). In fact, for

all pristine CNTs, except for (6,5) where we see rates at 2Eg, we see negligible rates until ∼2.4 Eg.

The reason for this is currently unknown.

In examination of the defected CNTs in Fig. 1.3, we see that the most redshifted geometries

produce appreciable biexciton DOS (in comparison to the exciton DOS at the same energy) near

the threshold. These DOS looks vastly different from those of pristine and of the less redshifted

functionalized geometries. Looking to the analogous curves of Fig. 1.4(b,c), we see that the defected

CNTs clearly have non-zero rate of formation at the threshold. For (10,5) 2Cl P+ (Black,dashed),

we see a very large rate compared to (10,5) 2Cl O+, for which there is almost none until 2.3 Eg. The

reason for this is also unknown. In the geometries of (6,2) with defects, we see negligible differences

between O+ and P+ configurations. Although, overall, the P+ geometry has larger rates. At this

time, we have no explanation for this.

There may be concern over the non-zero rates under the 2Eg threshold; however, this is

due to the finite-width effects of the rates calculations as well as the interpolation function used to

smooth the data. These rates can be ignored and can be shown to be zero without the finite width

and interpolation effects.

In order to allow for competition between biexciton formation and phonon absorption pro-

cesses in the BE, we computed the phonon absorption and emission rates in the harmonic approx-

imation, including two-phonon couplings, which are needed to overcome the electronic sub-gaps

seen in these systems. See Fig. A.2 for phonon density of states (DOS) for all pristine CNTs (a)

and the two (10,5) functionalized CNTs.

Once solving the BE for each exciton state, we smooth the data by averaging within a

thermal-energy-sized (i.e., kBT ∼ 25meV ) bin and interpolate between bins. Fig. 1.5 shows QE for

three systems: Pristine (10,5) and (6,5) and functionalized (10,5) with 2Cl in the P+ configuration.

Here we compute the internal quantum efficiency (IQE) of the system, where we assume that one

photon produces an exciton and subsequently decays in energy through MEG or vibronic processes.
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Figure 1.4. Exciton-to-biexciton rates for various pristine (a) and functionalized (b,c) CNTs. Keep-
ing in mind, these rates are only part of the picture without considering competition with phonons,
all pristine CNTs except (6,5) have negligible biexciton formation rates until about 2.4 Eg. Upon
functionalization, in three of the four cases, the biexciton formation threshold is lowered to its mini-
mum of 2Eg. In all cases, the overall rates are increased upon functionalization due to the increased
DOS. (10,5) 2Cl O+ produced a reduction but only from 2.5 Eg to 2.3 Eg. This may be a con-
sequence of both diameter and configuration, as the O+ in (10,5) produces minimal redshift from
the already low-energy pristine exciton. It is hypothesized that the least redshifted configuration
is the least effective configuration to reduce the MEG threshold from pristine.

We note that external quantum efficiency (EQE) is sometimes reported in experiment, where this

QE is less than or equal to IQE at some given energy and is considering the possibility of non-

absorbed photons incident on the system. In our numerical experiments, we assume that the

incident photon has a probability of 1 to be absorbed by the system.

EQE =
Excitons Produced

Incident Photon
(1.18)

IQE =
Excitons Produced

Absorbed Photon
(1.19)

Similarly to the biexciton formation rates shown in Fig. 1.4, we see that (6,5) produces

non-zero carrier multiplication very near to the threshold of 2Eg; whereas, say, (10,5) is negligible

until around 2.4 Eg. However, as expected, upon functionalization of the (10,5) CNT, we see that

there is non-negligible carrier multiplication at the threshold. However, we note that it is somewhat

low, but even low QE can lead to large gain in overall efficiency, and we expect that increasing the

density of defects would lead to further increase in QE. Recall that pristine (6,5) and (9,1) share
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Figure 1.5. Internal quantum efficiency for a subset of systems studied in this work: Pristine (10,5),
(6,5), and (9,1) as well as Cl/Cl functionalized (10,5) in O+ and P+ configurations. Panels (a,c)
are shown as a function of photon energy. Panels (b,d) show the same information but in energy
normalized by the optical gap Eg.

equivalent diameter but have contrasting chiral angles of roughly 27 and 5◦, respectively. Our

results show that both CNTs have some QE at the threshold, but (6,5) dominates. This suggests

a chiral angle dependence on the QE, but our limited data does not allow to make any deeper

conclusions.

Although there are no direct experimental comparisons for the numerical data produced

here, we can (very loosely) compare to the work of Wang and coworkers, where they show excitonic

populations at a limited number of excitation energies. This data, however sparse, aligns well with

our results for the (6,5) CNT, where they claim two QE points at 2.5 Eg and 3Eg to be 1.1 and

1.3, respectively. Our results seem to be in agreement at 1.15 and 1.35 (at 2.8 Eg), respectively.

1.4. Conclusion

In conclusion of this chapter, we reiterate the achieved and soon-to-be achieved goals of this

work as well as suggested further work needed to flesh out open questions that cannot be answered
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with our results. We have successfully investigated an array of CNT systems, both pristine and with

SP3-hybridized defects for their properties relating to carrier multiplication for use in solar cells.

We have done this by using DFT-based MBPT methods including excitonic effects and phonon-

mediated dissipation processes to calculate QE for each system. We note that most pristine CNTs

do not show large QE until 2.4Eg, which is unfavorable for application. (6,5) is excluded from

this trend, as it shows appreciable QE at the threshold of 2Eg. Upon functionalization, we see the

QE threshold decrease from 2.4 to 2.0 Eg and expect similar trends for all CNTs. We yet do not

know the extent to which the configuration effects the QE, nor do we understand fully the effects

of chirality and diameter. Further insight is needed, which includes producing QE for the larger

array of CNTs. Moreover, functionalization in all six configurations of each CNT is needed for the

most thorough and deep investigation of carrier multiplication processes within these systems.

13



2. INTERACTING PAIRS OF SURFACE DEFECTS ON

CARBON NANOTUBES

2.1. Introduction

Single-walled carbon nanotubes (CNTs) have unique photoemission properties after covalent

functionalization for applications to highly-tunable single-photon emitters in telecommunications

wavelengths [4, 45–47]. Pristine CNTs do not achieve appreciable photoemission due to dark,

low-energy excited states, and the optical gaps for most CNTs are not yield emission in these

low-energy [48, 49]. However, post-functionalization via an SP3-hybridization defect (comprised

of a pair of functional groups attached to a single carbon ring), the lowest-energy state becomes

bright, dramatically increasing photoluminescence (PL) efficiency [4–6,11,26,49–52]. Furthermore,

the electronic and geometric properties of the functional groups, i.e., orientation about the CNT

axis and electronegativity, govern the tunability of the redshifted energy state for a given chirality

[4,11,26,51]. Kwon and coworkers experimentally established that the redshift in energy of the new,

emissive states correlates linearly with the effective inductance parameter, which varies depending

on the electronegativity of the chemical groups [11]. This relationship was recently reinforced by

computational results which show the redshifitng effects of varying chemical groups and relating

this redshift directly to the local charge on the CNT surface atom [51]. Additionally, computational

reports have repeatedly shown that the configuration of the defects with respect to the CNT axis

plays the largest role in redshifting of the emissive defect state [13,26,51].

While these defects give a wide range of tunability in emission energies, only select com-

putational configurations have been mapped to experimental samples, with the others lost within

the characteristic E11 excitonic absorption band, the first van Hove singularity in these quasi-

one-dimensional carbon structures that corresponds to the lowest-energy pristine emission dictated

solely by the environment and diameter of the CNT [49,50, 53, 54]. In experimental spectra, there

are two defect-associated emission bands, labeled as E∗11 and E11∗− in recent literature, where each

are redshifted from the E11 band, with E∗11 defined to be more redshifted than E∗11 [4,5,13,26,51,55].

These two bands presumably correspond to varied binding configurations [4,51,55] At low temper-
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atures, these defect-associated peaks in single-tube spectra become vary scattered in energy and

shape, which may give insight into multiple contributing defect configurations present at varying

probabilities and may be averaged out in room temperature solution spectra [55].

Novel recent literature has been experimentally targeting methods to control the locations

and examine the effects of spatially localized defects [9,56]. Zheng and coworkers have used ss-DNA

with varying amounts of guanine content to control the patterning, and therefore the concentration,

of defects [56]. and coworkers have recently attempted to show the interaction between nearby de-

fects using high-resolution spectroscopy [9]. These pioneering works still leave many open questions

about how nearby defects may interact and on what length scales these interactions play a role in

exciton formation and photoemission. In the latter work, the inter-defect spacing is reported on the

order of 0.1 microns, which is much larger than the known defect-localized exciton size of roughly

2 nm as well as the mean exciton diffusion length of roughly 10 nm [9, 57]. The high-resolution

spectra produced by the supposed interaction between these defects shows emission energy shifts

of up to 20 meV, which may arise from the varied environments of the defects and not their direct

interaction.

From both a theoretical and experimental standpoint, the concept of interacting defects on

CNTs, their resulting exciton formation, interaction length scales, and subsequent photoemission

properties remain rather unexplored. For pristine CNTs, the concept of exciton size has been

thoroughly studied and was easily extended for single defects [53, 54, 57–65]. In this case, studies

have shown that redshifted excited states correlate to the reduced size (localization) of the exciton

due to an effective one-dimensional potential well produced by the defect [13,51,52,55]. In the case

of two defects, the exciton may be shared, effectively becoming more delocalized over the length of

the tube, or it may be drawn toward one defect, exhibiting similar localization as the single-defect

system. In either case, excitonic properties will depend on the defect-defect coupling, presumably

varying with defect configuration, composition, and defect-defect separation distance.

In a first approximation, a simple approach to modeling interacting systems called molec-

ular exciton theory (also referred to as Kasha’s exciton model) can be employed [66–68]. This

effective Hamiltonian method couples two or more independent systems by some perturbative in-

teraction Hamiltonian, often of purely Coulomb type, with applications to molecular spectroscopy
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Figure 2.1. Transition state diagram according to general Kasha theory on HJ aggregates. H-
aggregates are formed by stacking two “monomers”, producing blue shifted transition energies in
comparison to the single aggregate, stemming from the fact that parallel transition dipole moments
are stacked. J-aggregates are formed similarly by “head-to-tail” orientation instead of stacked,
which switches the bright and dark states, producing a red shifted transition, respectively.

and absorption band splitting based on geometry [69–71]. This method is frequently employed to

describe interacting chromophores and highly-conjugated molecules [69–75].

Kasha’s seminal work illustrates how the orientation of two interacting molecular aggregates

causes exciton splitting. The original theory describes two classes of aggregates known as H- and

J-type aggregates, where H-type is a “stacked” configuration of the transition dipoles and J-type is

“head-to-tail” [66, 67, 69, 70]. Fig. 2.1 shows a cartoon schematic of HJ aggregates and respective

shifts in transition energies relative to that of the monomer. In the J-type geometry, and with

respect to the monomer transition energy, the bright state is redshifted, and in the H-type geometry,

the bright state is blueshifted.

Kasha’s theory is derived within the point dipole approximation; thus, it is important to

establish the theory’s validity for a functionalized CNT. Previous reports have shown that pristine

CNTs fail to be effectively modeled by the point dipole approximation due to their extremely

delocalized electronic structure [58, 76]. However, as previously mentioned, CNTs with covalent

defects undergo exciton localization to around 2 nm, rather than 10 nm. In addition, these previous

works were analyzing interacting CNTs, and we would expect that interacting defects on the same
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Figure 2.2. Carbon nanotubes (CNTs) carrying two or more covalent defects have strong similarities
to interacting molecular aggregates that allow for splitting between excitonic states through dipolar
interaction. We see increased tunability by modifying the separation distance between the defects,
which allows for increased redshifting beyond the previous limit of diameter and configuration
dependent thresholds.

CNT will be more weakly interacting than interacting CNTs due to the reduced dimensionality of

the interaction, i.e, three-dimensional to quasi-one-dimensional.

In this chapter, we investigate interacting, localized excitonic states stemming from cova-

lent SP3-hybridization defects on the surface of an experimentally relevant CNT with an effective

Hamiltonian model in the point dipole approximation fit to time-dependent density functional the-

ory (TD-DFT) data. We find that J-type defect-associated states are, in general, well-modeled

by this approximation and show qualitative correspondence to a model system. However, H-type

states are too well-coupled and would require additional interaction terms, such as Coulomb ex-

change and vibrational coupling, which has been formalized for other systems but not included in

this work for brevity [69, 70]. See Fig. 2.2 for an example of CNTs as HJ aggregates alongside an

ideal aggregate.

2.2. Methodology

Calculations were carried out on the (6,5) CNT, for its wide use in experiment, with three

unit cells and a capping scheme that terminates with hydrogens in order to recover semi-infinite

electronic structure [4,26,51,77]. We optimized the geometry with density functional theory (DFT)

with the CAM-B3LYP/STO-3G functional. This level of theory has been shown to produce re-
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Figure 2.3. Four types of binding geometries for two pairs of defects, where L = 10 separating
carbons. Binding geometries: (a) Axial L 11, (b) Axial 3L 31, (c) Circumferential L 12, and (d)
Axial L Circumferential L 12.

sults in good agreement with experimental observations [26,48,77]. We then computed the singlet

excitations using time-dependent DFT (TD-DFT). All calculations were performed using the Gaus-

sian16 software [78]. Transition densities of the excited states were visualized using the Multiwfn

package [79,80].

We restrict this work to defects in ortho positions, as these are thought to be the most

kinetically favorable structures; although, the analogous para configurations have not yet been

fully ruled out as probable binding configurations and may require further study. As such, there

are three possible binding configurations per defect, each labeled by its direction with respect to

the tube axis. Following previous notation for the (6,5) CNT: L30 (Type 1) is along the chiral

angle, L90 (Type 2) is nearly parallel with the tube circumference, and L-30 (Type 3) is -30 degrees

off the tube axis [26]. For brevity, these three ortho positions will be denoted by 1, 2, and 3,

respectively, which allows for a chirality-independent nomenclature. (Fig. A.3) shows a cartoon of

all three configurations.

There are six independent ways to combine these three types of defects, as swapping their

identities produces an equivalent system due to symmetry, i.e., ij = ji.

There are numerous ways to place (i.e., translate) a pair of defects on the surface of a CNT.

Fig. 2.3 shows examples of four unique translations of two single-defect pairs studied in this work:

Fig. 2.3(a) axial L, Fig. 2.3(b) axial 3L, Fig. 2.3(c) circumferential L, and Fig. 2.3(d) a combination
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of axial and circumferential translations, where L is defined as half the CNT circumference (L =

10 Separating Carbons ∼ 1.3 nm). We chose to explore two types of directional translations: (I)

axial, where the defects are translated on the same side of the CNT {θ = 0◦} Fig. 2.3(d), and (II)

circumferential, where the defects are translated on opposite sides of the CNT {θ: (rz −→ ∞) 0 <

θ < 90 (rz −→ 0)} Fig. 2.3(d) where rz is simply the z-component of the defect-defect connecting

vector. One can write down the effective exciton Hamiltonian coupling these two defect-associated

excitonic states,

H =

ωi Jij

Jij ωj

 , {i, j} ∈ {1, 2, 3}, (2.1)

where ωi is the transition energy for a non-interacting defect of type i. In the most general case,

where the defects are not chemically identical and produce spectrally dissimilar transition energies,

Jij is the coulomb coupling between the aggregates. The eigenvalues of this Hamiltonian are

E± =
ωi + ωj

2
±

√(
ωi − ωj

2

)2

+ 4J2
ij , (2.2)

which are interpreted as the expected transition energies of the coupled excitonic states given by the

interaction Hamiltonian. So far, we have made no explicit assumption about the interaction between

the states, only about how this interaction modulates the transition energies in a generic and

simplified sense. In the first approximation to describe the coupling between uncoupled transition

states, it is common employ a point dipole approximation such that

Jij =
1

4πεo

(~µi · r̂)( ~µj · r̂)
r3

, (2.3)

where µi is the transition dipole moment of defect i and r is the dipole-dipole connecting vector,

which is taken to be connecting the center of masses of each defect [66, 67, 69, 70]. This point

dipole approximation is valid for dipoles that are small compared to the dipole-dipole separation

distance. In applying this simple theory to defected CNTs, we may attempt to examine the, now

non-degenerate, transition states appearing from the interaction Hamiltonian, where we may expect

to see splitting on the order of Jij between the two transition energies.
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2.3. Results and Discussion

2.3.1. Ground State Properties

As a first look at understanding how defects interact with one another, an obvious first set of

observables to examine are ground state energies, as they are readily available from DFT software

and are encoded with many details of system. Fig. 2.4(a) depicts single-defect destabilization

energies, where the total energy of the pristine system is subtracted from the total energy of the

defected system. For each configuration, i.e., 1, 2, and 3, we label this arbitrary energy ∆1, ∆2, and

∆3, respectively. At infinite defect-defect separation, we expect uncoupled, non-interacting defects

that act exactly like single defects. Fig. 2.4(b) shows destabilization energy for all combinations of

two defects translated by axial L, 2L, and 3L as well as circumferential and both circumferential

and axial. At the non-interacting limit, we expect that the destabilization energies of each defect

will be additive. For example, the destabilization energy of a defect combination of type 31 could

be well approximated by ∆3 + ∆1. The horizontal dashed line indicates this hypothesis for each

combination of defect pairs. The first three columns of Fig. 2.4(b) show axial translation (i.e.,

θ ∼ 0◦) at increasing distances of L, 2L, and 3L. One can see that the axial L translation does not

closely follow this hypothesis, but the 2L and 3L translations become very close, indicating energetic

decoupling. We can see that ground state energy decoupling occurs very quickly with increasing

length and negligibly changes after 1.3 nm. In Fig. 2.4(c), the deviation from this hypothesis

is shown by taking the difference between the destabilization energy of some combination in Fig.

2.4(b) and subtracting it from its hypothetical value (dashed line). With increasing separation, this

value approaches zero for all combinations. Looking at the circumferential geometries (i.e., θ ∼

90◦), we see major deviation from this additive hypothesis, showing up to 0.26 eV in energy change

through interaction between defects. This energy difference could be a result of both geometric and

-orbital distortions as well as asymmetrical breaking of -orbital resonance around the tube. This

wide range of energy separation may give rise to novel experimental techniques to attach defects

in specific configurations for increased electronic structure tunability. The final unique translation

of both axial L and circumferential L (i.e., θ ∼ 45◦) seems to give results nearly opposite of the

axial L geometries. This implies that axial separation is not the only parameter that governs these
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Figure 2.4. Thermodynamic stability of each geometry studied is shown here. (a) Single defect
total energies are shown subtracted from the pristine total energy, which we label ∆1, ∆2, and
∆3, respectively. (b) All defect geometries calculated and their respective total energies, again
subtracted from the pristine total energy. The dashed lines represent different additive combinations
of ∆1, ∆2, and ∆3, which clearly show that the stability of defect pair combinations is simply the
addition of the two defect pairs that comprise that combination. This becomes more and more
accurate as the interaction (i.e. distance) between the defect pairs becomes weaker and weaker
moving from Axial L to 3L. CL represent a circumferential translation of length L, and AL/CL
represents an axial translation of length L followed by a circumferential translation of length L.
(c) The deviation from this additive hypothesis is plotted. The circumferential configuration shows
the most deviation from this trend, showing that some configurations are more stable than others.
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Figure 2.5. Absorption spectrum for four geometries, including both the bright pristine E11 tran-
sition (∼2.05 eV) and the bright (and dark) defect-associated transitions (∼1.4 – 1.7 eV). Single
defect in the type-1 configuration as reference for the J coupling value. With increasing distance L,
2L, to 3L, we see an increase in J-splitting symmetry as well as a decrease in J-splitting magnitude.
The splitting becomes more and more symmetric due to the increase in distance, which implies
that the wavefunctions of each defect are becoming less overlapped and becoming more and more
ideal to the simple Kasha model. In addition, since J ∼ 1/r3 in the point-dipole approximation,
the magnitude of splitting decreases with increasing defect-defect distance r. Note that the vertical
axis scale represents unitless oscillator strength and not absorption, which has arbitrary units.

systems. Most likely, the extended -conjugation will play a role and introduce angular dependence

related to the chiral angle of the CNT in question.

2.3.2. Excited State Properties

Now, moving from ground state to excited state properties. When ωi = ωj in Eq. 2.1, the

energies are simply modified by J ,

E± = ω ± J. (2.4)

For same configuration defect pairs (i.e., ij = 11, 22, 33) whose single-defect, or “monomer”,

transition energies are identical, this simplification holds and can be seen in Fig. 2.5 for 11 configu-

rations. For increased defect separation distance, moving from axial L to 3L, the coupling between

the states, J , decreases. We expect rapid decay of wavefunction overlap for 11 with increasing axial

distance, as this configuration’s exciton is the most localized in the single-defect regime [13, 51].
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Further verifying the exciton model for J-aggregates, we see in Fig. 2.5 that the lower-energy

transition state claims the oscillator strength of the higher, leaving the higher state dark. The

bright state should be
√

2 larger than the single-defect oscillator strength [66, 67, 69, 70]. Since

these systems are not ideal, the exact scaling of the oscillators is not recovered and not the purpose

of our exploration and could be studied in future work. We expect to see both transitions to be

nearly degenerate as defect-defect separation distance increases. Configurations 22 and 33 excitons

require more separation than computational resources allow to see ideal J-type splitting as in the

11 case due to their more delocalized excitonic states (See Fig. A.4 and Fig. A.5 for 22 and 33,

respectively).

Further analysis of the two coupled transitions in each panel of Fig. 2.5, now for all axial

geometries, are shown in Fig. 2.6, where the interaction strengths J between the two defects were

calculated by Eq. 2.2 for dissimilar defects (i.e., 21, 31, 32) and Eq. 2.4 for like-defects (i.e., 11, 22,

33). In each geometry, the two states were always chosen by the lowest bright state and the state

above. Fig. 2.6(a) shows that the coupling between the defects decreases with increasing distance,

which, ideally, should go like J ∼ 1
r3

but due to many non-ideal conditions stemming from higher-

order electrostatic interactions, wavefunction overlap, and finite CNT length, we do not reproduce

this relation; to gauge this deviation, a fit to AXn was used to quantitatively compare the results,

where the power n is shown for each curve except for the highly deviating 33 defect combination.

The coupling J in the 11 case is much stronger than that for the 22 and 33 cases, as

the amount of wavefunction overlap is drastically reduced moving from 22 or 33 to the 11 case.

An increase in overlap leads to more complex effects that contribute to a decrease in coupling J

through processes such as vibronic coupling that are not included in our model. For the off-diagonal

combinations shown in Fig. 2.6(b), one can rationalize the trend in coupling through the interaction

of potential wells via the amount of modulation from the pristine electronic structure shown by

Table 1. The interaction of 31 (orange) will be the most coupled through electrostatics, as the

type 1 defect will “cannibalize” the density from the type 3 defect due to the increased well depth

of the type 1 defect. Another way to state this is that a type 3 defect does not largely change

the electronic structure from the pristine case. This causes the electron density between states to

largely interact, as the density-density separation becomes small. Similarly, the 21 interaction will

be moderately coupled since the well depth of a type 2 defect is lower than a type 3, which implies
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Figure 2.6. (a) J-coupling values for same-defect axial geometries (i.e. 11, 22, 33) using Eq. 2.4.
(b) J-coupling values for off-diagonal defect axial geometries (i.e. 21, 31, 32) using Eq. 2.2. Dotted
lines show power law fits to the data according to (Eq. 2.5), with the power from fitting is shown
next to each respective line; AXn. (c) Deviation from single-defect transition energy of the mean
transition energies for same-defect axial geometries. (d) Deviation from single-defect transition
energy for each defect in a pair of defects. As the defects approach infinite separation length, each
panel should tend to zero for completely independent defects. Panels (a-c) conform to panel (a)
legend. Panel (d) conforms to both panel (a) and (d) legends. Note the change in vertical scale of
panel (d).
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Figure 2.7. (a) Cartoon of interacting defects along the axial direction, where the transition dipole
moments make a J-type aggregate. (b) Similarly to (a), the depth of the well is depicted by the
intense exciton localization nature of the 1-type defect in comparison to the 2-type defect, where the
1-type “cannibalizes” the localization of the exciton. (c) Depiction of the circumferential geometry
potential energy, effectively forming an H-type aggregate by the stacking of the transition dipole
moments.

that some density will be retained in the type 2 well. And lastly, the 32 interaction will be the

least coupled, since the type 3 and 2 defects are both delocalized and hence have shallow effective

wells. The full spectra for these systems can be found in Figs. A.6, A.7, A.8, and A.9.

A number of plausible scenarios involving exciton formation, relaxation, and emission in a

two-defect system warrants investigation. One way to describe these defects is to model them as

one-dimensional potential wells that interact with free excitons. Fig. 2.7(a) depicts two defects of

type 1 (the most red-shifted configuration), where each one maintains the same well depth and,

therefore, exciton localization. Fig. 2.7(b) depicts two different defects of types 1 and 2. Type 2 has

a shallower well, allowing for slightly weaker localization and more opportunity for the exciton to
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Figure 2.8. Spatially-resolved transition density for six different geometries: Axial L 11, 21, 31 and
Axial 3L 11, 21, 31 showcasing the various interaction of defects from the perspective of interacting
wells. The more red-shifted defects “cannibalize” the nearby density of other defects.

fall into the deeper, type 1 well. Finally, Fig. 2.7(c) shows the circumferential translation in which

the wells may overlap, potentially creating a deeper well than that formed from axial translations.

Unlike molecular chromophores, for which Kasha’s exciton model was originally described,

CNTs connect each “monomer” through long-range conjugation, making any “through-bond” inter-

action between defects very important. To explore the extent to which the conjugated connections

between defects is modifying the transition energy splitting from the ideal case in Eq. 2.2, we

attempt to quantify the deviations present in the data of Fig 2.6(a) by defining a metric that will

aid in the understanding of how non-ideal these couplings may be.

Fig. 2.6c shows the deviation of the mean transition energy between the bright and dark

coupled states from the single-defect transition energy for like-defects as a function of distance r,

Aii =

∣∣∣∣E+ + E−
2

− ωi
∣∣∣∣. (2.5)

where ∆Ji the theoretical shift from the monomer transition energy of defect i and Ei is the TD-

DFT defect-associated transition energy. In the infinite limit, we would expect to see two, separate

transitions, one for each defect pair. Note that the type-3 defect is drastically different from its

single-defect transition. This is a direct result of this configuration’s delocalized nature. At energies

of less than kBT ∼ 25 meV, recall that finite-size effects will play a larger role in resolving each

data point, especially at the largest separation distance (Axial 4L), which accounts for the slight

increase of less than 5 meV in some geometries moving from Axial 3L to Axial 4L in Fig. 2.6.
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Figure 2.9. Analogously to Fig. A.11, coupling values for each method of calculation: (I) from
oscillator energy splitting and (II) from single-molecule dipoles. For J-type aggregates, we see qual-
itative agreement between the methods, but the H-type aggregates breakdown in this comparison,
as the systems never produce H-type splitting. All defects were of 11 type.

Fig. 2.8 shows transition densities for a subgroup of the axial configurations at lengths L

and 3L. Different configurations have different effects on exciton trapping. The exciton interacts

with the defect as a potential well and may become trapped within a single well or be shared across

wells. For largely separated, identical defects such as the axial 3L 11 case, only slight excitonic

density is seen near the midpoint of the defects (as in the case of state 2). For largely separated,

non-identical defects, the density, for both states, is attracted to the defect with the lowest energy

well. At larger separations, the transition density should decouple from the well depth, but this

is not seen in these short defect-defect separation distances and is computationally infeasible to

achieve such long distances.

In addition to the distance dependence of defect-defect coupling, we explore its angular

dependence. We introduce a model system (see Fig. A.10), comprised of a single molecule (perylene)

with a spectrally unique transition. We explore the angular dependence of the Coulomb coupling in

Fig. A.11 and transition densities in Fig. A.12. See supplemental for discussion of these analyses.

In Fig. 2.9(a), we show, similarly to Fig. A.11, the coupling J as a function of interaction

angle θ, which were computed using geometries (all of type 11) where a defect was first rotated

circumferentially by 180◦ and then sequentially translated, axially, to modify the angle between
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the transition dipoles and the center-to-center connecting vector between the defects. Geometries

for angles θ less than 25◦ are not computationally feasible in this scheme for axially translated

defects, as the tube would need to be longer to compensate for finite size effects [77]. The results

(filled, blue circles) are qualitatively capturing the shape of the theoretical data (open, blue circles),

calculated from Eq. 2.3 using single-defect dipoles; however, near the boundary to H-aggregates at

roughly 60◦, we see a large deviation from the theory. In fact, H-aggregates are never produced in

our calculations on CNTs. Upon reaching = 60◦, the axial separation becomes less than 1 nm, and

the exciton states become highly overlapping, even for the type 1 defects. These coupled defects

can now be thought of as a new type of defect; the two defects comprising this new defect lose their

identities. Fig. A.13 and Fig. A.14 show spectra for geometries of angles roughly θ = 90◦ and θ =

45◦, respectively.

We now consider the fine structure of the transition densities for each geometry to explain

the deviations with decreased axial separation. In Figs. A.15 and A.16 we show both transitions

from six geometries with increasing axial separation. In addition, both sides of the CNT are shown

for clarity. For small axial separation in the bright state (state 1), there exists an “ordered”

side (A) and a “disordered” side (B). After roughly 8 Å, both sides become “ordered”, which is

roughly when the theoretical transition from H-type to J-type occurs at θ = 54◦. For the second

transition state, which is dark in all cases, both sides exhibit “ordered” structure for all distances,

implying that this state is largely unaffected by the relative defect locations, which is evident in

their energies. The variation (EMAX − EMIN ) in energy for (bright) state 1 is 0.52 eV and 0.18

eV for (dark) state 2 as shown by Fig. A.17. This shows that the bright state is strongly affected

by the positioning of the defects, and this also implies that the basis functions (single-particle

states) comprising these transitions are largely varying in contribution between excitonic states.

The ordering and disordering of the transition densities showcases that the π-orbital conjugation

is not identical on each side and possibly even broken on one side for short axial separations. The

larger the separation, the easier it is to retain the conjugation through various paths, which leads

to higher ordering in the transition densities, recovering generic π-π∗ transition density as seen in

pristine CNTs and largely single-defected CNTs.

The final comparison of the CNT system to the model through the transition densities is the

symmetry of each defect. One can examine the transition density on each defect and note that the

28



symmetry between the defects in the lower-energy state always corresponds to the J-type aggregate,

even for geometries that should be H-type aggregates according to the interaction angle argument.

We have clarified some reasons for why this is the case for these CNT systems in earlier discussion.

Furthermore, in all cases except one, we see the correct symmetries in the higher-energy states that

would correspond to the J-type aggregate, but here we note that one of the higher-energy states

exhibits varying electron-hole distributions not corresponding to the previously stated symmetry

rules for the bright and dark excitons. For example, in Table S2 for axial separation of 5.7 Å, we

see that all functional groups exhibit hole density; whereas, we should see that the distribution on

each defect’s functional groups should look like either electron-hole-hole-electron or hole-electron-

electron-hole, similarly to all other axial separations shown.

2.4. Conclusions

Using TD-DFT, we have explored the interaction between spatially localized SP3-hybridization

defects and showed their interaction conforms to the well-known HJ-aggregate theory (Kasha Ex-

citon Model) describing interacting molecules in the point-dipole approximation. This is a pro-

found result, as recent interest in CNTs for their single-photon emission in telecommunications

wavelengths has prompted interest in further tunability in these emission energies through surface

functionalization. Many previous studies have been done on single-defect systems, but little work

has been published in multiple defects. with this knowledge of how defects may interact in the

first approximation, we can apply this information to open experimental questions, such as exciton

trapping energies, interacting photon emitters (i.e., second-order photon correlation and photon

anti-bunching experiments) [6, 10, 81]. We clearly see that placing defects near to one another

can further redshift the lowest-energy emissive state in comparison to single-defect capabilities.

Although the agreement between TD-DFT calculations and Kasha’s theory is not perfect, we see

clear trends with interacting defects in the CNT case that can inform new experiments and further

aid in the tunability of these emission energies.

We have noted that placing sets of SP3 defects, the -orbital conjugation plays an impor-

tant role in tuning optical effects and can be examined through visualizing the transition density.

We see that some of the circumferential geometries exhibit lower ground state energy than others.

The thermodynamic and kinetic stability of these systems is of great importance to understand, as

modeling with higher-accuracy methods will need to be completed on a reduced number of geome-
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tries due to computational cost. However, we have briefly examined the long-range interactions of

SP3-hybridization defects in a variety of configurations, but we have raised yet more quantitative

questions about how defect-defect spacing affects the coupling at larger-distances-than-possible to

model for this large number of geometries. In addition, we need to further flesh out how circum-

ferentially translated defects tune the emissive-state characteristics.
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APPENDIX. SUPPLEMENTAL INFORMATION

Figure A.1. Definition of defect orientation. With one attachment placed at R1, the second at-
tachment can be placed in any of the nearest six carbon atoms: Three ortho and three para to the
original location. In this study, we restrict ourselves to the most and least redshifted configurations:
P+ and O+, respectively.
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Figure A.2. Phonon density of states (DOS) for all pristine (a) and chlorine-functionalized (b,c)
CNTs. Phonon spectrum was computed using VASP at the PBE level using two-point differences.
Due to the more narrow (6,2) CNT, we see larger differences arising from the increased curvature
as well as smaller number of defect atoms to total atoms in comparison to (10,5). Note the units
of DOS are inverse energy and that thermally broadened δ-functions (Gaussian width = 25 meV)
were used.

Figure A.3. Definition of defect configuration. One covalently bonded group is fixed at R1, but
there are three (i.e., type 1, 2, or 3) non-equivalent ortho positions to place the second covalent
attachment (needed for closed shell system). In previous works using the (6,5) CNT, these were
labeled as O+, O++, and O- or as L30, L90, and L-30. Here we employ a chirality independent
nomenclature to describe the defects by their amount of redshift produced from the pristine E11
band.
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Figure A.4. Absorption spectrum for four geometries, including both the bright pristine E11 tran-
sition (∼2.05 eV) and the bright (and dark) defect-associated transitions (∼1.8 – 1.9 eV). Single
defect in the 2-type configuration as reference for the J coupling value. With increasing distance L,
2L, to 3L, we see an increase in J-splitting symmetry as well as a decrease in J-splitting magnitude,
except for the smallest distance “Axial L” due to intense wavefunction overlap. The midpoint of
the splitting becomes more and more symmetric due to the increase in distance, which implies that
the wavefunctions of each defect are becoming less overlapped and becoming more and more ideal
to the simple Kasha model. In addition, since J ∼ 1/r3, the magnitude of splitting decreases with
increasing defect-defect distance r. Note that the vertical axis scale represents unitless oscillator
strength and not absorption, which has arbitrary units.
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Figure A.5. S2: Absorption spectrum for four geometries, including both the bright pristine E11
transition (∼2.05 eV) and the bright (and dark) defect-associated transitions (∼1.85 – 1.95 eV).
Single defect in the 3-type configuration as reference for the J coupling value. With increasing
distance L, 2L, to 3L, we see an increase in J-splitting symmetry as well as a decrease in J-splitting
magnitude. The midpoint of the splitting becomes more and more symmetric due to the increase
in distance, which implies that the wavefunctions of each defect are becoming less overlapped and
becoming more and more ideal to the simple Kasha model. In addition, since J ∼ 1/r3, the
magnitude of splitting decreases with increasing defect-defect distance r. Note that the vertical
axis scale represents unitless oscillator strength and not absorption, which has arbitrary units.
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Figure A.6. Absorption spectrum for all six combinations of defect pairs with a separation distance
of L. Note that the vertical axis scale represents unitless oscillator strength and not absorption,
which has arbitrary units.
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Figure A.7. Absorption spectrum for all six combinations of defect pairs with a separation distance
of 2L. Note that the vertical axis scale represents unitless oscillator strength and not absorption,
which has arbitrary units.
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Figure A.8. Absorption spectrum for all six combinations of defect pairs with a separation distance
of 3L. Note that the vertical axis scale represents unitless oscillator strength and not absorption,
which has arbitrary units.

47



Figure A.9. Absorption spectrum for all six combinations of defect pairs with a separation distance
of 4L. Note that the vertical axis scale represents unitless oscillator strength and not absorption,
which has arbitrary units.

48



Figure A.10. Absorption spectra of the model system, comprised of interacting single molecules.
Showing the monomer transition (black) for reference, we computed the H-aggregate (red) limit
and the J-aggregate (blue) limit to compare the unique qualities of each for use of analysis of the
more complicated CNT case. We introduce a model system (see Fig. A.10), comprised of a single
molecule (perylene) with a spectrally unique transition near 4.1 eV (as calculated from TD-DFT at
the same level of theory as our CNT calculations). Fig. A.10 shows the limiting cases of H- (red)
and J- (blue) aggregate geometries that blue-shift and red-shift the bright state, respectively, in
comparison to the monomer transition energy (black). A scan over the angle between the transition
dipole and the center-to-center vector between the molecules is carried out by starting with a stacked
geometry (H-aggregate, θ = 90◦) and shifting the bottom molecule along the slip plane.
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Figure A.11. Coulomb coupling values for each method of calculation: (I) from oscillator energy
splitting and (II) from single-molecule dipoles, where the latter assumes the form of the coupling,
but the former does not. We see qualitative agreement between the two methods, especially for
J-type interaction regions. Using Eq. 2.2 and Eq. 2.3 to calculate, separately, the coupling via
oscillators and single-monomer transition dipoles, we provide direct comparison between the theory
and numerical experiment. Fig. S8a shows the coupling is plotted against the angle of interaction
using the center of mass of each molecule as its transition dipole origin. The coupling plotted against
the independent variable in the point dipole approximation. The form of this function was explicitly
used to acquire the coupling from the dipoles, so this depiction expands on where the method of
oscillators deviates from this model. The deviations occur around θ = 30◦, where we expect the
point dipole approximation to become less trustworthy. To minimize the vibrational coupling in
this molecular system when stacked, which has been studied in depth by various groups, a slightly
larger distance than would appear in experiment was used as the stacking distance to concentrate
purely on the long-range Coulomb interactions. In addition, there may be errors stemming from our
limited basis and methodology that contribute to these deviations. Even though the shape of the
curve is modified through these higher-order effects, the general form of the function with regards
to the dipole approximation is recovered and can be used in comparison to the CNT system.
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Figure A.12. Transition density is shown for the model system in three geometries, the monomer
and two dimers that are the limiting cases of the interaction angle θ. We note simply the symmetries
for each set of aggregates that exhibit bright transitions and dark transitions. In addition to
calculating the Coulomb coupling of these interactions, we may examine these objects from a
visual perspective by plotting the transition density for the two excited states in question and
examining the unique qualities of each type of aggregate. In Fig. A.12, we show transition density
for three systems: (I) monomer, (II) H-type aggregate, and (III) J-type aggregate. For the two
aggregates, we also show the two interacting states, S1,2, where we know from the effective exciton
model, that the lower state should be dark (H-type) for one and bright (J-type) for the other. After
examination of the transition density, we find that there are inherent symmetries with respect to
the transition states of each molecule in the dimer that will allow or disallow that optical transition,
which we will not discuss in depth, as this is already well known. We simply note that one molecule
in a dimer will always resemble the single-molecule (monomer) case, and the other molecule is
either identical or related to the first by a C2 rotation about the axis perpendicular to the plane
of the molecule. When the dimer exhibits the latter property, the state is said to be dark, which
physically manifests itself in the fact that the electric transition dipoles are now anti-parallel, since
the electron and hole spatial occupations have switched. In the bright case, the transition densities
of both molecules are identical to each other and, hence, have parallel dipoles.
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Figure A.13. Absorption spectrum for all six combinations of defect pairs with circumferential
translation, θ ∼ 90◦. Note that the vertical axis scale represents unitless oscillator strength and
not absorption, which has arbitrary units.
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Figure A.14. Absorption spectrum for all six combinations of defect pairs with circumferential
translation and axial translation such that θ ∼ 45◦. Note that the vertical axis scale represents
unitless oscillator strength and not absorption, which has arbitrary units.
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Figure A.15. Transition density for various type 11 CNT systems that have been used to sample the
angle space of this interaction. One defect was circumferentially translated and then axially trans-
lated by various lengths. These densities show various important characteristics from symmetry of
each defect to the ordered state along each side of the CNT.
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Figure A.16. Transition density for various type 11 CNT systems that have been used to sample the
angle space of this interaction. One defect was circumferentially translated and then axially trans-
lated by various lengths. These densities show various important characteristics from symmetry of
each defect to the ordered state along each side of the CNT.
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Figure A.17. Energies of CNT excited states S1 and S2, also plotted with the Coulomb coupling
as a function of axial separation.
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