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ABSTRACT 

Microelectrode arrays (MEA) and microfluidic systems are two of the most used 

technologies in Lab-on-a-chip (LOC) applications. These integrated and miniaturized systems are 

said to offer significant advantages in medical applications due to their high sensitivity, high 

throughput, lower material consumption, low cost, and enhanced Spatio-temporal control. Further, 

the physical laws at the micro-scale offer certain advantages in terms of the control of physical, 

biological and chemical properties in diagnostics or therapeutics at the cellular or molecular level. 

Moreover, these platforms are portable and can be easily designed for point-of-care diagnostics. 

Unfortunately, among various microelectrode and microfluidic technologies available today, only 

a few have been proven to be useful in clinical applications. One of the reasons behind this issue 

is the lack of efficient and sensitive methods to integrate the handling of biological materials in 

microfluidic devices. This has created a gap between real-world clinical applications and this 

emerging technology.  

To address this issue, in this work, externally applied electric fields have integrated with 

MEA and microfluidics systems. Moreover, this work has centered on dielectrophoresis, which is 

a result of the interaction between biological materials (e.g., DNA, RNA and cells) and external 

electric fields. Dielectrophoretic force (DEP force) was used to selectively manipulate biological 

materials within microfluidics devices. This capability opened up avenues for biosensing and 

biomanufacturing. This work was organized in the following manner: first, we investigated the 

production of DEP force, selectivity and limits. Second, the new knowledge learned from 

dielectrophoresis experiments was used to develop novel biomarker sensing technologies or 

sensors. Third, dielectrophoretic cell purification methods needed for the production of safe 

chimeric antigen receptor (CAR) T-cells for treating cancer, was investigated. Finally, a novel 
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method for the manufacturing of viral vector-free CAR T-cells was developed. Results from these 

studies have shown that integration dielectrophoresis with MEA and microfluidics provides a new 

class of tools for unmet needs in clinical applications. Finally, fundamental studies on 

dielectrophoresis provide new insights into its origin and limits. Developed technologies could be 

used in clinical applications after validation. 
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CHAPTER 1. INTRODUCTION 

1.1. Overview 

Miniaturization of traditional technologies has shown significant advantages over the 

macro scale devices in different fields of engineering [1]–[3]. Since the attempts of miniaturizing 

the transistor technologies in the late 1960s, microfabrication technologies have gained rapid 

growth [1],[4],[5]. Along with evolving microfabrication techniques, the healthcare sector was one 

of the first industries to demand miniaturization. Medical device designers in the healthcare 

industry have been interested in utilizing these miniaturization techniques in the bulk medical 

apparatus, which have many drawbacks such as high-power consumption, low speed of action, 

non-portability and difficulties in handling on certain occasions. These efforts for a few decades 

have resulted in devices with added functionality than the conventional apparatus. Modern 

implantable pace-makers, Apple watch with ECG recording and handheld PCR machines are few 

of the examples of advances of the medical devices with miniaturization technologies.  

As a result of the driving force of miniaturization, micro-fluidics and micro-electrodes 

systems were introduced as a biological tool to replace the bulk equipment used in the biochemical 

analysis in the early 1990s [6],[7]. During the last decade, this micro-electrode and micro-fluidic 

based technology evolved from focusing just on replacing the existing bulk conventional 

instruments, into the innovation of novel integrated devices in the healthcare sector to perform 

different tasks together to do combined processes [1],[5],[8]. These integrated systems are called 

“lab on a chip” (LOC) systems as it replicates a set of integrated, expensive bench-top laboratory 

instruments with just a microchip. These are designed to perform different processes such as 

biomolecule manipulations, sample delivery, cell sorting or simulating on-chip reactions, which 

can be useful in diagnostic and therapeutic applications [1],[7],[9]. 
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 Many techniques like filtration, centrifugation, magnetic fields, acoustic forces, 

chromatography, electrophoresis, or dielectrophoresis (DEP) are used in these LOC devices.  

Compared to other technologies used in these devices, DEP can be considered as one of the most 

significant techniques. This is because it integrates easily with any other LOC technique, in terms 

of speed, efficiency, sensitivity, selectivity, and most importantly with it’s a label-free nature in 

manipulating particles [10],[11]. This report describes the studies that have been conducted to 

explore the utilization of DEP, along with the micro-electrode and micro-fluidic technologies to 

solve some of the unmet practical needs in biosensors, biomolecule manipulation and 

biomanufacturing cells for therapy.  

1.2. Dielectrophoresis 

 Dielectric materials are electrical insulator materials that can be polarized by an externally 

applied electric field [12],[13]. Once a dielectric material is placed in an external electric field, 

charges shift slightly from the equilibrium position, rather than freely passing through the material 

[12],[14]. These shifted charges cause the material to be polarized and produce electric dipoles 

[15]–[19]. Dielectrophoresis (DEP) is a phenomenon that explains the relative motion of these 

dielectric particles in a liquid medium, resulting from polarization forces produced by 

inhomogeneous electric fields [20]–[23].  Since biological entities like cells, tissues, nucleic acids 

(DNAs, RNAs, etc.) are made of dielectric materials, DEP has been identified as a promising 

technology for bioparticle manipulation with the advantages of strong controllability, easy 

operation, high efficiency and slight damage to biological targets [24]–[26]. In recent years, DEP 

has made great development in the medical field collectively with micro-engineering technology 

[27],[28].  
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1.2.1. Theory of dielectrophoresis 

Mathematically, the time-averaged DEP force acting on a spherical particle in a non-

uniform AC electric field can be represented by  

    𝐹𝐷𝐸𝑃 =
1

2
𝛼 ∇(𝐸2) (1.1) 

where 𝛼 is the polarizability of the dielectric particle, ∇ is the vector operator, and 𝐸 is the RMS 

electric field [29]–[32]: 

 𝛼 = 4𝜋𝜀𝑚𝑟3𝑹𝒆{𝑓𝐶𝑀(𝜔)}  (1.2) 

where 𝑟 is the radius of the spherical particle, 𝜀𝑚 is the suspending medium permittivity, 𝜔 is the 

frequency of the applied electric field, and 𝑹𝒆{𝑓𝐶𝑀(𝜔)}   the real part of the Clausius-

Mossotti(CM) factor defined as: 

 𝑓𝐶𝑀(𝜔) = (𝜀𝑝
∗ − 𝜀𝑚

∗ )/(𝜀𝑝
∗ + 2𝜀𝑚

∗ ),  (1.3) 

where 𝜀𝑝
∗  is the complex permittivity of the particle and 𝜀𝑚

∗  is the complex permittivity of the 

suspending medium [31]–[34]. The complex permittivity is given by 𝜀∗ = 𝜀 − 𝑗(
𝜎

𝜔
) with 𝜎 being 

the real conductivity, 𝜀 being the real permittivity, and 𝜔 being the frequency [31]–[33]. The real 

part of the CM factor is theoretically bounded between -1/2 and 1, which determines the direction 

and the relative strength of the DEP force [35],[36]. If the magnitude of 𝑹𝒆{𝑓𝐶𝑀(𝜔)} is negative, 

then the particles move towards the lowest field strength region (negative DEP). If the magnitude 

of 𝑹𝒆{𝑓𝐶𝑀(𝜔)} is positive, the particles are repelled from the lowest field strength region and 

move to regions of the highest field strength (positive DEP) [37],[38]. Figure 1.1 shows how to 

manipulate particles using positive and negative DEP with different electrode configurations. 

According to equations (1.1), (1.2) and (1.3), the DEP force exerted on a particle depends 

on its dielectric parameters (conductivity and the permittivity). Since these parameters are 

functions of the applied electric field, the CM factor varies distinctively for different types of 
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particles. This enables us to distinctively sort particles using DEP by changing the frequency of 

the applied electric field. The magnitude of the DEP force exerted on the particle depends on the 

size of the particle and the shape of the particle. Therefore, in certain instances, DEP is used to 

distinguish between particles of different sizes.  

 

Figure 1.1. Different electrode configurations to manipulate particles using dielectrophoresis.  

(a) An electrode configuration to attract particles towards a tip using DC electric field, (b) an 

electrode configuration to attract particles to edges of planar electrodes using AC or DC electric 

fields, (c) an electrode configuration to repel particles away from a tip using DC electric field, 

(d) an electrode configuration to repel particles away from planar electrodes and concentrate in 

the center using AC or DC electric fields.  

Due to the capability of selectively manipulating particles based on the dielectrophoretic 

properties using DEP, it has been used in various medical applications. Initially, DEP studies were 

conducted on cells to understand the physicochemical properties of cells by observing how cells 

are responding to DEP force [23],[36],[39],[40]. Since then, DEP has been used in various cellular 

applications including cell sorting [23],[36], cell patterning in tissue engineering applications [41]–

[43] and separation of cell types from a cellular mixture [44]–[46]. Both Positive DEP and 

Negative DEP are being used in these cellular applications [10],[47],[48].  In positive DEP 

applications, a selected frequency is applied to the cell samples, where the cells are trapped in the 
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electrodes. The non-target particles are repelled from the electrodes with negative DEP [49],[50], 

or combined with microfluidics to be pushed away from electrodes using viscous drag force 

[51],[52]. The negative DEP applications are mostly used in patterning applications, where 

specially designed electrodes made with different configurations are used to make nice patterns of 

cells in between electrodes [43],[53]. 

Additionally, DEP is used in some applications for detection and biosensing systems, as 

DEP can be used in separation and concentration of specific biomolecules (DNA, RNA, or 

proteins) for downstream laboratory analysis [23],[54]. Many detection techniques are based on 

the immobilization of target biomolecules using proper probes on the sensor surface for detection 

[54],[55]. Most of these techniques suffer from insufficient molecular interaction due to the low 

concentration of biological particles in the sample and current state of art technologies have 

detection limits only in pM range or above [54],[56]. DEP can be utilized as an important 

component of such devices to selectively concentrate the desired biological particle and increase 

the local concentration of target particles [54],[57]. Therefore, vital parameters for sensing and 

detection like sensitivity, specificity and limit of detection can be significantly enhanced by 

combining DEP with other detection methods [54],[57]. 

1.3. Research objectives 

This dissertation research was conducted by exploring a few potential applications of 

utilizing the MEAs and DEP in diagnosis as well as therapeutics related biomedical applications 

to achieve three objectives. 

1. To investigate quantitative measurements of DEP and insulator-based DEP technologies 

for biomolecule manipulation. 
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2. To develop a potential impedimetric based biosensor technology to be used at the point of 

care settings for diagnostics purposes. 

3. To develop a non-viral, personalized, low-cost CAR T-cell manufacturing methodology 

with an enhanced CAR-expressing period. 

4. To develop a label-free purification technique to remove dead cells from an electroporated 

cell sample. 

5. To develop a methodology to high purity isolation of primary T-cells in samples 

contaminated with leukemia cells, for biomanufacturing of therapeutic car T-cells. 

1.3.1.  To investigate quantitative measurements of DEP and insulator-based DEP 

technologies to biomolecule manipulation 

Even though DEP is used widely, quantification methods of measuring DEP force on 

individual particles are lacking [58],[59]. Still, there is no standard method used in measuring the 

DEP force and most of the experiments are being conducted based on simulation based 

approximations [59]. These measurements are a necessity to assess the dominance of DEP among 

the competitive forces in micro-scale to be used in biomolecular applications. The viscous drag 

force, Brownian forces, and hydrodynamic forces are governing the movements of biomolecules 

in a free or flowing solution [15],[60]. Therefore, to effectively use DEP to manipulate, trap, or 

separate biomolecules in desired high or low electric field gradient areas, one must overcome all 

these forces. As such, quantitative measurements of DEP force would help to design the nano-

electronic devices as well as tune the operating parameters to achieve strong DEP force. The design 

parameters include the electrode shapes, gap between electrodes and electrode height, which 

determines the magnitude and the span of the DEP force to effectively manipulate target 

biomolecules in the desired manner.  
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To address the issue, we report on the use of atomic force microscopy (AFM) for analysis 

of the DEP force and the span of DEP force in a conventional interdigitated microelectrode array 

(MEA). A non-contact, dynamic AC lift-mode AFM method similar to the typical electric or 

magnetic force measurement methods was used in investigating the DEP force exerted on AFM 

probe tip[61],[62]. The capability of precise movement of the AFM probe tip was then utilized in 

mapping out the force variation along the vertical direction to investigate the span of the DEP 

force. 

Upon investigating the conventional DEP force, we investigated insulator-based 

dielectrophoresis (iDEP) which is an alternative method of carrying out DEP [63],[64].  In iDEP, 

an electric field is applied using two electrodes with insulator constrictions/structures in the 

middle, blocking the regular electric field lines [63],[65]. These distorted electric field lines create 

regions of higher and lower field strength near the edges of the insulator structures [66],[67]. iDEP 

systems are becoming popular because of less fouling effects like electrolysis and biomolecule 

degradation at insulator edges, which makes them more suitable for biological 

applications[64],[68]. We report an investigation on a novel approach to use micro manufactured 

glass needles and a conventional MEA to generate iDEP which allows us to selectively trap and 

manipulate DNA fragments and nanoparticles. 

1.3.2. To develop a potential impedimetric based biosensor technology to be used at the 

point-of-care-settings for diagnostics purposes 

According to the World Health Organization, “biomarker” stands for any substance, 

structure, or process that can be measured in the body or its products and influence or predict the 

incidence of outcome or disease [69]. Among biomarker categories, proteins, DNAs, RNAs and 

miRNAs, which are usually containing in blood, saliva, serum, or tissue, can be used as an effective 
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pointer of any disease states. Biosensors are commonly used to quantify these disease states [70]–

[73]. In particular, quantification of biomarkers that are related to disease states are  important 

because they can detect infections and other diseases such as cancer, myocardial infarction or 

schizophrenia [74]–[76]. 

 To this end, the enzyme-linked immunosorbent assay (ELISA) is the gold standard for 

detecting and quantifying biomarker proteins [77]. ELISA has a minimum detection limit of 250 

pg of target biomarkers in 1 mL of a sample [78]. This detection limit is not sufficient for many 

cancers, especially in the early stages of tumor development. The popular nucleic acid molecules 

detection method in the diagnosis field is quantitative real-time polymerase chain reaction (qRT-

PCR) [79],[80]. This method is time-consuming (>7 hours), requires stable genes and safe 

handling, which requires highly trained labor. Further, the reported detection limits are above the 

pM range, which is not sufficient in the detection of many cancers [79],[81],[82] and it is necessary 

to detect and quantify biomarkers much lower than the current limit [74].  

To address this issue, several other methods have been proposed and tested [79],[83],[84]. 

Among the techniques that are proposed for biomolecule detection in clinical settings, electrical 

impedance-based biosensing (biomarker detection) can be identified as a low-cost, label-free and 

highly-sensitive technique [85]–[87].  We report a study conducted on utilizing conventional 

MEAs to be utilized in impedimetric biosensing to detect proteins in a label-free manner that 

resulted in a better detection limit (0.25fM detection limit) compared with current technologies. 

The report further discusses the design considerations of MEAs for a higher sensitive and accurate 

quantification. Then, another study was conducted to enhance the capabilities of the conventional 

MEA-based impedimetric using DEP. Utilizing DEP enabled detecting and quantifying both 

nucleic acids and proteins (antigen-antibody) complexes using the same MEA device, with less 
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processing steps and less processing time. The capabilities of the technology reported a 

competitive detection level (75fM for nucleic acids and 84fM for antigen-antibody complexes), 

with the potential to be used at the point-of-care settings. 

1.3.3. To develop a non-viral, personalized, low-cost CAR T-cell manufacturing 

methodology with an enhanced CAR-expressing period. 

Cancer has been one of the leading causes of death all around the world [88],[89]. The 

American cancer society has predicted 1.8 million new cancer cases and 606,520 cancer deaths in 

the United States in 2020 [88],[90]. Numerous treatment methods have been used since the 18th 

century in treating cancer including, surgery, radiotherapy, cytotoxic chemotherapy and 

molecularly targeted therapy [91]–[93]. Those have been called the four pillars of cancer therapy, 

and recently the fifth pillar of cancer therapy was introduced, which is immunotherapy [94]–[96]. 

In immunotherapy, unlike other treatment methods that use external drugs or tools to fight 

cancers, a patient’s immune system is modified or strengthened to fight cancers. So far, many of 

the cancer immunotherapy methods have been utilized effectively, including immune checkpoint 

inhibitors, monoclonal antibodies, treatment vaccines, immune system modulators, and cell-based 

therapies [97]–[99]. Among all the immunotherapies, cell-based therapies, especially adoptive cell 

therapy, has shown a promising pathway in treating cancer [100]–[102]. 

Adoptive T-cell has gained attention in treating cancer. Out of the available methods used 

in adoptive cell therapy, CAR (chimeric antigen receptor) has emerged as a powerful therapeutic 

method, with evident striking responses in treating acute lymphoblastic leukemia (ALL) and 

diffuse large B-cell lymphoma (DLBCL) [103]–[105]. Today, these therapies are improving 

consistently and are being used alone and in combination with other cancer treatment methods 

[101],[106],[107]. Currently, two of these CAR T-cell therapies, called KYMRIAH and 



 

10 

YESCARTA targeting CD19 antigen on cancer cells, have been approved by the Food and Drug 

Administration (FDA), to be used in clinical settings [108]–[110]. CARs are a type of molecule 

that combines antibody-based specificity for tumor-associated surface antigens with T-cell 

receptor-activating intracellular domains, which demonstrate specific antitumor cellular immune 

activity [111]–[113]. These CARs allow a T-cell to achieve major histocompatibility complex 

(MHC)–independent primary activation through single-chain variable fragment (scFv) antigen-

specific extracellular regions [114],[115]. These regions are fused to intracellular domains that 

provide T-cell activation and costimulatory signals [111]–[113].  

 

Figure 1.2 The CAR T-cell manufacturing process using viral vectors. 

Both, FDA approved treatment technologies are used in certain types of B cell lymphomas. 

CD19 is a B-cell surface protein expressed during B-cell development which is expressed on 

almost all B-cell malignancies. Chronic lymphocytic leukemia (CLL), ALL, and many non-

Hodgkin lymphomas are few of the diseases associated with these B cell malignancies 

[103],[105],[116]. This near-universal expression and specificity for a single cell lineage have 

made CD19 an attractive target for CAR-modified T-cell therapies for B cell malignancies 
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[103],[105],[116]. Treatments conducted with CAR T-cells targeting B-cell specific antigen CD19 

have reported a higher complete remission rate like 90% in children and adults with relapsed and 

refractory ALL [104]. Additional B-cell–specific cell-surface molecules, such as CD22, may hold 

similar promise and are under active investigations [104],[116]. 

The most widely used gene transfer method in delivering these CAR genes is using viral 

vector-based transduction as shown in Figure 1.2 [117]–[120]. Retroviruses or HIV derived 

lentiviruses are the most used types of vectors which has proven successful transfer [111],[121]. 

Also, the vector treated CAR T-cells have long term expression of CAR across multiple cell cycles 

[122],[123]. Both FDA approved KYMRIAH and YESCARTA methods use viral vectors 

[124],[125]. These treatments cannot be afforded by many, as the cost per treatment lies within  

$373,000-475,000 range as in May 2019 [106]. In addition, despite being used in clinical settings, 

viral vectors have issues due to permanent genetic modifications incurring on cells 

[117],[118],[122]. There are reports which indicate the risk of insertional mutagenesis, which has 

been observed during the trials for severe combined immunodeficiency and wiskott-aldrich 

syndrome, that is treated using transduced viral vectors to hematopoietic stem cells 

[122],[126],[127]. As per the most recent reports, the cytokine release syndrome (CRS) has been 

identified as one of the major side effects of using viral vectors. In CRS, over-activated T-cells are 

said to increase cytokine production by the native immune system [122],[128],[129]. This 

excessive cytokine production can result in even organ failures and death [122],[128],[129]. 

Considering the facts, a great effort has been made to develop non-viral methods for gene 

transfer into molecules. Out of these efforts, electroporation mediated mRNA transfection has 

emerged as one of the potential approaches that have successfully demonstrated antitumor activity 

[117],[130]. In vitro transcribed (IVT) mRNA encoding, CAR molecules are being used in this 
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method and the synthesis details are mentioned elsewhere [131],[132]. These mRNAs offer huge 

advantages in cost for transfection and can be done within a few thousands of dollars. Also, the 

transient nature of these mRNA mitigates the risk of permanent cell modification and T-cell 

activity [101],[133].  Although the transient nature of the mRNA addresses the huge downfall of 

the viral-based method that increases the chance for CRS, a patient has to go through several blood 

infusions during the treatment when mRNA is used [122],[134]. Also, due to the novel approaches 

in expanding CAR T-cell therapy to be used in solid tumor based therapies [114],[135], this mRNA 

transfected cells get exhausted quickly due to their transient nature [122]. Therefore, mRNA base 

CAR T-cell therapy is still not a popular choice in clinical settings.  

Several studies have been conducted to improve the lifetime of CAR expression on tumor 

cells, which include adding modifications to the mRNA structure to last longer [136],[137], or 

having more controlled delivery through transfection. There are reports which show that the 

amount of initial transfected genes can determine the lifetime of the CAR expression [123]. Thus, 

if we could transfect more mRNA into cells in a controllable manner, it will be a big step towards 

the mRNA-based CAR T-cells to be used in clinical settings as an affordable and safe therapeutic. 

However conventional electroporation methods used for mRNA transfection do not possess the 

capability of controlled mRNA injection. Also, those methods report a very low throughput (30%-

40% out of cells used), high cell death (60%-70% out of cells used) and inefficient transfection 

(20%-30%) [110],[138],[139]. 

To address these issues, here we report a microelectrode array-based miniaturized 

technology utilized with DEP, for controllable and effective electroporation. The technology was 

successfully utilized in CAR mRNA transfection. Results show an improved transfection 
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efficiency, controllable transfection, improved CAR-expressing time, faster target cell lysing, and 

higher viability, upon electroporation, over the conventional methods.  

1.3.4. To develop a label-free purification technique to remove dead cells from an 

electroporated cell sample 

As mentioned in the above section 1.3.3, existing mRNA electroporation methods produce 

about 60%-70% of dead T-cells during the CAR T-cell engineering process [110],[138],[139]. 

Recently, it has been found that these dead or dying cells not only reduce the yield of the 

engineered T-cell sample but also can cause serious complications by interacting with live cells 

and tissues [140],[141]. The compensatory proliferation and rapid stem cell differentiation are two 

of the examples [140],[141]. Compensatory proliferation is a process that dead cells can stimulate 

the proliferation of adjacent cells, which eventually can lead to enhanced growth of tumor cells  

[140]. There are reports that the mitogens released by the dead cells can cause stem cell 

differentiation and become cancer cells [141]. The effects of the above-mentioned issues will not 

only contribute to the rapid growth of tumors but also can contribute to seeding metastases[140]. 

 Therefore, It is an immense requirement to remove dead or dying cells from engineered 

CAR T-cell samples before infusing back into the patient. Although widely used cell purification 

methods like fluorescence-activated cell separation (FACS) and magnetic-activated cell separation 

(MACS) exist, they cannot be used in clinical settings for therapeutics [142],[143]. Both these 

methods have some issues; first, they need additional labels during the purifying steps, and these 

labels need to be completely removed from cells after they have been purified.  Second, MACS 

requires magnetic labels, but there are no known labels that can be attached to cells that have died 

through necrosis. Finally, FACS is not approved by the FDA due to the possibility of cross-

contamination with the fixed tubing [142],[143]. To address these critical issues, we have reported 
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a label-free cell purification method, combining microfluidics with DEP. In this method, when an 

electroporated cell sample flows through the microfluidic device, dead cells will be trapped in the 

device using positive DEP and the live cells can be collected at the outlet. The device was 

successfully utilized to obtain a purity (live cells) of ~99% at the output upon purification. 

1.3.5. To develop a methodology to high purity isolation of primary T-cells in samples 

contaminated with leukemia cells, for biomanufacturing of therapeutic CAR T-cells 

  A recent clinical study has reported a male patient who suffered from B cell Acute 

Lymphoblastic Leukemia (B-ALL) relapsed after 9 months from his treatment of CD19-targeted 

CAR T-cell therapy in an eccentric manner [144]. According to the study, the patient was in 

complete remission on the 28 days post-infusion. But later, when the patient was checked on 252nd 

day post-infusion, an expanded B-cell population was observed. This B-cell population has shown 

the CAR antibody molecules on cell surfaces and has developed immunity to CAR T-cells [144]. 

In the study, it was found that the expression of the CAR antibody on B-cells was caused by 

unintentional introduction on the CAR gene into a single leukemic B-cell during T-cell 

manufacturing [144]. Eventually, it developed a secondary tumor and the patient died. The report 

from the clinical study claims that the mentioned case is a rare event, but still, it holds a great threat 

towards patients who go through CAR T-cell therapies without knowing the odds [144]. Therefore, 

it is evident that reliable cell purification methods are needed to prevent tumor cell contamination 

for effective CAR T-cell therapy. 

Here, we report a DEP based microfluidic device to selectively trap contaminating cancer 

cells in isolated CD8 T cell samples from the blood. The microfluidic device we used in this study 

was the same as the study mentioned in section 1.3.5. Therefore, the purification using our method 

is label-free and can be utilized in clinical settings. In this method, DEP parameters and the flow 
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rates were fine-tuned to selectively trap contaminating large cancer cells from an isolated primary 

human T-cell sample. We were able to trap all the contaminating tumor cells in the device with 

100% purity value. Therefore, this technology can be successfully utilized in addressing the issue 

of contaminating cells which can develop resistance against the CAR T-cell therapy. 
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CHAPTER 2. QUANTITATIVE MEASUREMENTS OF DIELECTROPHORESIS IN A 

NANOSCALE ELECTRODE ARRAY WITH AN ATOMIC FORCE MICROSCOPY1 

Recent advances in biotechnology have allowed capturing individual biomolecules 

including disease-markers and cancer cells and monitoring their biological activities [43],[145]–

[147]. The ultimate goal of this field would be to completely control and manipulate the 

biomolecules for practical diagnostic applications. Among a number of techniques developed for 

the detection and manipulation of biomolecules, Dielectrophoresis (DEP)-based methods have 

demonstrated the feasibility of a remote control of target molecules to trap and dissect for highly 

sensitive screening. For example, DEP has been used for the separation of yeast 

cells,[148]viruses,[149] and cancer cells [43],[150], as well as to trap particular DNA molecules 

[151],[152], providing tremendous potential in biomedical applications. In principle, DEP is a 

force exerted on a polarizable particle such as biomolecules and cells in the presence of 

nonuniform AC electric fields in liquid medium [38]. Depending on the dielectric responses of the 

particle and the surrounding medium, the external fields induce an effective dipole moment p on 

the particle and an instantaneous force FDEP acting on the dipole [153],[154]. For the particle 

suspended in the non-uniform fields, the net force does not vanish. Thus, spatially asymmetric 

force due to the inhomogeneous field gradient in the medium drives the movement of the particle. 

In general, the force can be used to selectively attract (attractive FDEP) or repel (repulsive FDEP) 

biomolecules of interest from a complex medium to regions of strong electric fields. For example, 

                                                 
1 The material presented in this chapter was co-authored by Froberg, J.; Jayasooriya, V.; You, S.; Nawarathna, D.; 

Choi, Y.  Jayasooriya V. designed electrodes, defined the experimental conditions, participated in calculations, 

simulated the finite element models, co-drafted and revised all versions of this chapter.  Reprinted with permission, 

from Froberg, J.; Jayasooriya, V.; You, S.; Nawarathna, D.; Choi, Y. Quantitative Measurements of 

Dielectrophoresis in a Nanoscale Electrode Array with an Atomic Force Microscopy. Appl. Phys. Lett. 2017, 110 

(20), 203701. https://doi.org/10.1063/1.4983785.) 
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cancer cells,[155] cellular components, and biomarkers [156],[157] can be collected, separated, 

concentrated, and transported using DEP-based micro-fluidic devices. 

Although such non-invasive, non-contact DEP manipulation is a promising platform for 

biomedical applications, measuring and determining the strength of FDEP on biomolecules in nano 

electronic devices are challenging problems. In addition, several issues associated with DEP limit 

its applicability in practice. First, the external AC field intensity and its frequency to generate 

bipolar DEP can cause unwanted electrochemical reactions such as water electrolysis at metal 

electrodes [151], destroying both the biological sample and the nano electronic devices. Second, 

FDEP may not be uniformly distributed in the electrodes patterned on the devices due to the high 

sensitivity of the field variations near the sharp corners or edges of the electrodes at the nanoscale 

[158]. Effective solutions to the problems, on the other hand, would help to design the 

nanoelectronic device and tune the operating parameters to achieve strong FDEP to effectively 

manipulate target biomolecules in a desired manner under physiological conditions.  

  

Figure 2.1. Schematic of an interdigitated metal (Au) electrode array connected to the AC 

voltage source. 
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Here, we show that FDEP in the nanoelectronic devices can be experimentally measured and 

quantitatively evaluated by atomic force microscopy (AFM). A non-contact, dynamic AC lift-

mode AFM method similar to the typical electric or magnetic force measurement methods 

[61],[62] as used to investigate the force between an AFM probe tip and the nanoelectronics 

devices including both the smooth surface and the sharp edges of electrodes. The measurements 

allowed mapping out the force variation along the direction (z) normal to the electrode surface in 

the device. In this work, the conventional interdigitated electrode array that has proven to be quite 

useful for dielectrophoretic separation and travelling wave dielectrophoresis in previous research 

studies [159],[160]  was examined as shown in Figure 2.1 The device consists of planar metallic 

electrode arrays on a SiO2 substrate. With a pre-patterned mylar mask, gold electrodes were defined 

by the standard optical lithography, similar to the previous study [161]. The width of electrodes, 

gaps between the electrodes, and the height of the electrodes were 16 μm, 10 μm, and 140 nm, 

respectively. Devices were mounted in a liquid-compatible commercial AFM (NT-MDT NTEGRA 

AFM), and the AFM imaging was performed in an ionic buffer solution without evaporation while 

measuring. Conventional silicon AFM probe tips without a coating (force constant: 2.7 N/m, 

Budget sensors) were used for the imaging. The external AC voltage between the two metal 

electrodes was applied by a commercial function/arbitrary waveform generator (Agilent 33220A), 

which was filtered and synchronized with the AFM scanning. A multi-pass scanning technique 

was employed for the precise measurements of both surface topography and the force gradient. The 

first-pass scanning was performed in the typical semi-contact mode to obtain the surface 

topography characteristics. During the second pass measuring the force gradient, the probe was 

raised above the surface at a distance z followed by the surface topography contour. Such lift-mode 

scanning in the second pass prevents any influence of surface features on the measurement. The 
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second-pass measurement depends solely on the force gradient along the z direction based on the 

point probe approximation assuming that the probe tip has a dipole moment located in the center 

of the tip end. The AC lift mode operates with a lock-in feedback loop to keep driving the probe 

oscillation at the nearly resonance frequency [61],[162]. When a force acts on the probe tip, it 

causes the resonance frequency of the tip to shift, depending on the force gradient and the direction. 

Additionally, such changes in resonance frequency result in an amplitude and phase shift. Thus, 

although the three parameters serve as an indicator of the force measurement, the force gradient is 

mainly detected by measuring the probe tip’s phase vibration in the amplitude modulation mode 

using a simple lock-in amplifier. A mathematical relationship between the phase shift and the force 

gradient when 𝜕𝐹 𝜕𝑧⁄  is very small in magnitude compared to k is given by 

 ∆𝜙 =  
𝑄

𝑘
 
𝜕𝐹

𝜕𝑧
  (2.1) 

where Q is the Q-factor of the resonance peak, k is the force constant of the probe tip, and 𝜕𝐹 𝜕𝑧⁄  

is the force gradient in the direction normal to the surface [163],[164]. When 𝜕𝐹 𝜕𝑧⁄ is measured 

according to z, F can be obtained by integrating 𝜕𝐹 𝜕𝑧⁄ , For example, the negative shift of the 

measured phase corresponds to the attractive F and negative 𝜕𝐹 𝜕𝑧⁄  along the z direction. The 

AFM measurements were carried out in a phosphate buffer (1–10 μM KH2PO4, pH 7) at room 

temperature. The ionic strength of the buffer and the amplitude and frequency of the applied AC 

voltage were determined by the classical Maxwell-Wagner (MW) theory [38],[153]. Specifically, 

the complex Clausius-Mossotti (CM) factor depending on the complex permittivities of the particle 

and suspending medium and a depolarizing factor of the particle allow estimating the frequency 

dependent effective dipole moments of the particles as well as the magnitude and polarity of FDEP.  

 



 

20 

 

Figure 2.2. Multi-pass AFM measurements.  

(a) A topography image of the metal electrode (red color) and the SiO2 (black color) substrate and 

a height profile of line-cuts of the cross-section. (b) Phase images of (a) at three Vac fields. (c) The 

averaged phase shifts along the electrode step edge. Blue, black, and red curves correspond to 10 

kHz, GND, and 5MHz fields, respectively. 

Figure 2.2 depicts typical multi-pass AFM images of the device in the absence and in the 

presence of the external AC fields (Vac). Figure 2.2(a) presents a topography image and the 

corresponding height profile of the device acquired during the first-pass scanning, while the Vac 

was in the off-mode. The metal electrodes and SiO2 substrates were relatively flat and smooth 

compared to the sharp edge of the electrodes in the image. The edge line of the electrode is highly 

disordered at the nanoscale, producing additional non-uniform electric field distributions due to 

the lighting rod effects [153]. During the second-pass, lift-mode scanning at a particular z, a 

sinusoidal wave form of Vac with a peak to peak potential of 5V is applied through the two 

electrodes (Figure 2.1) to examine the AC field effects. Figure 2.2 (b) shows the phase images of 

the same electrode [Figure 2.2 (a)] under three different conditions: Vac (5 Vpp, 10 kHz); Vac (0 V, 

GND); and Vac (5 Vpp, 5MHz) at z.20 nm. In the control measurements performed without the 
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external AC field (Vac.0 V), the phase shift was observed along the electrode edge direction. Such 

a phase shift is attributed to a geometry effect at the sharp step edge. When the AFM scans over 

the step edge, the distance z between the tip and the sample instantly decreases and brings the tip 

into a more negative force gradient until the feedback loop restores the initial distance z, [162] 

Therefore, the negative force gradient due to the attractive force variations is shown in the dark 

color phase image only at the edge. When the AC electric fields were applied with different 

frequencies, further phase shifts were observed as depicted in Figure 2.2(b). In the presence of Vac 

(10 kHz), the features along the edge line in the phase image were unchanged, but their color was 

revealed to be darker, reflecting additional attractive forces acting on the AFM tip. Thus, the low 

frequency AC fields generated the attractive FDEP and negative FDEP/z. In contrast, repulsive FDEP 

generated by the high frequency (5MHz) fields reduced the net force, resulting in the brighter edge 

line in Figure 2.2 (b). Figure 2.2 (c) compares the mean phase shift along the edge direction for 

each measurement. Taken together, the frequency dependent, binary FDEP effects were able to be 

measured by our multi-pass AFM experiments.  

To examine the spatial distribution of FDEP and FDEP/ z along the x and z directions, the 

AFM measurements were carried out by varying z across the electrodes with two fixed frequencies 

of 10 kHz (attractive FDEP) and 5MHz (repulsive FDEP). Figure 2.3 (a) displays pure FDEP/z 

components and their z dependence, where the background component without the AC fields was 

removed at each z. Both positive and negative FDEP/z peaked at the edge of the electrode (x=0) 

for all z. The magnitude of FDEP/z fell off along the x axis regardless of the sign of FDEP/z and 

z, suggesting the reduction in the field strength variations along the x axis. Finally, the magnitude 

of FDEP/z approached minimum values when the tip was away from the edge (|x|>0), indicating 

minimum points in the field strength at the top of the electrode and a point equidistant between 
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two electrodes. Such observations are in excellent agreement with the strong dependence of FDEP 

on the strength of field gradients (FDEP/rE2).[153] 

 

Figure 2.3. The spatial distribution of FDEP/z.  

(a) The average FDEP/z versus two driving (10 kHz and 5 MHz) frequencies, demonstrating 

attractive FDEP with 10 kHz and repulsive FDEP with 5 MHz (b) The average FDEP/z and FDEP 

versus the separation distance z. FDEP was obtained by integrating FDEP/z. 
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Figure 2.3 (b) displays the peak values of FDEP/z and FDEP calculated from the measured 

FDEP/z as a function of z [61]. The values were nonlinearly decreased upon increasing the 

separation distance z between the tip and the electrode edge. The shape of these curves suggests 

the non-linear changes in the intensity of the field gradient at the edge. Furthermore, the magnitude 

of FDEP and FDEP/z was almost identical for two different frequencies at the same z. The results 

indicate that the CM factors for the low (10 kHz) and high (5 MHz) frequencies are nearly 

identical. When the tip was further away from the edge (>80 nm), FDEP approached nearly zero, 

providing an upper limit for the working distance of the short-range FDEP. 

 

Figure 2.4. (a) A two-dimensional plot of the strength of the gradient fields and (b) its profile 

along the x direction at various z values generated by COMSOL Multiphysics simulations. 

 

To further support our experimental observations, the fields and the field gradients were 

generated using commercial finite element software, COMSOL Multiphysics (COMSOL 

Inc.),[161] under identical conditions used in the experimental measurements. Figure 2.4 presents 

the spatial distributions of the fields and the strength of the gradient of the fields rE2 over and across 
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the electrode. The large variations in the fields appeared at the sharp edge, which was in strong 

agreement with our experimental observations. An asymmetric shape of the gradient of the field 

is due to the non-uniform charge distribution near the electrode edge. Furthermore, the magnitude 

of field gradients decreases as z increases, confirming the separation distance-dependent, short-

range DEP that is observed experimentally. Previous studies performed with both micro-scale 

particles and electrodes have revealed that FDEP was sufficient to drive motions of the particles 

[165]–[167]. When the particle size decreases to the nanoscale, however, FDEP substantially 

decreases due to the particle volume dependence of FDEP (FDEP ∝R3). Thus, although FDEP can be 

either repulsive or attractive by the driving frequency of the fields, our results proved that the 

strength and the apparent working distance of FDEP were strongly dependent on both particles’ 

dimension and electrodes’ fine structure. 

2.1. Conclusion 

 In conclusion, we achieved quantitative measurements of FDEP and FDEP/z in 

conventional, nanoscale, electronic devices using the multi-pass AFM methods. The results 

provided the spatial distribution of DEP and its strong dependence on the nanoscale structure of 

the electrode and the nanoscale separation distance from the electrode edge. On this scale, precise 

measurements of DEP are more important for quantitative comparisons among the competing 

forces such as viscous drag, Brownian, and hydrodynamic forces to determine the dominant forces 

governing the movements of biomolecules. The development of techniques like in cell therapy, 

demands precise knowledge of DEP to design micro/nano electronic devices and tune the operating 

parameters associated with other interfering forces for the effective manipulation of the target 

particles. 
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CHAPTER 3. SELECTIVE MANIPULATION OF BIOMOLECULES WITH 

INSULATOR-BASED DIELECTROPHORETIC TWEEZERS2 

3.1. Introduction 

As mentioned in chapter 2, In principle, traditional DEP techniques utilize the geometry of 

metal electrodes to create nonuniform electric fields (Figure 3.1 (a)), which induces motion of 

polarizable objects from the medium to regions of strong electric fields by either attracting 

(positive DEP, pDEP) or repelling (negative DEP, nDEP) them [38],[153]. The electrokinetic-

driven, selective trapping and separating of target objects from the medium to the electrodes have 

been demonstrated previously using DNA [168],[169], cancer cells [25],[155],  and bacteria 

[170],[171], along with microfluidic configurations. Alternatively,  insulator-based DEP (iDEP) 

or electrodeless DEP techniques have been developed to trap target objects with insulating 

obstacles rather than metal electrodes [64],[151],[172], eliminating potential fouling, electrolysis, 

and joule heating issues caused by the applied high electric field at the metal electrodes of the 

traditional DEP method. In these devices, a constriction or channel in an insulating material 

deforms the electric field in a solution, creating a high electric field gradient with a local maximum 

(Figure 3.1b). Thus, the insulating obstacles can trap target objects including DNA and cells 

[63],[172]. Moreover, iDEP provides a nonuniform electric field over the entire depth of the 

channel, increasing the effective trapping area without the issues [64],[172]. The advantage of 

iDEP is that it can be easily fabricated and integrated with microfluidic systems to improve 

                                                 
2 The material presented in this chapter was co-authored by Oh, M.; Jayasooriya, V.; Woo, S. O.; Nawarathna, D.; 

Choi, Y.  Jayasooriya V. conducted experiments with Oh. M., simulated the finite element models, manufactured 

micro needles and co-drafted and revised all versions of this chapter.  Reprinted with permission, from Oh, M.; 

Jayasooriya, V.; Woo, S. O.; Nawarathna, D.; Choi, Y. Selective Manipulation of Biomolecules with Insulator-

Based Dielectrophoretic Tweezers. ACS Appl. Nano Mater. 2020. https://doi.org/10.1021/acsanm.9b02302.).  

https://doi.org/10.1021/acsanm.9b02302
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detection efficiency and enhance biomolecule mixing, separation, and concentration, which is not 

possible with other manipulation techniques, such as optical and magnetic trapping [169],[173]. 

 

Figure 3.1. Insulator-based dielectrophoretic (iDEP) tweezers. 

(a) Electric field lines (red arrow) and contour plot of the field created by the metal electrodes. (b) 

Deformation of the field by the insulating obstacle in the center generates the additional iDEP trap. 

(c) Schematic diagram of the device and zoomed-in SEM images of the insulating tip controlled 

by the xyz manipulator. The scale bars are 500 and 2 μm (inset). (d) The distribution and the 

strength of the electric field gradient around the tip calculated by the finite element COMSOL 

simulation, predicting the strong field gradient at the electrode edges and the tip end. The scale bar 

is 5 μm. (e) The line profile of the electric field gradient along the x-axis at the tip height z of 140 

nm, showing a very sharp peak of the field gradient at the rim of the tip. The inset presents the 

peak values of the field gradient’s strength as a function of z. 

Although several DNA manipulation techniques have been improved and used to measure 

DNA unzipping,[174] hybridization,[175] and digestion of DNA by λ-exonuclease,[176] no 

effective methods have been developed for spatial control of DNA. For instance, fixed-position-

based approaches, such as atomic force microscope (AFM), micropipette, and optical tweezers, 

and fixed-force-based approaches, such as a magnetic trap, allow limited control of DNA, since 
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DNA ends are fixed at the beads, AFM and micropipette cantilevers, and glass surfaces 

[177],[178]. Furthermore, those techniques suffer from the high force noise and drift associated 

with high bandwidth of the cantilevers and bead size [178],[179]. Thus, three-dimensional control 

of DNA using conventional manipulation techniques, including DEP and iDEP methods is not 

feasible. For the spatial manipulation capabilities, such as picking up, repositioning, and releasing, 

several nanoscale metallic tip- based DEP methods have been introduced. For example, conductive 

AFM probe tips [180]–[183] and nanoscale pipet tips coated with metal [168],[184],[185] have 

been used to create the nonuniform electric field and field gradient at the end of the tip, 

demonstrating as an alternative technique for manipulating biomolecules and biopolymers. 

However, the metallic tip based DEP methods in which a working principle is the same as the 

traditional DEP suffer from the drawbacks associated with electrochemical reactions at the metal 

DEP electrodes [151]. To overcome this limitation, we demonstrate insulator based, electrodeless, 

mobile DEP tweezers that provide spatial control and manipulation of biomolecules without the 

issues of fouling and electrolysis. In this work, we used nonmetal, unbiased tips that squeeze the 

electric field in the medium and create a strong, localized field and its gradients at the end of the 

tip. Thus, the tip acts like iDEP tweezers capable of three dimensional trapping, placing, and 

releasing biomolecules, such as DNA. Furthermore, this technique eliminates the complex 

fabrication of DEP devices, such as coaxial or triaxial nanoscale tips, and the requirements of 

specialized operating instruments like AFM. 

3.2. Results 

3.2.1. Modeling of the electric fields and the field disturbance 

Our iDEP tweezers exploit the interdigitated electrode array, which has proven to be quite 

useful for dielectrophoretic separation in previous studies [159],[186],[187]. The device consists 
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of planar gold electrode arrays defined by the standard optical lithography technique on a SiO2 

substrate, similar to our previous work [186],[188] (Figure 3.1(c)) and an insulator tip controlled 

by an xyz manipulator between a pair of interdigitated electrodes. The strength of the electric field 

intensity gradient ∇E2 in the proximity of the tip was examined using the COMSOL Multiphysics. 

Figure 3.1(d) and e depict the spatial distributions of ∇E2 over and across the electrodes when an 

external AC voltage Vac (7 Vpp, f = 50 kHz) is applied between two electrodes. Without the tip, the 

strong ∇E2 were formed only at the sharp electrode edges because of the inhomogeneity of the 

electric field created by the external AC voltage, which agrees with our previous experimental 

observations [161],[186].  In the presence of the tip between the two electrodes, an additional 

strong ∇E2 around the tip end was created (Figure 3.1(d)). The insulator tip deformed the electric 

field in the conducting solution and generated inhomogeneous field gradients with a local 

maximum surrounding it, suggesting strong DEP at the tip end (FDEP ∝ ∇E2).   

The distribution of ∇E2 along the x-axis demonstrates that ∇E2 increases near the tip and 

maximizes at the tip edge (Figure 3.1(e)). Compared to the flat surface of the tip end, the edge line 

of the tip end is highly disordered, which produces additional nonuniform electric field 

distribution. The ∇E2 peak sharply drops to the relatively flat ∇E2 along the x-axis, demonstrating 

that the effective iDEP site is physically smaller than the tip. The effective trapping volume at the 

tip depends on the tip diameter because the distribution and centration of ∇E2 around the tip varies 

with the tip dimension. Therefore, the unbiased insulator tip producing an additional localized 

iDEP trap is able to serve as a spatially mobile and remotely tunable biomolecule tweezers, in 

order to trap, relocate, and release the nanoscale objects. 
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3.2.2. Fluorescence imaging of the submicron particles with the iDEP tweezers. 

 

Figure 3.2. The IDEP manipulation of fluorescently labeled polystyrene nanoparticles. 

(a−c) DEP acting on the nanoparticles without the tip: (a) No AC field between the electrodes, (b) 

low-frequency AC voltage (5 V, 20 kHz) attracts the nanoparticles to the electrodes (pDEP), and 

(c) high frequency AC voltage (5 V, 2 MHz), in contrast, repels the nanoparticles to the center of 

the electrodes (nDEP). (d−g) In the presence of the tip, the nanoparticles were trapped around the 

tip when the AC voltage was applied (5 V, 20 kHz), and the trapped nanoparticles were instantly 

released from the tip after turning the AC voltage off. (h−l) The iDEP tweezers trap the 

nanoparticles, hold them while repositioning, and release them by turning off the AC voltage (5 

V, 20 kHz). The yellow arrow is 80 μm. All scale bars are 5 μm. 

To demonstrate the feasibility of the iDEP tweezers in relation to transport and mobility, 

we initially examined the polystyrene particles (Figure 3.2). First, the capability of traditional DEP 

acting on the particles was measured in the absence of the tip (Figure 3.2 a-c). In the absence of 
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both AC voltage and the tip, the particles were freely diffusive in the buffer (Figure 3.2 a). When 

the low frequency AC voltage (5 Vpp, f = 20 kHz) was applied, the particles were attracted to the 

electrode edge due to the positive DEP (pDEP, Figure 3.2 b). In contrast, the high frequency AC 

voltage (5 Vpp, f = 2 MHz) repelled the particles, so the particles were accumulated in the center 

between the two electrodes, where the electric field gradient is minimum.  (nDEP, Figure 3.2 c). 

These frequency-dependent, bipolar DEP results were in excellent agreement with the classical 

Maxwell−Wagner (MW) theory,[38],[153] where the Clausis−Mossotti (CM) factor and the cross 

over frequency fco of 0.7 MHz allow for the estimation of the frequency dependent FDEP polarity.  

Next, the particle trapping at the tip placed in the center of two electrodes was investigated. 

Figure 3.2 d−g demonstrate a series of measurements regarding the trapping of the particles at the 

tip by turning on and off the AC voltage between the electrodes. By turning on the pDEP trap bias, 

the particles were attracted to the high electric field near the tip and trapped at the tip end (Figure 

3.2e). The trapped particles were immediately released and diffused away from the tip after turning 

off the pDEP trap bias (Figure 3.2 f). When the trap bias was reapplied, the particles were trapped 

again in similar fashion at the tip (Figure 3.2 g). Such trapping and releasing of particles were 

reproducible. After trapping particles, the tip was spatially manipulated. Figure 3.2 h−k are a 

sequence of images that show the motion of the tip and particles along the y-axis (yellow arrow). 

During the tip manipulation, the position and shape of the trapped particles were almost identical 

without further interferences from the electrodes. Following the repositioning of the tip and 

particles, the trap bias at the electrodes was turned off (Figure 3.2(l)). The particles were 

immediately released from the trap and freely diffused away from the tip. Thus, the iDEP at the 

tip is strong enough to trap and hold the particles while repositioning, in order to use the tip as 

nanoscale mobile tweezers. Please note that the particles drawn into the pDEP trap at the electrode 
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were not shown in Figure 3.2 h−k because some electrodes have smooth edges. Although the 

particles were still trapped on the electrodes, the particles on the Au electrodes could not be seen 

by the objective placed under the devices. 

3.2.3. Spatial manipulation of DNA with the iDEP tweezers 

 

Figure 3.3. Spatial manipulation of DNA using the iDEP tweezers. 

(a)-(c) DEP acting on DNA without the tip: (a) Low-frequency AC voltage (7 V, 50 kHz) strongly 

attracts DNA to the electrodes (strong pDEP). (b) By increasing the frequency of AC voltage (7 

V, 200 kHz), DNA were trapped in the middle of two electrodes, forming the DNA clouds (weak 

pDEP). (c) High-frequency AC voltage (7 V, 10 MHz) repels DNA to the center of the electrodes 

(nDEP). (d−g) In the presence of the tip, the iDEP tweezers picked up DNA around the tip under 

the weak pDEP condition (7 V, 200 kHz), and trapped DNA were immediately released from the 

tip after turning the AC voltage off. (h−l) The iDEP tweezers trap DNA, hold them while 

repositioning, and release them by turning of the applied AC voltage (7 V, 200 kHz). The yellow 

arrow is 70 μm. All scale bars are 5μm. 
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Following the examination of the particles with the iDEP tweezers, we further investigated 

the capability of the iDEP tweezers in manipulating DNA (Figure 3.3). Compared to the particles, 

prediction of DEP strength and fco, determining polarity of DEP for DNA is very complicated 

[168],[189].  Several models including the CM factor [26],[182], quantitative measurement of the 

DNA polarizability α, [190]–[193] and the counterion fluctuation (CIF) [168],[189],[194] have 

been proposed to estimate DEP strength and polarity acting on DNA (see the Discussion section 

for further details). Although fco is not exactly defined in those models, the polarity of DEP could 

be reversed at reasonably separated upper and lower frequency limit.  

Similar to the particle manipulation, we first examined bipolar DEP acting on DNA (Figure 

3.3 a−c). When a low frequency AC voltage was applied (7 Vpp, f = 50 kHz), DNA was attracted 

to the edge of electrodes (Figure 3.3(a)). After increasing the frequency of the applied AC voltage 

(7 Vpp, f = 200 kHz), DNA moved off from the electrode and trapped between two electrodes, 

forming stretched-DNA clouds (Figure 3.3 b). Such DNA cloud observation at the interelectrode 

gaps by the weak pDEP trap agrees with previous observation with the DNA plasmid [189],[191]. 

At a sufficiently high frequency (7 Vpp, f = 10 MHz), the DNA was repelled from the electrodes 

and aligned at the center of the two electrodes (Figure 3.3 c). Therefore, the low and high frequency 

AC voltages yield both pDEP and nDEP on DNA, suggesting bipolar CM factors. By placing the 

tip between a pair of interdigitated electrodes, the utility of the iDEP tweezers in trapping DNA 

was subsequently examined (Figure 3.3 d−g). When the bias of pDEP trap (7 Vpp, f = 200 kHz) 

was turned on, DNA was attracted to the tip, forming a broad, cloud-like structure surrounding the 

tip. Compared to the particles which are solid spheres, DNA is a long polymer chain, so the 

structure of DNA varies under different environments (e.g., pH, ionic strength, force acting on 

DNA). Thus, such broadening could be attributed to the stretched structure of DNA [193],[195]. 
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When the pDEP trap vanished by turning off the applied AC bias, the DNA clouds completely 

disappeared around the tip, indicating that the iDEP tweezers can instantly trap and release DNA 

without any permanent attachment at the tip or damage due to the direct contact of the metal 

electrodes applied at a high AC voltage. Finally, the trapped DNA was manipulated by moving 

the tip along the y-axis (Figure 3.3 h−k). The DNA clouds initially formed around the tip and 

followed the direction of the moving tip. Throughout the manipulation, the volume and shape of 

the clouds were almost identical. These results suggest that our iDEP tweezers can tightly hold 

DNA, and that the trapping strength is consistent in the devices. Such capabilities are prerequisite 

for the precise measurements of protein properties and activities while controlling and 

manipulating proteins [179]. Following the repositioning the DNA clouds, the AC bias of the 

pDEP trap was turned off. DNA were completely released from the tip as shown in Figure 3.3 l. 

Such trapping and manipulating of DNA with iDEP tweezers were reproducible with both 

homogeneous DNA (48 502 base pairs) and nonhomogeneous mixed DNA containing 6 fragments 

from 3550 to 21 226 base pairs. 

3.3. Discussion 

Taken together, results from fluorescence imaging of the submicron particles and DNA 

demonstrate the effective control and manipulation of objects using the iDEP tweezers. In 

principle, our iDEP tweezers enable us to manipulate nanoscale particles (R > 11 nm) by 

comparing them to the competing thermal force (𝐹𝑡ℎ =
𝐾𝐵𝑇

2𝑅
).[26],[196] Here, we briefly discuss 

the physical mechanisms of the iDEP of DNA to guide design rules for creating effective iDEP 

tweezers for general use of other biomolecule control and manipulation measurements.  

Depending on the dielectric responses of the objects and the surrounding medium, the 

external fields induce an instantaneous force 𝐹𝐷𝐸𝑃 = 1/4∇|𝐸|2 acting on the objects with the 
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effective polarizability α of the object, which is associated with the frequency-dependent CM 

factor [38],[153]. For the spherical particles, spatially asymmetric force due to the inhomogeneous 

field gradient in the medium drives the movement of the polarized particles either by attracting or 

repelling them from the medium to regions of strong electric fields, such as the electrode edge or 

the tip end. Such frequency-dependent CM factors, polarizability, and DEP are in excellent 

agreement with many experimental observations and computational simulations, ours included 

[25],[186]. 

Unlike the dielectric particles, precise identification of α values for DNA and the influence 

of DEP on DNA are not completely understood, [197] since DNA is not a spherical particle but 

rather a long biopolymer where the negative charges of DNA are fixed at the backbone. Taking 

into account the DNA shape, the real part of α values of DNA could be estimated using either the 

traditional CM factor approach,[26],[182] the recent CIF model,[168],[189],[194] or experimental 

measurements[190]–[193]. By assuming the stretched DNA is an ellipsoid, the axis-dependent α 

of the CM factor model is given by α = 6ν𝜀𝑚𝑅𝑒[𝐾], where 𝐾 =
𝜀𝑝

∗ −𝜀𝑚
∗  

3[𝐿𝑛(𝜀𝑝
∗ −𝜀𝑚

∗ )+𝜀𝑚
∗ ]

 , 𝐿𝑛, 𝜀𝑚
∗ , and 𝜀𝑝

∗  

are the complex CM factor, depolarizing factor, volume of the particle, and complex permittivity 

of the medium and particle, respectively.[198] The polarizability values found from the CM factor 

model were 6.53 × 10−28 Fm2 at f = 50 kHz, 2.87 × 10−28 Fm2 at f = 200 kHz, and −2.59 × 10−31 

Fm2 at f = 10 MHz, which yielded the DEP strength of 41.5 nN at f = 50 kHz, 18.3 nN at f = 200 

kHz, and nDEP −16.5 pN at f = 10 MHz under constant AC voltage (7 Vpp).  

Alternatively, the CIF model, in which the redistribution of counterions surrounding DNA 

under the AC fields is responsible for the movements of DNA, enables an estimate of the total 

polarizability given by 𝛼 =
𝑧2𝑞2𝐿𝑠

2𝑛𝑐𝑐𝐴𝑠𝑡

12𝐾𝐵𝑇
 
𝑙𝐷𝑁𝐴

𝐿𝑠
, where z, q, Ls, ncc, Ast, lDNA, kB, and T are the valence 

of counterion, the electric charge, the subunit length, the number of condensed counterions, the 
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stability factor of the ionic phase, the contour length of DNA, the Boltzmann constant, and the 

temperature, respectively [168],[189]. The total polarizability of the CIF model varies from 1.52 

× 10−29 to 1.52 × 10−28 Fm2 depending on the dielectric increment Δε values [194],[199]. For the 

48 502 bp DNA, the polarizability per base pair yields values from 3.12 × 10−34 to 3.12 × 10−33 

Fm2/ bp, which agree with those determined by the experimental measurements and are within the 

range quoted in the literature [190],[200]. Thus, the CIF model predicts the DEP strength of 

0.962−9.62 nN. Unfortunately, the CIF model does not allow the reasonable estimation of both 

pDEP and nDEP since the α values were remarkably insensitive to the frequency range, with only 

a 3-fold difference for a frequency that differs by 103-fold [191],[199]. Although previous DEP 

measurements with DNA have demonstrated the pDEP trap around the electrode or obstacles, no 

experiments have discussed nDEP, or the strength of nDEP that was simply assumed to be identical 

to pDEP with the reversed sign (i.e., nDEP = −|pDEP|) [201]. However, the observations of both 

pDEP and nDEP rely on the experimental limitations associated with either the DEP operating 

parameters (e.g., AC voltage, frequency, buffer, DNA fragment, and concentration) or the design 

of the DEP device. In addition to the polarity of DEP from those models, there is disagreement 

about the magnitude of DEP between them. First, the strength of pDEP, compared to the nDEP 

values obtained by the CM factor calculation, is substantially increased by almost 3 orders of 

magnitude. The overestimation of pDEP is originated by the ellipsoidal assumption of DNA in 

which the effective polarization is different along each axis. In particular, a prolate spheroid or 

highly elongated (needle shaped) object tends to align itself with its longest axis parallel to the 

external fields regardless of positive or negative DEP, [153] which resulted in highly asymmetric 

CM factor values at a low frequency regime (Figure 3.4). Such alignment behavior of the DNA 

could further lead to stretching them between two electrodes under the weak pDEP as shown in 
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Figure 3.3 b. Second, the pDEP values estimated from the two approaches differ by nearly a factor 

of 2−40. This difference is attributed to the assumption of DNA as a rigid rod in the CM factor 

model, which enhances its polarizability in a longitudinal direction and increases subunit length 

Ls in the CIF model. The CM factor calculation allows us to estimate fco = 6.5 MHz and bipolar 

DEP (Figure 3.4), which confirms our experimental observations of pDEP and nDEP behaviors. 

Despite such valuable information from the CM factor model, the charge redistribution under the 

AC fields is inapplicable to DNA because the negative charges are fixed to the DNA backbone. 

While the CIF model considers the counterion fluctuation and its contribution to the polarizability 

of DNA under the AC fields, the polarity and frequency-dependence of nDEP cannot be derived 

from the model. Thus, further studies are needed to address the polarization mechanism for DNA 

under the influence of the nonuniform AC fields. 

 

Figure 3.4. Asymmetric, frequency dependent real part of the CM factor assuming DNA as an 

ellipsoidal particle.  

The inset shows the negative values of the CM factor at f > fco, which lead to negative DEP. In 

calculating this plot, the following parameters were used: a = b = 2 nm, c = 22 μm, εp = 8εo, εm = 

78εo, σp = 1 S/m, σm = 5 × 10−4S/m. 
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In any case, the theoretical evaluation of the DEP must be stronger than the thermal force 

(𝐹𝑡ℎ =
𝐾𝐵𝑇

2𝑅𝐻
), driving the Brownian motion of particles with a hydrodynamic radius RH at room 

temperature T because of its interference with the DEP manipulation [26]. Using the worm-like 

chain model,[202] the radius of gyration (Rg ≈ 1.54RH) of DNA was estimated to be 606 nm, which 

resulted in Fth of 5.23 fN. These results also suggest a minimum strength of ∇E2 of                             

8.08 × 1016 V2/m3 at the trapping site to overcome the thermal diffusion.  

Finally, the effective volume and trapping pattern of DNA are examined. The effective 

trapping distance from the tip end to the end of the trapped particles and DNA was measured to be 

approximately 3−8 μm, depending on the direction of the measurements. Considering the RH of 

393 nm and the contour length of 22 μm, the trapping distance and pattern suggest that the 

individual DNA is neither randomly coiled nor perfectly stretched. Instead, the DNA could be 

partially stretched under the AC fields, forming widely spread cloud structures around the tip end 

(Figure 3.3). Such cloud effects due to the partial stretching of DNA trapping was also observed 

when the pDEP conditions were changed (Figure 3.4). After increasing the frequency from 80 kHz 

to 200 kHz of the applied AC voltage (9 Vpp), DNA formed like clouds between two electrodes. 

In general, high frequency lowers the strength of DEP due to the decrease of the frequency-

dependent CM factor in the CM factor model (Figure 3.4) and the total polarizability of the DNA 

in the CIF model [193],[200] and the experimental observations [191],[199]. Thus, the DNA cloud 

effects could be partially stretched DNA molecules due to the weak pDEP, which has been also 

previously observed [189],[191]. The experimental observation of the DNA trapping pattern 

manifests the strong dependence of DNA’s α value on the frequency of the AC fields. 
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Figure 3.5. Frequency dependent DEP and the DNA trapping pattern. 

(a) The low-frequency AC voltage generates strong pDEP, attracting DNA to the electrode (9 V, 

80 kHz). (b) After increasing the frequency of the AC voltage (9 V, 120 kHz), DNA experiences 

slightly reduced pDEP, which causes the trapped DNA to partially move off from the electrode. 

(c) After further increasing the frequency of the AC voltage (9 V, 200 kHz), the DNA were fully 

stretched between the electrodes, indicating a significant dependence of the DEP strength and the 

DNA polarizability on the frequency of the applied AC voltage. The scale bar is 10 μm. 

3.4. Conclusion 

By linking an insulator tip and conventional dielectrophoretic method, we have 

demonstrated that our iDEP-based molecular tweezers can trap, carry, reposition, and release the 

submicron particles and DNA. The technique allows a simple and effective separation in a fluid 

environment without potential issues, such as fouling, electrolysis, and joule heating, associated 

with traditional metal-based DEP methods. We have compared two polarization models of DNA 

and demonstrated that either model could not fully describe iDEP behaviors of DNA. However, 

the strength of iDEP tweezers estimated by both models was strong enough to overcome the 

competing forces acting on a particle or DNA in a fluid, including thermal force and viscous drag. 

These results enable other researchers to design and determine operating parameters to 

successfully perform iDEP-based manipulation experiments with a range of biomolecules and 

biopolymers. 
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CHAPTER 4. DESIGN OF MICRO-INTERDIGITATED ELECTRODES AND 

DETAILED IMPEDANCE DATA ANALYSIS FOR LABEL-FREE BIOMARKER 

QUANTIFICATION3 

4.1. Introduction 

Biosensors are commonly used to quantify the levels of biomarkers, bacteria and DNA in 

biological samples[70]–[73]. In particular, quantification of biomarkers that are related to diseases 

is important because they indicate important biological states of diseases[203]. In medicine, 

biomarkers are utilized to detect infections and other diseases such as cancer, myocardial infarction 

and schizophrenia [74]–[76]. In addition, biomarkers are also used to evaluate prognosis and 

treatments [74].  In the context of cancer, the ability to measure specific cancer biomarker proteins 

in patients’ serum or saliva with high accuracy will be leading to revolutionize the treatments [74]. 

To this end, Enzyme-linked immunosorbent assay (ELISA) is the gold standard for 

detecting/quantifying biomarker proteins [77]. The ELISA has a minimum detection limit of 250 

pg. of target biomarkers in 1mL of sample [78]. This detection limit is not sufficient for many 

cancers, specially, in the early stage of tumor development, it is required to detect/quantify 

biomarkers much lower than the current limit [74]. To address this issue, number of other methods 

have been proposed and tested. 

Among the techniques that are proposed for biomolecule detection in clinical and point-of-

care settings, electrical impedance based biosensing (biomarker detection) is a low-cost, label-free 

and high-sensitive technique [85]–[87].  In electrical impedance based biomarker detection, 

                                                 
3 The material presented in this chapter was co-authored by Jayasooriya, V. and Nawarathna, D.  Jayasooriya 

conducted experiments and co-drafted and revised all versions of this chapter.  Reprinted with permission, from 

Jayasooriya V. and Nawarathna, D., “Design of Micro-Interdigitated Electrodes and Detailed Impedance Data 

Analysis for Label-Free Biomarker Quantification”. Electroanalysis 2017, 29 (2), 330–338. 

https://doi.org/10.1002/elan.201600364.). 
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typically, the change of electrical impedance when biomarker protein is conjugated to the 

complementary antigen/antibody is measured [70]. Moreover, in biomarker protein detection, an 

antigen that has an affinity towards to target biomarker protein is, first, immobilized on the solid 

surface between electrodes, and impedance is measured. Second, serum or saliva sample is 

introduced, and target biomarker proteins conjugate with the antigens on the solid surface[70]. The 

impedance with and without biomarker protein is measured by applying a small sinusoidal voltage 

(<10mV) with a specific frequency or range of frequencies across electrodes and measuring 

current. The voltage to current ratio is used to calculate the complex impedance at a frequency. 

Finally, change of impedance, when target biomarker proteins present is calculated.  

To quantify biomarker protein levels of a sample, the change of impedance is converted to 

the corresponding biomarker protein concentration (typically in g/mL or moles) using a standard 

curve [70]. The standard curve is generated using known concentrations of biomarker proteins and 

corresponding change of impedance. Since impedance of biomarker protein (change of impedance 

values) is frequency dependent, impedance experiments are carried out in range of frequencies. It 

has been demonstrated that target bio-molecules show very strong frequency dependent impedance 

variations in low frequency (<1MHz) [86]. Using the impedance data, the frequency or range of 

frequencies that has a linear relationship between molarity of biomarker protein and impedance 

(change of impedance) is determined. Various biomarker protein molecules, DNA and RNA have 

been successfully quantified using this technique [70],[204],[205]. However, electrical impedance 

at a given frequency is complex number (Z=R+jX; R is the resistance and X is the reactance) with 

magnitude (│Z│) and phase (ɸ= tan-1 (X/R)). In-depth analysis of impedance data using both |Z| 

and ɸ will provide valuable information about the interactions between antigens, target biomarker 

proteins and electrolyte solution with externally applied AC voltage signals (AC electric fields). 
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This information on the physical phenomenon is needed to develop sensitive impedance based 

biosensing. Further, designing of sensitive IDE electrode arrays that can detect desired levels of 

biomarker levels are needed in the medical diagnosis. Unfortunately, there are no proper scientific 

investigations to address those questions.    

 

Figure 4.1. Components of the experimental set-up utilized in measuring impedance of biotin-

avidin complexes.  

(a) A picture of the experimental set-up showing the impedance analyzer, sample holder and 

software program to collect data. (b) A picture showing the micro-fabricated interdigitated 

electrode array with 166 electrode pairs (30µm gap between electrodes and 30µm width of each 

electrode). The impedance analyzer was connected to the A and B. (c) Close-up view of the 

interdigitated electrodes showing the gap between electrodes and density of electrodes. 

To fill this critical need in impedance based biosensing, we have conducted a systematic 

study. In this study, we have designed, fabricated and utilized micro-interdigitated electrodes for 

our experiments. These electrodes are capable of generating high electric fields to excite target 

molecules and produce target molecule dependent impedance. Therefore, first, we investigated 

electric fields produced by the interdigitated electrodes and discussed the design of interdigitated 

electrodes for impedance measurement experiments. Second, we used biotin-avidin system as the 
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model and measured the electrical impedance (1Hz-1MHz) of 0-100pM avidin molecules. We then 

systematically analysed impedance data by decomposing measured impedance into real part (Re 

(Z)), imaginary part (Im (Z)) and phase (ɸ) of the measured impedance data. Finally, we have 

utilized theoretical Warburg electric circuit model to calculate sensitivity of the IDE array in 

quantifying avidin molecules. 

4.2. Materials and methods 

Figure 4.1(b) and (c) show pictures of the interdigitated electrode array (IDE) that we have 

designed and used in our experiments. In designing IDEs, first, to quantitatively understand the 

electric fields on individual IDEs, we have calculated the electric fields using COMSOL software 

(COMSOL, Inc.) in the frequencies from 1 Hz to 1 MHz.  To set-up COMSOL calculations, 

briefly, IDEs were drawn to a scale using AutoCAD (Autodesk) software and imported into 

COMSOL software. We then used the AC/DC electric current (ec) module and frequency domain 

studies to calculate electric fields. Furthermore, we assumed that a buffer solution (σ=1.67 S/m 

and ɛr =80.3 at 0 Hz)) was filled over the IDEs and also assumed that an external sinusoidal 

potential (10 mVpp) with a known frequency was applied on the electrodes. In addition, we 

assumed that the IDEs were connected to the external function generator (impedance analyzer) at 

A and B (Figure 4.1(b)). Finally, the IDEs were meshed using free triangular extremely fine mesh 

with maximum element size of 10 µm and minimum element size of 0.21 µm. Using this 

information, we calculated the magnitude of the electric field (|E|) in the frequencies 1, 100, 

100000 and 1000000 Hz (Figure 4.2(a)) across the entire IDE array (from pair 1 to 166). These 

frequencies were selected to study the variation of electric fields in very low, medium and high 

frequencies and study how target biomolecules will interact with AC electric fields. Our COMSOL 

calculations indicate that there is a constant electric field established in each pair of IDEs below 
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10 Hz (Figure 4.2 (a)). Therefore, below 10 Hz, all the biomolecules including target biomarker 

protein and immobilized antigen complexes that are in the IDE array will experience constant 

electric field of 380 V/m.  

 

Figure 4.2. Design of electrodes of the IDE array using electric fields.  

(a) Calculated variations of the AC electric fields from 0 electrode pair to 166 electrode pair. (b) 

and (c) Variation of the electric fields across the IDE arrays in 1 Hz and 1MHz respectively. 

After 10 Hz, as the frequency increases from 10 Hz-1MHz, the magnitude of the electric 

field continue to decrease across IDE array (from pair 1 to 166). The pair 1 has the highest electric 

field because it is the closest to the points where the external potential was applied (A and B). For 

example, at 1MHz, pair 1 has about 340 V/m electric field and pair 50 has electric field value of 

320 V/m. Similarly, 100 and 160 the IDE pairs have electric field values of 300 and 290 V/m 

respectively. The magnitude of the electric field generated over a pair of IDEs is important because 

the electric field must be large enough to electrically polarize all the biomarker proteins and 

produce impedance across IDE electrode pairs [154],[206]. These electric field values are capable 

of successfully polarizing the biomolecules. If target biomarker protein molecules that are between 
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any IDE pair do not contribute to the measured impedance (because molecules are not being able 

to electrically polarize), change of impedance may not correlate well with the molarity of 

biomarker protein molecules that are in the sample. This will lead to inaccurate results when 

quantifying number of biomarker protein molecules in the sample. Therefore, it is required to 

perform electric field calculations and find the variations electric fields across the IDEs array. In 

addition, using electric field calculations, for a given biomarker quantification, it can be 

determined the minimum number of IDE pairs needed in the array.  

In addition, number of IDE pairs in the array is also important. To systematically determine 

the number of IDE pairs, we studied how electric fields vary with number of interdigitated 

electrode pairs of an IDE array (Figure 4.2 (b)). As shown in the Figure 4.2(b), when IDE arrays 

get smaller (by reducing number of electrode pairs), the variation of electric fields across each pair 

diminish. On the other hand, when the IDE array gets smaller (by reducing the number of IDE 

electrodes), the total surface area between electrodes are reduced. This will reduce the number of 

binding sites available for target biomolecules. One can increase the spacing between electrodes 

to increase the space available for antigen molecules, but it will cause to decrease the magnitude 

of the electric field. To avoid the electric fields weakening, one can easily increase the external 

potential applied the IDE array. Furthermore, the width of the electrode also very important. Wider 

electrodes occupy the substantial space in the IDE array. On the other hand, when the width of the 

electrodes is getting narrow, the production cost of the electrodes is significantly increase because 

it requires special photo lithography masks and lithography equipment. The gap of the electrode 

is also important in the impedance experiments. The gap will determine the magnitude of the 

electric field applied to the biomolecules. Again, to produce electrode with small gaps between 

electrodes will cost more to fabricate. In addition, if the gaps are very small, small signal 
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assumption utilize in the impedance measurements will not be valid and generate inaccurate 

impedance readings. Since the electrical impedance is a quantitative measurement of the 

molecules. Any changes to width and gap of the electrodes will affect the measured magnitude of 

the impedance because those changes will alter the number of molecules that can have between 

electrodes. At the same time, when width and gap change, total sensing area will change (increase 

or decrease). Therefore, the total effect on the impedance will depend on the extent of each activity. 

Further one can adjust the width and the gap of the electrodes without changing the measured 

impedance. The phase values will not change because phase values are dependent on the ratios of 

the real and imaginary impedance values. Figure 4.2(b) shows the variation of electric field across 

IDE arrays that have 166, 83 and 42 IDE pairs.   

We have employed the IDE array (discussed above) indicated in the Figure 4.1(b) for 

impedance experiments. The IDEs were fabricated in gold (1000Å) on glass wafers using standard 

microfabrication techniques (Figure 4.1(b)) [207],[208]. The detailed description of the fabrication 

steps are discussed elsewhere [207],[208]. Prior to experiments, IDEs were visually and 

microscopically observed to see any defective electrodes like electrically short-circuiting 

electrodes pairs because these electrodes are not capable of generating electric fields to polarize 

target biomolecules. In addition, we have also measured the DC resistance of the IDE array to 

make sure that there are no short-circuiting IDEs. Before the experiments, IDE array was cleaned 

using standard solvents (Acetone and Isopropanol) to remove any organic contaminants.  

4.3. Results 

We used biotin-avidin system for this study and demonstrated the details of our in-depth 

impedance analysis. The biotin molecules were attached on to the glass surface between IDE 

electrodes. To attach biotin molecules, APTES (3- Triethoxysilylpropylamine, 5% APTES w/v) 
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chemistry was performed on the sample and modified the glass surface with amine (NH2) 

molecules [20]. We then systematically conjugated biotin molecules with known molarities (1fM-

100 pM) by incubating biotin molecules with avidin molecules at room temperature for 30 minutes 

[204],[209]. After conjugation, the free avidin molecules were removed and entire IDE array was 

filled with a buffer. We have utilized two standard buffer solutions (2X SSPE and HEPES) for 

experiments. 2X SSPE buffer contains 2 mM EDTA and 0.3 M NaCl in 20 mM phosphate buffer 

(pH 7.4) and Triton-X was added to this 2X SSPE buffer, to a final concentration of 0.1 vol.% 

Triton-X in the 2X buffer. For each avidin molarity, impedance was measured (magnitude and the 

phase from 1Hz-1MHz by applying a sinusoidal voltage of 10mV p-p between A-B) (Figure 4.1) 

for each buffer solution. 

 

Figure 4.3. Measured impedance values of the biotin-avidin complexes using the set-up in Figure 

1(a).   

a) Variation of the |Z| vs. molarity of the avidin molecules in the HEPES (Conductivity 0.763 S/m) 

and 2X SSPE (Conductivity 3.815 S/m) buffers. (b) and (c) Variations of the Re(Z) and Im(Z) vs. 

the molarity of the avidin molecules in the HEPES and SSPE buffer respectively. The impedance 

was recorded at 1Hz. 



 

47 

Table 4.1. Variation of the impedance with molarities of the avidin. [a] and [b] Indicate the 

variation of |Z|, Re(Z) and Im(Z) with the molarities of the Avidin. The impedance was recorded 

for the frequencies from 1 Hz to 1 MHz.   

(a)        Frequency (Hz) 1 100 1000 100000 1000000 

Im
p
ed

an
ce

 (
Ω

) 

HEPES Buffer 

|Z| 38837 803.1 102.9 14.5 11.78 

Re(Z) 13365 145.4 34.52 13.88 11.74 

Im(Z) 36465 -789.8 -96.94 -4.18 1.02 

1 fM avidin 

|Z| 46525 838.1 103.6 14.3 11.75 

Re(Z) 14990 122 33.23 13.71 11.71 

Im(Z) -44045 -829.2 -98.15 -4.1 1.02 

100 fM Avidin 

|Z| 52914 869.8 106 14.36 11.78 

Re(Z) 15180 112.8 33.24 13.75 11.72 

Im(Z) -50690 -862.5 -100.7 -4.14 1.14 

1 pM Avidin 

|Z| 57207 889.6 107.6 14.28 11.73 

Re(Z) 14815 108.8 33.17 13.66 11.68 

Im(Z) -55255 -883 -102.4 -4.15 1.063 

100 pM Avidin 

|Z| 64562 922.4 111.1 14.73 12.01 

Re(Z) 14425 101.8 34.16 14.085 11.96 

Im(Z) -62930 -916.8 -105.7 -4.3 1.057 

(b)        Frequency (Hz) 1 100 1000 100000 1000000 

Im
p
ed

an
ce

 (
Ω

) 

SSPE Buffer 

|Z| 28772 548.9 80.5 12.67 10.27 

Re(Z) 5762 137.8 33.16 12.14 10.22 

Im(Z) 28190 531.4 73.36 3.63 1.06 

1 fM avidin 

|Z| 34893 628.4 85.56 12.71 10.3 

Re(Z) 6924 132.3 31.59 12.17 10.25 

Im(Z) -34200 -614.3 -79.52 -3.67 1.11 

100 fM Avidin 

|Z| 37979 672.2 88.64 12.95 10.28 

Re(Z) 7605 131.4 31.04 12.37 10.24 

Im(Z) -37210 -659.3 -83.03 -3.852 0.91 

1 pM Avidin 

|Z| 40833 694.7 89.67 12.82 10.26 

Re(Z) 8061 122.5 30.16 12.25 10.2 

Im(Z) -40030 -683.8 -84.45 -3.81 1.147 

100 pM Avidin 

|Z| 46457 745.1 92.5 12.91 10.24 

Re(Z) 8935 113.5 29.25 12.31 10.19 

Im(Z) -45590 736.5 87.76 -3.88 1.09 
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Commercially available impedance analyser (Gamry instruments, reference 600+) was 

used to measure the impedance. Each experiment was repeated 2-3 times to calculate the statistical 

variations. Figure 4.3(a) illustrate the variation of the magnitude of the impedance (|Z|) with 

molarities of avidin molecules at 1 Hz. It has been demonstrated that magnitude of the impedance 

is dependent on the molarity of avidin molecules at low frequency (1Hz- 1 kHz). This is the most 

common way of representing impedance data (molarity vs |Z|) by others (Figure 4.3(a)) [204]. It 

is also obvious that there is a linear relationship between magnitude of the impedance and the 

molarity of avidin molecules. Therefore, it can be used to quantify unknown amounts of avidin 

molecules in samples. In addition, magnitude of the impedance is dependent on the medium 

conductivity (SSPE or HEPES). Using similar experiments, it has been detected/quantified 

proteins such as hIgG(50 ng/mL), HSA (1.6 ng/mL) and αfetoprotein (50 ng/mL) by others 

[210],[211]. Next, we have utilized the phase and the |Z| to further analyse the impedance data. 

Specifically, variation of phase with frequency provide useful information on understanding how 

biotin and/or avidin complexes contribute to the measured impedance. To explore the phase 

information in quantifying the avidin molecules in the sample, we have decomposed the magnitude 

of the impedance into real and imaginary parts. When Z(ω) represent the measured complex 

impedance of the sample including biotin, avidin, buffer and electrodes at frequency f (ω=2Πf), 

resistance R can be represented as  

 𝑅(𝜔) = 𝑅𝑒(𝑍(𝜔)) = |𝑍(𝜔)|𝑐𝑜𝑠∅   (4.1), 

and reactance (X) at frequency f is mathematically represented as 

 𝑋(𝜔) = 𝐼𝑚(𝑍(𝜔)) = |𝑍(𝜔)|𝑠𝑖𝑛∅   (4.2), 

Where ∅ is the phase angle of the impedance at f and  

 𝑡𝑎𝑛(∅) =
𝑋

𝑅
    (4.3) [212]. 
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We have utilized the equations 4.1-4.2 and calculated the variations of X and R vs. the molarity of 

avidin molecules in SSPE and HEPES buffers. Figure 4.3(b) and 3(c) indicate the variations of the 

X and R with molarity of avidin molecules at 1 Hz. Table 01 indicate the variations of |Z|, X and 

R with molarity of avidin molecules at low- high frequencies (1Hz-1MHz) in SSPE and HEPES 

buffers. From this analysis, it can be concluded that at low frequency (<100 Hz), the major 

contribution to the magnitude of the impedance is from the reactance (X: R=4:1). As the frequency 

increases, reactance decreases and resistance increases. Specifically, at very higher frequency (~ 

1MHz), the major contribution to the measured impedance is contributing by the resistance (X: 

R= 1:10). Therefore, at low frequency, only reactance, X, correlate with the molarity of the biotin. 

Furthermore, reactance (X) is sensitive to the molarity of the avidin molecules that are conjugated 

with biotin molecules. To further explore the impedance data with phase, we have analysed 

variation of phase with frequency.  Figure 4.4(a) and (b) show the variation of the phase (with 

frequency) of the avidin molecules (1fM-100pM) in SSPE and HEPES buffers.   

 

Figure 4.4. Avidin molarity dependent phase variation.  

(a) and (b) Experimentally measured phase variations with molarity of avidin molecules in the 

HEPES and SSPE buffers respectively. The phase values were measured from 1Hz to 1 MHz. (c) 

and (d) Calculated r values for Re(Z) and Im(Z) of the impedance. The r values were calculated 

for the avidin molecules that were HEPES and SSPE buffer. 
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By observing the variations of the phase, 3 distinct regions can be recognized in the phase 

vs. frequency plot for each buffer. For the HEPES buffer (Figure 4.4(a)), from 1-1000 Hz, the 

phase values almost constant with slight variation (region 1). Therefore, the region 1 can be treated 

as the constant phase region.  From 1000-10000Hz, the phase values vary drastically from -80° to 

-30° (region 2) and for the frequencies 10kHz-1MHz, phase values vary from -20° to +5° (region 

3).  Similarly, for the SSPE buffer (Figure 4.4(b)), from 1-400Hz, phase values are approximately 

80° (region 1). This is the constant phase region for the SSPE buffer. From 400Hz- 8000Hz, phase 

values vary from -80°-30° (region 2). The phase varies from -30°- +5° from 8000-1000000Hz 

(region 3).  

Among these three regions, the measured impedance in the region 1(constant phase region) 

is mostly reactance (X, sinɸ≈1) with very small contribution from resistance (R, cosɸ≈0). To 

understand how these impedance values, correlate with the molarities of avidin molecules, we have 

calculated the Pearson’s correlation coefficient (r) for selected points in the region 1 (P1 and P2 

are indicated in the Figure 4.4 (a) and (b)). There is a perfect linear relationship (r≈0.99) between 

impedance (R or X) and the molarity of avidin molecules (Figure 4.4 (c) and (d)). However, for 

the P1 (resistance part of the impedance) in the HEPES buffer indicate r value of 0.23. This is due 

to highly fluctuating small resistance. Further, in this region, reactance (X) is making a dominant 

contribution to the measured impedance.  

In the region 2, the magnitudes of impedance are in the range of 10-100Ω. In comparison 

with region 1, the magnitude of impedance values in the region 2 are about 1000X smaller. In this 

region, for both SSPE and HEPES buffers, phase values are changing drastically with the 

frequency (~-80° to -30°). We have then selected a point (P3) in region 2 and calculated the r 

values (Figure 4.4(c) and (d)). At P3, dominant contribution to the magnitude of the impedance is 
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from resistance (R). However, we noticed that r values are ~ 0.95. We have also noticed that r 

value (of the resistance) of the avidin molecules that are HEPES buffer is ~.60. Overall, in region 

2, magnitude of the impedance is small and have highly fluctuating r values. Therefore, region 2 

may not be good choice to use for quantification of avidin molecules.    

In the region 3, there is a crossover point for phase (changing from – ve to +ve). The 

crossover frequency for both SSPE and HEPES buffer are around 500 kHz (Figure 4.4(a) and (b)). 

From 500kHz- 1000 kHz, the phase values are positive (0-5°). Since the reactance (X) is positive 

above the cross-over point, the inductance of the circuit contributes to the measured impedance 

readings.  Since, there is no inductors in our biotin-avidin assay or in the IDE array, we believe 

that the cables that we used to connect the IDE array to the impedance analyser will contribute the 

impedance in this region. Therefore, we believe that in region 3, contribution from the avidin 

molecules to the measured impedance may be very minimal.  This is evident from our correlation 

coefficient calculations (Figure 4.4 (c) and (d)).  

Since avidin molecules show a molarity dependent impedance variation in the constant 

phase region (region 1), as our next task, we were interested in developing a circuit model for the 

IDEs with biotin-avidin complexes in the constant phase region (region 1). In addition, using the 

circuit model, we were interested in explaining the impedance data. For region 1, the IDEs, buffer, 

biotin and avidin molecules can be represented as a resistive-capacitive ladder network [213].  

Systematic development of resistive-capacitive ladder model for our IDE array is 

illustrated in Figure 4.5 (a-c). As shown in the Figure 4.5(c), resistors ri represent the ohmic 

resistance of individual fingers of IDEs and ci represent the capacitance between adjacent 

electrodes of the IDEs. The capacitance values are mainly due to the buffer, biotin and avidin 
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molecules. The complex equivalent impedance of a frequency f (1Hz ≤ f ≤ 1000Hz) of the 

resistive-capacitive ladder network is given by the Warburg impedance (Z(ω)) [213]. 

 𝑍(𝜔) = 𝐴(𝑗𝜔)−𝑛  (4.4) 

Where 0≤n≤1, A is a constant and phase of the Z (ω) is ∅, (∅) = −𝑛
𝜋

2
.   Note that for a given value 

of n, ∅   is a constant in the frequency range from 1Hz to 1000Hz. Schrama calculated the analytical 

expressions for resistance (ri) and capacitance (ci) of the individual IDEs of the ladder network 

[26]. Those values are indicated below. 

 𝑟𝑘 = 2ℎ𝑛𝑃(𝑛)
Г(𝑘+𝑛)

Г(𝑘+1−𝑛)
− ℎ𝑛𝛿𝑘0  (4.5) 

 𝑐𝑘 = ℎ1−𝑛(2𝑘 + 1)
Г(𝑘+1−𝑛)

𝑃(𝑛)Г(𝑘+1+𝑛)
   (4.6) 

 𝑃(𝑛) =
Г(1−𝑛)

Г(𝑛)
. (4.7) 

Where h is a small number, k is an integer running from 0 to ∞, 0<n<1 and δ is the Kronecker 

delta. We have used Schrama’s expressions and calculated the variations of ri and ci values across 

our IDE array (from pair 1 to pair 166) for each avidin molarity (0-100 pM) and buffer (SSPE and 

HEPES) separately.  

For SSPE and HEPES buffer, the measured phase is constant in the region 1. For HEPES 

buffer, there is a molarity dependent variation of phase at 1Hz. Similarly, for SSPE buffer, molarity 

dependent variation is at 250 Hz (Figure 4.4 (a) and (b)). Therefore, for HEPES and SSPE buffers, 

we have used the phase values at 1Hz and 250 Hz respectively. For each molarity of avidin in each 

buffer (SSPE and HEPES), we first calculated the n using phase(∅) = −𝑛
𝜋

2
. We have used the 

experimentally measured ∅ value to calculate the n. The values of k vary from 0 to 166 for our 

IDE array. The value for h for each molarity of avidin was calculated using following expression, 
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 ℎ =
−1

tan(∅)∗𝜔∗
Г(𝑛)

Г(𝑛+1)

   (4.8) 

  

Figure 4.5. Development of resistor capacitor ladder network to determine the sensitivity of the 

IDE array.  

a), (b), and (c) Systematic development of the resistor capacitor ladder network for the IDE array 

with biotin-avidin molecules. (d) and (e) Variations of the resistor and capacitor values of 

individual IDE pairs with molarity of the avidin molecules that were in the HEPES buffer. Broken 

lines indicate the calculated variations of the resistors and capacitors of individual electrode pairs 

using the experimental values. 

The Eq. 4.8 was derived by calculating the phase of the impedance using (a) Schrama’s 

equations and (b) simply solving the ladder network for ro and ko and equating values from two 

methods. After calculating n and h for each avidin molarity, we have calculated the variations of 

ri and ci of each IDE pair in HEPES buffer (Figure 4.5 (d and e)). It can be concluded that the last 

electrode pair of the IDE array (166th electrode pair) provide the most significant molarity 

dependent resistance and capacitance, in contrast, first few electrode pairs (1-9th pair) of the IDE 

array do not indicate avidin molarity dependent variation in capacitance and resistance.  
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Using the calculated values for capacitance (ci) and resistance (ri) vs. IDE electrode pairs 

(Figure 4.5 (d and e), we have calculated the smallest avidin molarity that can be quantified using 

our IDE array. To calculate the smallest avidin molarity, briefly, we plotted the n vs. molarity of 

the avidin. There is a linear relationship with n vs. molarity of the avidin. Using the linear 

relationship, we calculated the expected n values for .5 and .25 fM of avidin. Using the n value, 

we have calculated the phase (∅). The value of h was calculated using eq (4.8). Finally, variation 

of the ci and ri values of each IDE pair was calculated and plotted (indicated in the dotted line in 

the Figure 4.5(d and e)). According to our calculations .25 fM is the lowest avidin molarity that 

can be quantified using out 166 electrode pair IDE array. We extended our calculations for the 

SSPE buffer, our calculations show a minimum of 0.25fM avidin can be quantified in SSPE buffer 

(data not shown). From this calculation, it can be concluded that the sensitivity of an IDE array is 

independent of the conductivity of the buffer solution.  

Next, we studied how measured impedance vary with number of IDE pairs of the array. 

This is important because, we have just proved that last IDE pairs of the array show significant 

molarity dependent ci and ri values. Therefore, we were interested in understanding how 

impedance vary with number of IDE pairs. Since our IDE array is a complex circuit, obtaining an 

analytical expression for the impedance with resistors and capacitors would be challenging. 

Therefore, we have simplified our IDE array. Specifically, we have disregarded the resistors in our 

circuit and assumed that all the capacitors (c0, c1, c2,….ck) are connected to each other in parallel. 

When 0<i<k, it can be easily proved that the   

 |𝑧𝑖−1| − |𝑧𝑖| = [
1

∑ 𝜔𝐶𝑙
𝑖−1
𝑙=0

−
1

∑ 𝜔𝐶𝑚
𝑖
𝑚=0

] > 0  (4.9) 

Therefore, the when increasing the number of IDEs, the measured impedance will decrease. 

Increasing number of electrode pairs of the IDE array can improve the detection/quantification 
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sensitivity but decrease the impedance of the IDE array. If the impedance is small, the factors such 

as cable impedance will be providing a significant contribution to the impedance. Therefore, the 

measured impedance may not correlate with the avidin molarities.   

4.4. Discussion 

In conclusion, from this initial study, we have demonstrated that the electric fields between 

individual IDE pairs is an important design consideration when designing sensitive IDE arrays. 

Depending on the frequency of the externally applied electric potential, IDE electrodes that are 

away from the point where electric signal is applied (away from A and B in Figure 4.1(b)) may 

generate weak electric fields. Therefore, in designing, it is needed to perform these electric field 

calculations and verify every IDE pair of the array will have enough electric field to polarize 

biological particles, which will be a design consideration for micro-electroporation systems. Also, 

we have utilized theoretical Warburg circuit model to build an experimental impedance model and 

predict the sensitivity of an IDE array. These calculations are also very important in designing IDE 

arrays for various applications like detecting the extracellular concentration monitoring during 

electroporation. Depending on the application, for a given number of IDE electrode pairs, one can 

figure out the smallest molarity of the target biomolecules that can be detected/quantified using an 

IDE array with certain number of electrode pairs. 
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CHAPTER 5. A DISPOSABLE, LOW-POWER, AND SENSITIVE UNIVERSAL 

BIOSENSOR FOR CLINICAL APPLICATIONS4 

5.1. Introduction 

 Among the diagnostics methods, except for the protein biomarker detection discussed in 

chapter 4, profiling the expression levels of nucleic acid (e.g., DNA, RNA, and microRNA) 

biomarkers is used widely in circulating biomarker testing is performed for most diseases, 

including cancer, cardiovascular disease, and infections [214]–[216]. Currently, biomarker testing 

involves multiple assays and instruments to detect various molecular types. For example, 

expression profiling of nucleic acid biomarkers, such as DNA, mRNA, and microRNA (miRNA), 

is commonly performed using quantitative reverse transcription-polymerase chase reaction (RT-

qPCR), which involves the production of identical copies or sections of nucleic acid molecules of 

interest and subsequent labeling of the copied molecules with fluorescent dye molecules; 

fluorescent intensity is then used to quantify molarities of the nucleic acid molecules of interest 

[217],[218]. Although RT-qPCR is widely utilized in both clinical diagnosis and fundamental 

biomarker discovery studies, there is a need to develop methods to deliver rapid and affordable 

healthcare. This is because the cost of an RT-qPCR machine is $25,000 or more, the assay time is 

~7 h or more, assay optimization (e.g., temperature and time required for each PCR reaction step) 

is needed before molecular quantification, expression profiling of short molecules (e.g., miRNA) 

requires costly target-specific probes (e.g., TaqMan probes) for high sensitivity and selectivity, 

and additional steps (e.g., multiplexing) can be required to detect more than one target in a single 

                                                 
4 The material presented in this chapter is currently under review after submission to Biomicrofluidics journal and 

was co-authored by Logeeshan Velmanickam, Vidura Jayasooriya, and Dharmakeerthi Nawarathna.  Jayasooriya V. 

conducted experiments, analyzed results and co-drafted the paper.  Reprinted with permission, from Logeeshan 

Velmanickam, Vidura Jayasooriya, and Dharmakeerthi Nawarathna. “A disposable, low-power, and sensitive 

universal biosensor for clinical applications”  
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assay [219],[220]. Next-generation sequencing (NGS), microarray-, electrochemical-, plasmonic-

, and hybridization-based nucleic-acid sensors have also been developed for nucleic acid 

biomarker detection, but these techniques require expensive equipment and large quantities of 

starting material and involve long and labor-intensive assays; therefore, they are ideal for resource- 

and personnel-limited clinical settings [220]–[222].   

Enzyme-linked immunosorbent assay (ELISA) is used for antigen expression profiling in 

clinical samples [223],[224]. ELISA uses absorbance, fluorescence, or electrochemical signals 

produced by the target-probe conjugation, which is typically antigen-antibody conjugation. ELISA 

requires a costly (>$10,000) scanner for end-point chromogenic or fluorogenic analysis, and the 

assay time is ~4 h or more and involve an expensive (e.g., the average kit price is approximately 

$600), multi-step process that is prone to contamination or false-positive detection, as well as 

having a narrow dynamic range [161],[223],[224]. Despite the wide use of ELISA in clinical 

applications, there is a need to reduce the instrument and operation cost, increase the throughput 

and speed, improve the accuracy and performance, and simplify the assay. To address these issues 

in biomarker detection, in this study, we tested a potential device and assay that is applicable to 

analyze multiple clinical biomarkers, such as nucleic acid and antigens, in resource and technology 

limited settings, such as clinics, hospitals, and rural medical centers. To demonstrate the concept, 

in this study, we have used the technology to quantify microRNA (miRNA) and antigen molecules 

in diluted serum samples. Both miRNA and antigen molecules are currently being used as 

biomarkers or under investigation for sensitive biomarkers for many diseases.    

5.2. Experimental section 

 There were three steps to follow in the biomarker detection and quantification; step (1) 

was performed in a commercially available micro-centrifuge tube, and the other steps were 



 

58 

performed on the disposable device that we have developed for this study. Briefly, in step (1), 

target molecules were labeled with their complementary molecules. Step 2 involves separating 

target molecules from non-target molecules and concentrating them in the micro-interdigitated 

electrodes within the device. Finally, in step (3), the quantification of target molecules is 

performed.  

In step (1), it was required to conjugate/hybridize target molecules with their 

complementary molecules. For example, to analyze the expression of miRNA molecules that are 

typically about 22 nt long, complementary DNA molecules (22 nt) of the target miRNA were 

added to the sample (e.g., serum or cell lysate) and hybridized with target miRNAs and produce 

miRNA-DNA duplex molecules; the hybridization of miRNA and DNA is typically efficient at 

50°C for about 10 min [57]. Similarly, to detect and quantify the expression of antigen (protein) 

molecules, complementary monoclonal antibody molecules of the targets were added to the sample 

and, by incubating at room temperature for about 20-30 min, these conjugate to produce antigen-

antibody complexes [225].  

After step (1), the sample was added to the device by (region indicated within the yellow 

rectangle in Figure 5.1(a)) carefully pipetting about 10 μL of the sample (from step 1). 10 μL was 

selected to fill our electrode area but electrode area needs to increase to accommodate higher 

sample volumes. In step (2), separation of target molecules from non-target molecules was 

performed, followed by the concentration of the target biomarkers in specific area of the device. 

Speedy separation of target molecules from other molecules with high accuracy is generally 

difficult to achieve. For this, multiple methods and devices have been investigated. However, these 

methods require complicated multistep assays that take hours to days to complete, as well as skilled 

technical personnel, and therefore they are not suited to clinical settings [226],[227]. In this study, 
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we have developed an approach that uses multiple molecular-field (electric and temperature) 

interactions to efficiently separate target molecules from other molecules in the sample and 

selectively concentrate labeled target molecules (e.g., miRNA-DNA duplex molecules) near 

electrodes in the device. To achieve accurate quantification, non-target molecules (e.g., free DNA 

and non-target miRNA molecules) were strategically concentrated away from the target molecules. 

In step (3), quantification of target molecules was performed. There are multiple methods available 

for molecular quantification. Fluorescence-based methods are very popular and widely use in 

detection[228]. Detection of molecules with fluorescence requires fluorophore labeling of target 

molecules, and fluorescence intensity is used to quantify the molarities of the biomarker molecules. 

Since the concentration of target biomarker molecules is typically minute (< 1 pM) in clinical 

samples, the fluorescence intensity is generally weak, and therefore it is difficult to differentiate 

fluorescence intensity of target biomolecules from the background. To address this issue, in this 

work, we have investigated the use of electrical impedance. The electrical impedance experiments 

apply a small AC electrical signal (10 mV, 0–1 MHz) and measure the complex electrical 

impedance over the range of frequencies [188].   

The device has planar gold microelectrodes that were manufactured on a commercially 

available glass substrate, using traditional photolithography based micro-fabrication techniques. 

The current version of the device has electrodes covering a 5 mm × 5 mm area, and the electrodes 

are about 100 nm in height (Figure 5.1(a)). Each device has about 2500 pairs of T-shaped 

interdigitated electrodes (TIEs). Traditional finger-like interdigitated electrodes have been used in 

number of biomedical assays, including cell separation, cell detection, and molecular analysis 

[229]–[233]. However, in this study, we have designed T-electrodes (consisting of semi-circular, 

and straight rectangular electrodes (Figure 5.1(b))) to efficiently separate and concentrate target 
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biomarker molecules. The external AC potentials applied (10 Vpp, 0–1 MHz) on the TIEs produce 

temperature and electric fields and their gradients near the TIE electrodes. These temperature and 

electric field gradients result in thermophoresis (or thermophoretic diffusion) and dielectrophoresis 

(or dielectrophoretic force), respectively, on suspended molecules. The extent (magnitude and 

direction) of those effects could depend on the molecular structure (e.g., conjugated vs. not 

conjugated and single-stranded vs. double-stranded) of the affected molecules. For example, a 

frequency-dependent differential dielectrophoretic force of single vs. double-stranded DNA 

molecules has been demonstrated [151]. To use the dielectrophoretic force to efficiently separate 

target from non-target molecules and quantify target molecules in the sample, the dielectrophoretic 

force must be able to effectively separate and concentrate molecules in the entire sample. To 

investigate this, we have used the AC/DC module of COMSOL software and calculated the 

expected capture volume for double-stranded (miRNA-DNA duplex molecules) and single-

stranded molecules (free DNA and miRNA). The capture volume is the volume near TIEs where 

electric field effectively captures the molecules by dielectrophoresis. Mathematically, capture 

volume is the region near the electrodes that satisfies  

 

1

2
𝛼𝐸2

𝑘𝑇
> 1,   (5.1) 

where 𝐸 is the electric field, 𝛼 is the frequency-dependent electric polarizability of the molecule, 

𝑘 is the Boltzmann constant, and T is the temperature [57]. Figure 5.1(c) and (d) show the 

calculated capture volumes or spatial variation of  

1

2
𝛼𝐸2

𝑘𝑇
 in the frequency of 1 MHz for double- 

stranded (miRNA-DNA) and single-stranded (DNA and miRNA) molecules, respectively. 

miRNA-DNA molecules have a capture volume that has an approximate diameter of 5 μm or more, 

and single-stranded miRNA/DNA molecules have a small volume (diameter < 100 nm). According 

to this calculation, miRNA-DNA molecules that are located within about 5 μm could experience 
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the effects of the applied electric fields or the dielectrophoresis, and similarly, single-stranded 

molecules that are located within <100 nm or less could experience the dielectrophoretic effects. 

In comparison, the capture volume calculation indicates that dielectrophoresis could effectively be 

used to concentrate a large number of double-stranded molecules that are located within the 5 μm 

capture volume.  

  

Figure 5.1. Universal biomarker sensing device, and calculated dielectrophoretic capture 

volumes of target molecules and non-target microRNA molecules.  

(a) A picture of the biosensor used in the experiments. The area enclosed in the yellow broken 

rectangle has an array of T-shape interdigitated microelectrodes (TIEs). The sample was pipetted 

on the TIEs for detection and quantification. (b) Scanning electron microscope image of T-

electrodes showing the shape of individual electrodes and the density of TIEs. (c, d) 

Dielectrophoretic capture volumes around the TIEs for target miRNA-DNA (c) and non-target 

molecules (d). In order to be captured by dielectrophoresis, the molecules must be in an area that 

has a calculated 

1

2
𝛼𝐸2

𝑘𝑇
 number greater than 1. 
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When dielectrophoretic force concentrates the molecules (both target and non-target 

molecules) near the electrodes, the local molecular concentration near the TIEs significantly 

increases, which leads to concentration-dependent diffusion of molecules to drive molecules out 

of the highest concentrations. However, the diffusion could only drive the single-stranded 

molecules or non-target molecules because double-stranded duplex molecules are firmly held by 

strong dielectrophoretic force. Moreover, when we calculated the magnitudes of the 

dielectrophoretic forces of double-stranded miRNA-DNA duplex molecules and single-stranded 

molecules, we found that the smallest dielectrophoretic force of the duplex molecules is about 

1000-times larger than the maximum value of the dielectrophoretic force of single-stranded 

molecules. Since the dielectrophoretic force is dependent on the electric field gradient (∇|𝐸2|), it 

concentrates the target molecules in the area that has the largest ∇|𝐸2| [57]. We have calculated 

the ∇|𝐸2| in the x, y, z = 0 plane of TIEs (Figure 5.2(c)) and found that the largest ∇|𝐸2| occurs 

between the T-electrodes, and therefore, target molecules are concentrated between individual T-

electrodes. Capture volume and ∇|𝐸2| calculations were performed by applying an electric 

potential of 10 Vpp (1 MHz frequency) and assuming that the molecules were suspended in the 

0.01 × TE buffer (Tris EDTA; 5 µS/cm). The electric polarizability values (𝛼) for miRNA-DNA 

duplex and free DNA and miRNA in the high frequency (1–50 MHz) were 10-32 and 3.4×10-35 CV-

1m-2, respectively [234].  Another important conclusion drawn from the capture volume 

calculations is that only a small amount of the target molecules that are located within the capture 

volume could be separated and concentrated between TIEs. When the device is used to quantify 

molecules in the entire sample, it might provide inaccurate results about the total quantity of target 

molecules or even produce significant variations between runs. Therefore, ideally, there must be a 

method to concentrate molecules (both target and non-target) in their capture volumes.  
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Figure 5.2. Conceptual demonstration of target molecular capture and concentration between 

TIEs.  

(a) Calculated time and distance-dependent temperature distribution (in Kelvin) around TIEs. Note 

that the sample volume gradually decreases with time (60,300,600 seconds), but locations of high 

and low-temperature gradients do not change. (b) Calculated ∇(𝑇) variation on the TIE electrode 

plane (x, y, z = 0). (c) Calculated ∇(𝐸2) variation on the TIE electrode plane (x, y, z = 0). Since 

the maximum values of ∇(𝑇) and ∇(𝐸2) were produced between TIEs, target molecules were 

captured and concentrated by integrated dielectrophoresis and thermophoresis. Non-target 

molecules were driven out of the region of target molecules by concentration-based diffusion. 

We have investigated the use of thermophoretic mobility of molecules as a method for 

mobilizing molecules toward their capture volumes. The thermophoretic mobility is a result of 

thermophoresis, which drives molecules along the temperature gradient ∇(𝑇), either to the largest 

or smallest ∇(𝑇). The effect of thermophoresis could extend far beyond the localized 
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dielectrophoretic effects. For example, electric field distribution around a point charge is inversely 

proportional to the square of the distance (
1

𝑟2
), and therefore ∇(|𝐸2|) ∝

1

𝑟3
. Using a similar 

argument, the variation of ∇(𝑇) around a point heat source (e.g., heated electrode) is inversely 

proportional to the distance between the heat source and the point (𝑟) [158],[235]. Therefore, the 

strength of thermophoresis could extend a far greater distance than ∇|𝐸2| dependent 

dielectrophoresis. A temperature distribution or ∇(𝑇) can be established in the sample using Joule 

heating or applying a voltage on electrodes. We will present detailed calculations of ∇(𝑇) and 

∇|𝐸2| near TIEs later in the discussion. To further understand how thermophoresis could be used 

to concentrate molecules in a specific area within TIEs, we have studied how electric potential, 

frequency, and conductivity of the buffer produce temperature distributions in the vicinity of the 

TIEs. We have found that an electric potential of 10 Vpp, 1–20 MHz applied on TIEs produces a 

maximum temperature increase of about 7–8C in the TE buffer (conductivity = 5 µS/cm) in the 

device. This temperature increase does not cause any structural damage to the molecules, such as 

the melting of miRNA-DNA duplex molecules or antigen-antibody conjugates. Therefore, we have 

used these experimental conditions to produce temperature in our experiments.  

As the buffer temperature goes up, some of the sample buffers evaporate, and the sample 

volume could be decreased. We have used the Joule heating module of the COMSOL software 

and studied the time-dependent temperature increase near the TIEs (Figure 5.2 (a)). The calculation 

shows that it takes about 10 min to increase the temperature to the maximum value of about 8°C 

(Figure 5.2(a)), which is consistent with our experimental observations. In addition, this 

calculation identifies the areas in the x-z plane with the largest (between TIEs) and smallest (on 

TIEs) ∇(𝑇)s. Next, we calculated the distribution of ∇(𝑇) in the x, y, and z = 0 plane of the TIEs 

(Figure 5.2(b)). Braun’s group has recently demonstrated that thermophoresis drives short nucleic 
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acid molecules, such as miRNA-DNA and DNA, along ∇(𝑇) and concentrates both miRNA-DNA 

and DNA molecules in the location with the highest ∇(𝑇) [236]. By simple comparison, maximum 

values of both ∇(𝑇) and ∇|𝐸2| take place between TIEs, and therefore thermophoresis could be 

integrated with dielectrophoresis to efficiently concentrate target and non-target molecules in their 

dielectrophoretic capture volumes. The smallest ∇(𝑇) occur on TIEs, as a result single-stranded 

(miRNA and DNA) molecules concentrate on TIEs by diffusion. Once the target molecules are 

separated and concentrated between electrodes, it is necessary to quantify and calculate the 

molarity of the target molecules, which is done in step (3) of the assay.  

5.3. Results and discussion 

First, we developed experiments to demonstrate how integrated thermophoresis, 

dielectrophoresis, and diffusion effectively and efficiently separate target molecules from non-

target molecules and concentrate between TIEs. We have used fluorophore (fluorescein: 

excitation, 494 nm; emission, 512 nm) labeled nucleic acid (miRNA-DNA and DNA) and protein 

(antigen-antibody and antibody) molecules in experiments. The molecules were labeled with 

fluorophore tags for easy visualization. Dipole moments of nucleic acid and protein molecules are 

significantly larger (more than 100-times) than that of fluorophore molecules. Therefore, the 

labeling of biomolecules with fluorophore molecules does not have any effect on the 

dielectrophoretic force of the biomolecules. We have varied the frequency of the electric potential 

(0–10 MHz) to determine the best experimental conditions for nucleic acid and protein molecules. 

Separate experiments were performed for target and non-target molecules. Briefly, in experiments, 

we have pipetted 1 μM of molecules (e.g., miRNA-DNA or complementary DNA) suspended in 

0.01 × TE buffer and pipetted about 10 μL on TIEs, turned on the electric potential (10 Vpp; 0–10 

MHz), waited about 10 min to achieve the maximum fluorescence intensity, and measured the 
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intensity between TIEs at each frequency. Similarly, antigen and antibody molecules were 

suspended in manufacturer recommended 0.01x PBS (phosphate buffered saline) solution and rest 

of the experimental procedure was similar to previous nucleic acid experiment.    

 

Figure 5.3. Experimental demonstration of separation and concentration of target biomarkers 

between TIEs.  

(a, b) Variation of fluorescent intensity (between TIEs) with the frequency of the applied electric 

potential for fluorophore-labeled let 7b-miRNA-DNA and single-stranded DNA that is 

complementary to let 7b miRNA. Note that at 1 MHz, only let 7b-miRNA-DNA is captured and 

concentrated between TIEs. Similarly, (b) illustrates the fluorescence intensity for fluorophore-

labeled conjugated IL-6 antigen-antibody and fluorophore-labeled IL-6 antibody molecules. Note 

that at 0.6 MHz, only conjugated IL-6 antigen-antibody molecules are captured and concentrated 

between TIEs. 
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Figure 5.3(a) and (b) show fluorescence intensities for let-7b-miRNA-DNA, 

complementary DNA to let-7b, conjugated interleukin-6 (IL-6)-antigen-antibody complexes, and 

monoclonal antibody for IL-6, respectively. Let-7b miRNA and fluorophore labeled DNA was 

synthesized by Midland Certified Reagent Company at Midland, TX, and purified anti-human IL-

6 antibody was purchased from BioLegend, San Diego, CA, and IL6- antigen was purchased from 

MyBioSource (San Diego, CA). We also have measured the fluorescence intensity on TIEs, but 

we saw an accumulation of fluorescence on the electrode. However, we did not observe 

concentration of fluorophore intensity on the TIEs (data not shown). We believe that non-target 

molecules (e.g., complementary DNA and antibody for IL-6) are spread out on TIEs. At 1 MHz, 

miRNA-DNA duplex molecules could be separated and concentrated between TIEs with ~100% 

purity, and conjugated antigen-antibody complexes could be separated and concentrated with 

~100% purity at 0.6 MHz. This result also demonstrates that both double-stranded miRNA-DNA 

and antigen-antibody complexes could be separated and concentrated between TIEs in a single 

assay. Moreover, it is necessary to concentrate and quantify antigen-antibody complexes at 0.6 

MHz, and then, at 1 MHz, miRNA-DNA molecules could be concentrated and quantified. 

However, we have not investigated the simultaneous concentration of miRNA-DNA and antigen-

antibody molecules.  

As our next step, we studied the potential use of electrical impedance to quantify the 

molarities of target biomarkers that are concentrated between TIEs. When the electrical impedance 

of the TIE array is measured after molecular separation and concentration, it could still measure 

the cumulative impedance from the target and non-target molecules, metal electrodes, and buffer 

solution. We have systematically developed experiments to understand how target and non-target 

molecules contribute to the electrical impedance. Moreover, concentration of target molecules 
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(e.g., hybridized miRNA-DNA) between TIEs could alter the capacitance between individual TIE 

electrodes. Similarly, the concentration of non-target molecules (e.g., free complementary DNA 

and non-target miRNA) on TIEs could also alter the weak capacitance between electrodes that is 

produced by the leakage electric fields through the air.  

 

Figure 5.4. Electrical phase spectroscopy of miRNA-DNA, miRNA, and DNA molecules.  

Phase spectroscopy of miRNA-DNA, miRNA, and DNA molecules at 1 MHz (a) and 3 MHz (b). 

Note that when molecules (both target miRNA and non-target miRNA and DNA) are concentrated 

between TIEs, this produced a unique phase spectroscopy pattern. Moreover, phase spectroscopy 

of molecules that were concentrated between TIEs has a low-frequency region (1 Hz to 5 kHz) 

that was dominated by resistive impedance and, the measured impedance was reactive in the in the 

high-frequency region (5 kHz to 1 MHz). 
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First, we were interested to understand how molecular concentration would produce 

electrical impedance. We have separately measured the impedance spectra of (impedance vs. 

frequency) 1 nM let-7b-miRNA, complementary DNA to let-7b, and hybridized let-7b-miRNA-

DNA molecules (suspended in the 0.01 × TE buffer). Briefly, we have pipetted about 10 μL of 

sample on to the device, applied 10 Vpp at 1 MHz electric potential to produce thermophoresis 

and dielectrophoresis on molecules, and recorded the impedance and phase spectroscopy of the 

sample by applying an electric potential of 10 mV, 0–1 MHz. We then plotted the phase 

spectroscopy or variation of phase angle of the impedance with frequency for each molecule 

(Figure 5.4(a)). Both DNA and miRNA have similar variations of phase spectra, and miRNA-

DNA molecules had a markedly different phase spectroscopy (yellow curve with blue arrow at 1 

Hz). These unique phase variations of single (e.g., miRNA and DNA) and double (e.g., miRNA-

DNA) stranded molecules could be due to their structure (single vs. double-stranded) and/or 

location within the TIEs (between vs. on TIEs). To further understand the origin of the unique 

phase variation, next we performed another experiment in which we have used 10 Vpp at 3 MHz 

to concentrate molecules. Note that single-stranded miRNA and DNA molecules experience larger 

dielectrophoretic forces at 3 MHz than double-stranded miRNA-DNA molecules and concentrate 

between TIEs (Figure 5.3 (a)). At 3 MHz, miRNA-DNA duplex molecules also experience a 

dielectrophoretic force and could also concentrate between TIEs. By simple comparison of phase 

spectra at 3 MHz, miRNA, DNA, and miRNA-DNA produced identical variation of the phase with 

frequency (Figure 5.4 (b)). Moreover, note that miRNA and DNA produced a variation pattern 

similar to the miRNA-DNA molecules at 1 MHz (Figure 5.4 (a)). From these experiments, it can 

be concluded that the variation pattern of phase with frequency is more dependent on the locations 

of molecules within the device (between or on TIEs) than the molecules themselves. According to 
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phase vs. frequency data for miRNA-DNA duplex molecules concentrated between TIEs (Figure 

5.4), the phase spectroscopy can be sub-divided into low and high frequency regions. The low-

frequency region lies between 1 and 5 kHz (Figure 5.4), in which the majority of the impedance is 

resistive (−50∘ ≤ 𝜃 ≤ −20∘), and the high-frequency region lies between 5 and 1000 kHz (Figure 

5.4). In the high-frequency region, impedance is reactive (−90∘ ≤ 𝜃 ≤ −50∘). Similarly, for 

conjugated IL-6 antigen-antibody molecules suspended in 0.01x PBS, in the low frequency (1 Hz- 

10 kHz) region, the impedance was resistive (−40∘ ≤ 𝜃 ≤ −10∘) and high frequency region was 

from 10 kHz – 1 MHz in which impedance was reactive (−90∘ ≤ 𝜃 ≤ −40∘); 

 

Figure 5.5. Analysis of impedance data from Let 7b-miRNA-DNA, let 7b-miRNA, and 

complementary DNA molecules to let 7b.  

This figure shows the impedance spectra in the low-frequency region (1 Hz to 5 kHz), and the 

inset shows the impedance spectra in the high-frequency region (5 kHz to 1 MHz). Note that the 

impedance spectra in the high-frequency region are highly dependent on the molarities of target 

let 7b-miRNA-DNA molecules. 

 



 

71 

Next, we studied how molecular concentration within the device (between TIEs or on TIEs) 

contributes to the impedance spectroscopy. We have performed all three steps of the detection and 

quantification assay stated above on the spiked let-7b-miRNA molecules in 0.01 × TE buffer. We 

hybridized let-7b miRNA with complementary DNA molecules, pipetted about 10 μL of sample 

on the device, applied an electric potential of 10 Vpp at 1 MHz, and measured the impedance 

spectroscopy (Figure 5.5). Note that impedance values are not always proportional to target 

miRNA-DNA molarities in the low–frequency region (Figure 5.5). On the other hand, in the high-

frequency region (Figure 5.5 inset), the impedance values are correlated to the miRNA-DNA 

concentrations. We believe that miRNA-DNA molecules that are concentrated between TIEs 

contribute to the measured reactance values. To demonstrate the feasibility of using the electrical 

impedance to quantify the target biomarkers, we have separately spiked let-7b miRNA molecules 

(0–1 nM) to 1/100 and 1/1000 diluted commercially available serum samples (Innovative 

Research, Novi, MI), then hybridized let-7b with complementary DNA molecules (1 ng); separated 

let-7b miRNA-DNA duplex molecules from other non-target miRNA and free DNA molecules; 

concentrated the let 7b-miRNA-DNA duplex molecules between TIEs (10Vpp, 1MHz); and 

measured the electrical impedance (10 mV, 0–1 MHz) and the phase at each frequency with the 

spiked molarity of let -7b miRNA. Similarly, we have extended our experiments and detected IL-

6 molecules in diluted (1/100 and 1/1000) serum samples.  We also found that lower dilution 

factors greater than 1/100 cannot be used in our device because, at higher conductivity values, 

dielectrophoresis of molecules is not produced and/or the significantly higher temperatures 

produced in the solutions could disintegrate or degrade the biomolecules. We calculated the limit 

of detection (LOD) and sensitivity values for let 7b-miRNA and IL-6 molecules spiked into 1/100 

and 1/1000 serum samples (Table 3.1 and Table 3.2). Note that the fM values for LOD and high 
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sensitivity values (1012 Ω/M or more) were obtained for let 7b-miRNA. In comparison, traditional 

impedance sensing techniques (that chemically attach complementary DNA molecules on the glass 

substrate between interdigitated electrodes, hybridize target miRNA, produce miRNA-DNA 

duplex, and measure the impedance spectrum) have reported pM for LOD values (Table 3.2). 

Similarly, fM values for LOD and sensitivity values in 1012 to 1015 Ω/M were experimentally 

obtained for detecting spiked molarities of antigen IL-6. It has been reported that LOD of ELISA 

is about 30 nM. In experiments, first, antibody and antigen molecules were mixed in the ratio of 

10:1, respectively. The mixture was briefly mixed by vortexing, and the sample was kept in the 

ultra-rocker at room temperature for about 20 min. The sample was then added to 1/100 or 1/1000 

diluted serum samples. About 10 μL of sample was pipetted on the TIE electrodes. We then applied 

electric potential of 10 Vpp at 600 kHz for about 10 min to separate conjugated antigen-antibody 

from other molecules and concentrate between electrodes. Finally, electrical impedance spectrum 

of the sample was measured and recorded.  

Table 5.1. Performance values (limit of detection and sensitivity) produced by the device in 

measuring let 7b miRNA molarities that spiked into diluted serum samples. 

Frequency Limit of Detection (LOD) Sensitivity(Ω/M) 

 (1/100) Serum (1/1000) Serum (1/100) Serum (1/1000) Serum 

1Hz-1kHz 84±4.3 fM 49±23 pM (1.1±1) x1015 (1.1±1) x1014 

1kHz-1MHz 220±47fM 79±52fM (4±2) x1016 (4.6±2.4) x1012 

Table 5.2. Performance values (limit of detection and sensitivity) produced by the device in 

measuring IL-6 antigen molarities that spiked into diluted serum samples. 

Frequency Limit of Detection (LOD) Sensitivity(Ω/M) 

 (1/100) Serum (1/1000) Serum (1/100) Serum (1/1000) Serum 

1Hz-1kHz 75.44±45.9 fM 4.36±2.2 pM (1.5±0.7) x1015 (5.65±5.0) x1016 

1kHz-1MHz 6.09±4.3 pM 44.78±44.5 fM (6.01±4.7) x1013 (2.62±2.2) x1012 
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5.4. Conclusions 

 We have demonstrated the proof-of-concept of a potential universal biosensing technology 

that could detect clinically relevant biomarker levels (< 1 pM) directly in diluted serum samples. 

Moreover, in this study, we have demonstrated the detection of miRNA and antigens could also 

be done. Also, the utilization of DEP allowed us to avoid the surface modification steps discussed 

in chapter 4.  In addition to these biomarkers, our universal biosensor could also be used to detect 

and quantify circulating short DNA molecules. Austin’s group has previously demonstrated 

differential dielectrophoretic forces for double- and single-stranded long DNA molecules (> 1 kb) 

at low frequencies [27]. Therefore, long DNA molecules could also be detected by the proposed 

method. It is important to note that the conductivity of the sample buffer plays critical roles in 

thermophoresis, dielectrophoresis, and electrical impedance. Moreover, to be effective, the 

conductivity of the buffer must be low (~0.01 × TE). For example, if serum is used in assays, it is 

necessary to dilute the serum by at least 100 times to achieve proper conductivity.  

Generally, in clinical assays, it is necessary to detect single or multiple biomarkers (up to 

about 3–4 biomarkers) in a single assay [214],[215],[237]–[239]. To detect multiple biomarkers, 

samples need to be divided into equal volumes, and multiple devices could be used for each target. 

Since the fabrication cost a device is about $15, use of multiple devices in a single assay is not 

cost-prohibitive. The device uses up to 10 Vpp as the input, with a very high impedance value 

(>100 kΩ) for the TIEs, therefore consuming very little power (a few mW or less). The biomarker 

detection time is about 30 min or less, which includes 10 min for hybridization or conjugation, 10 

min for separation and concentration of target molecules, and 5–10 min for impedance 

measurements. To be useful and applicable in clinical assays, specificity and sensitivity of the 

biomarker detection must be very high. In the nucleic acid and antigen biomarker detection, 
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specificity is controlled primarily by the target and complementary conjugation step (Step 1) that 

is performed outside the device. Studies have reported that conjugation of target biomarker with 

its complementary molecules can be optimized to significantly reduce the false positives [57].  

Also, if the current sensitivity and specificity are not sufficient, one can utilize a commercially 

available antigen, miRNA, or DNA isolation kits and isolate the biomarkers of interest, suspend 

molecules in low conductivity buffer (e.g., 0.01xTE), and perform the detection. Such molecular 

isolation could decrease the molecular crowding near TIEs and increase the capture of the target 

molecules between TIEs, which would improve sensitivity and LOD values.  
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CHAPTER 6. DIELECTROPHORESIS BASED MICRO ELECTRODE APPROACH TO 

AUTOLOGOUS CAR T CELL MANUFACTURING 

6.1. Introduction 

As discussed in Chapter 1, section 1.3.3. CAR (Chimeric Antigen Receptor) T-cell therapy 

has emerged as a powerful therapeutic method, with evident prominent results in treating acute 

lymphoblastic leukemia (ALL) and diffuse large B-cell lymphoma (DLBCL) [103]–[105]. The 

CAR molecule will produce an antigen targeted antibody on the T-cell surfaces, which can 

recognize the antigen-presenting cells. The CAR is a synthetic molecule that will be produced in-

vitro and be transcribed into a viral vector or encoded into an mRNA. Then, the engineering of T-

cells using CAR molecules is done by effectively transfecting them into the cells. The ideal method 

of transfection should have high transfection efficiency, controllable injection, high cell viability, 

minimal effects on normal physiology, and be easy to use and be reproducible [240]–[242]. Virus-

mediated transfection, which is also called transduction is the current state of the art method in 

CAR T cell therapy [120],[243],[244],[245]. This method uses the innate abilities of viruses, which 

will attack the host cells and transfer their genetic materials during their cycle of replication. When 

it comes to therapy, these viruses will be modified by replacing harmful genes with the desired 

gene for therapy [243],[246]. Herpes simplex virus, adenovirus, retrovirus, lentivirus, adeno-

associated virus, vaccinia virus, and sindbis virus are some of the examples for the commonly used 

viruses and virus types in the therapy [120],[240]. However, there are a few major drawbacks 

involved in this method. The random attachment of the genes to the cell’s DNA by viruses possibly 

can cause detrimental mutations which can worsen the situation and probably can pass to the next 

generation, in cases where a patient has a child after the treatments [121],[244]. It can cause 

immunogenicity and cytotoxicity and can be transmitted from the patient to the others as well. A 
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great effort, therefore, has been made to develop non-viral transfection methods for engineering 

cells for therapy.  

Recently, a new protocol for generating CAR T-cells was developed by CAR-mRNA 

electroporation, rather than viral transduction [101],[247],[248]. Use of mRNA transfection has 

the advantage of mitigating permanent gene modifications and results in only transient expression 

of the CAR [101],[247]. Further, this electroporation is less time- and resource-intensive compared 

to the viral vector-based methods. Electroporation is the process of creating pores in cells using 

externally applied electric fields. These pores can be created in such a way that they can be resealed 

after a short period [30],[102],[249]. During the very short time of milliseconds these pores are 

opened, one can easily transfect small biomolecules like DNA, RNA, or drugs into the cell 

[250],[251]. The electroporation phenomenon has been possible due to very thin cellular 

membranes, typically between 5nm-10nm [252]–[254]. This non-polar thin layer creates an 

insulated barrier between the interior and the outside of the cell.  Therefore, once an external 

electric field is applied to a cell the insulated barrier will experience a very high electric field, 

which at some point can alter the arrangement of the phospholipids and create aqueous pathways 

into the cells [32],[255],[256]. 

 

Figure 6.1. Single-cell exposed to a uniform external electric field.  
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When a single cell is exposed to an external electric field, as in Figure 6.1, the induced 

transmembrane potential (𝑉𝑚)  at a given location on the cell circumference (θ) is given by 

equation 6.1. 

 𝑉𝑚
𝜃 = 1.5𝐸𝑎𝑐𝑜𝑠𝜃 + 𝑉𝑟𝑒𝑠𝑡   (6.1) 

Here, E is the applied electric field magnitude, a is the radius of the cell, and 𝑉𝑟𝑒𝑠𝑡 is the 

resting transmembrane potential, which is typically ~ -80mV for a normal cell. It has been proved 

experimentally that pore creation happens when the transmembrane potential exceeds a threshold 

value ~1V [30],[257],[258]. From the equation 6.1, it is evident that the induced voltage at different 

areas of the membrane varies and pore creation starts where the cell experiences the highest electric 

field. Also, smaller cells will need higher electric fields for electroporation compared to the bigger 

cells. By varying these parameters, electroporation can be calibrated according to the cell type and 

be used for transfecting cells.  

However, conventional electroporation method uses bulk electroporation, where millions 

of cells are electroporated using two electrodes in a cuvette setting [110],[138],[139]. In the bulk 

electroporation setting, the aforementioned parameters are not optimized at the single-cell level 

but use an average value for all the cells [110],[138],[139]. Bulk electroporation reports a very low 

throughput (30%-40% out of cells used), high cell death (60%-70% out of cells used) and 

inefficient transfection (20%-30%) [110],[138],[139]. To obtain a quality engineered CAR T-cell 

sample, it is necessary to optimize electroporation in a single-cell. 

To address the issue in mRNA electroporation, here we report a microelectrode array-based 

miniaturized technology utilized with DEP, for controllable and effective electroporation. The 

utilization of DEP allows cells to be positioned in the microelectrode array and experience the 

optimized electroporation conditions at the single-cell level. The technology was successfully 
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utilized in CAR mRNA transfection. Results show an improved transfection efficiency, 

controllable transfection, improved CAR-expressing time, faster target cell lysing, and higher 

viability after electroporation over the conventional methods.  

6.1.1. MEA manufacturing 

COMSOL Multiphysics 5.3a was used in this study for designing electrodes. Spatial 

distribution of the electric field and electric field intensity were simulated using COMSOL with 

various electrode designs prior to manufacturing, to obtain optimum results. To setup COMSOL 

simulations, briefly, interdigitated electrodes were drawn to scale using AutoCAD (Autodesk) 

software. Then it was imported into COMSOL and simulated with AC/DC electric current (ec). 

The device contains planar gold microelectrodes that were manufactured on a commercially 

available glass substrate, using traditional photolithography based micro-fabrication techniques.  

Electrodes are about 100 nm in height and different electrodes with different width and gap ratios 

were manufactured based on the cell type (will be discussed in later part in results and discussion). 

6.1.2. Culturing cell lines 

Acute T-cell leukemia (Jurkat) cell line, acute lymphoblast leukemia (SUP B15) cell line, 

and human CD8 T-lymphocyte cells were used in the experiments. Jurka, which is a T-lymphocyte 

cell line was chosen for the initial T-cell transfection experiments to validate the concept. We 

cultured the cells in an incubator with 5% CO2 with RPMI media with 10% fetal bovine serum 

(FBS) and 1% pen-strep (Penicillin-Streptomycin) by volume.  

SUP-B15 acute lymphoblast leukemia (ALL) cell line was used as the target cells in 

cytotoxicity assay, which respond to CD19 antigen targeted CAR T-cells. The cell line was 

purchased from ATCC and was cultured in Iscove's Modified Dulbecco's medium with 4 mM L-
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glutamine adjusted to contain 1.5 g/L sodium bicarbonate and supplemented with 0.05 mM 2-

mercaptoethanol, 80%; fetal bovine serum, 20% and incubated at 37 °C and 5% CO2.  

Chronic myelogenous leukemia (K-562) cell line was used as a non- target cell line for 

cytotoxicity assay using CD19 antigen targeted CAR T-cells. The cell line was purchased (ATCC 

Manassas, MA) and cultured in RPMI 1640 medium supplemented with 2 mM glutamine and 10% 

FBS (by volume). Cells were cultured in an incubator at 37 °C with 5% CO2.  

6.1.3. Isolating human CD8 T-cells 

Human primary CD8 T-cells were used as the effector cells in the cytotoxicity assay in the 

final experiments. CD8 cells were isolated from human blood samples purchased from Innovative 

research, Novi, MI. To isolate the CD8 T-cells from a blood sample, 20 mL of ficoll paque was 

added to a 50 mL centrifuge tube. Then 10 mL blood sample was slowly pipetted on to the ficoll 

paque layer. The solution was then centrifuged for 30 min at 24 C at 400 x G. Following the 30-

minute spin, the blood was separated into distinct layers. To ensure the collection of all the CD8 

cells, the entire top layer, which was approximately 6 mL of the sample, was obtained and placed 

in a 15 mL centrifuge tube. The sample was topped to 15 mL with sterile 1x phosphate buffer 

solution (PBS). The tube was placed back into the centrifuge and was spun for 5 minutes at 24 C 

and 300 x G. The supernatant was poured out of the centrifuge tube and the cells were noted to be 

red. To get rid of any remaining red blood cells (RBC), 3 mL of RBC lysis was added to the pellet 

and vortexed on setting 5 for 3 minutes. The sample was topped to 15 mL with PBS and put into 

the centrifuge for 5 minutes at the same settings, following the same procedure. The initial count 

of the cells was 9.0x107 in about a 2 mL solution. Following the count, 15 mL PBS was added to 

the sample and the cells were put back in the centrifuge for a final 5-minute spin at the same 

settings. After removing the supernatant, 1.6 mL of EasySep buffer which came with the CD8 T-
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cell isolation kit, was added to the cells and mixed. The directions on the kit were followed to 

finish isolating the CD8 T-cells, using a cocktail mix and magnetic beads. Once the cells were 

isolated, a final count was observed to be 3.45x106 cells. To quantify cell viability following 

isolation, trypan blue was used as a stain on the hematocytometer. The viability of the CD8 T-cells 

was found to be 92% upon isolation. 

6.1.4. Cell patterning experiments 

Cell patterning was done by subjecting cells to dielectrophoresis force through the 

microelectrode array device. Through a series of experiments, it was found that the effective 

condition for patterning cells is negative dielectrophoresis, which makes the cells to form a line in 

between the parallel electrodes. The optimum buffer for patterning and the electroporation is 

0.01xPBS with the conductivity of 0.03 S/m. Buffers were prepared once a week for experiments. 

To make the buffer, 1 part of RNAse free 10xPBS (Invitrogen PH 7.4) was mixed with 999 parts 

of RNAse free DI water (Invitrogen) and then the osmolarity of the solution was adjusted to 180 

mOsm/L using RNAse free D (+) Sucrose. Cells were extracted from the culture flasks and spun 

down at 500 g for 5 min and washed twice with the above-mentioned buffer. Finally, the cells were 

collected in the same buffer approximately with a concentration of 1x106 -2x106 cells/mL. Then, 

the MEA device was cleaned using RNaseZap (Thermofisher Inc.) to get rid of RNAse that can 

degrade the mRNA. Then, 100 μL of the cell suspension was pipetted on top of the MEA 

electrodes, and the patterning electric signal was applied to the array (1 Vpp of a sinusoidal signal 

at 10 kHz). Then we waited for about 10 minutes until the cells settle down and form the pattern. 

6.1.5.  Cell electroporation 

After cells were collected in 0.01xPBS (RNase Free,200 mOsm/l) with a buffer for a cell 

density of 1x106 cells, they were kept on ice until the experiment begins. Transfection experiments 
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were conducted by mixing the molecules into the 100 μL of the cell suspension to be transfected 

into cells.  Initially, the experiments were conducted by transfecting PI molecules [Invitrogen, 

Molecular Probes, OR] at 1 μM for the proof of concept purposes. Then, 8.98 pM of EGFP mRNA 

[Trilink Inc., CA] was used in transfection to observe the mRNA transfection efficiency and 7.96 

pM of CAR mRNA [G&P Biosciences, Santa Clara, CA] was used in final experiments for 

cytotoxicity and CD 19 expression assays. Then, Transfection experiments were performed in the 

following conditions for cell electroporation using a commercially available function generator 

(Tektronix AFG3021B), where we wanted to analyze the effect of patterning vs conventional 

methods; 

(1)  Cell patterned with 1 Vpp, 10 kHz sinusoidal and transfected with 3 DC pulses of 

9 Vp for 1.5 ms, 

(2)  Cell patterned with 1 Vpp, 10 kHz sinusoidal and transfected with 3 AC pulses of 

8 Vpp, 100 Hz for 150 ms, 

(3)  Transfected with DC 3 DC pulses of 9 Vp for 1.5 ms without forming single-file 

cell patterns, 

(4)  Transfected with AC 3 AC pulses of 6 Vpp, 100 Hz for 150 ms without producing 

single-file cell patterns, 

(5)  Cell patterned with 1 Vpp, 10 kHz sinusoidal and transfected with DC fields but no 

external molecules were present,  

After the transfection, cells were collected from the device using a pipette. Then, for PI 

transfection experiments, cells were directly analyzed using Fluorescence Activated cell sorting 

(FACs). For the EGFP transfected cell analysis, collected cells were incubated in 5% CO2, 37 C̊, 

and taken for FACs at different time points. For Cytotoxicity assays, electroporated CD8 effector 
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cells were mixed with target cell SUP B 15 cells with a ratio of 4:1 and incubated in 5% CO2, 37 ̊C 

with IL-2 in media. Then it was taken for FACs at different time points along the time axis to 

assess the cytotoxicity, by observing the target cell growth. 

6.1.6.  Fluorescence-activated cell sorting 

BD Accuri C6 Flow cytometer consists of a 488 nm excitation laser.FL1 (533/30 nm) and 

FL2 (585/40 nm) filters were used to capture the emission from Calcein (516 nm) and PI (617 nm) 

respectively. In order to get to rid of the overlap of the FL1 and FL2 filters, compensation values 

were used as per the Flowcytometers’ vendor specifications. Then the sample core size was 

adjusted according to the cell diameter. After doing the above adjustments, the data was collected.   

For analyzing the cells transfected with Propidium Iodide (PI), cells were collected to 

1.5mL tube upon the experiments and stained with Calcein AM (1 µL from 1 µM solution for 

1X106 cells) to investigate the viability. Then the samples were kept in ice and flow analysis was 

conducted.  

For analyzing the cells transfected with EGFP mRNA, collected cells were cultured at 37 °C 

and 5% CO2 incubator. Then the cell samples were taken at 12 hours, 18 hours, 24 hours, 36 hours, 

48 hours, 72 hours, and 96 hours. Then the cells were washed with PBS and 100 nM of PI was 

added to investigate the viability. Then it was analyzed through FACs.  

For analyzing the cells transfected with mRNA; cytotoxicity assay and CD 19 expression 

analysis were conducted with FACs. There, the cell samples collected at each time point from the 

incubator were initially mixed with 100 nM of Biotin-SP (long spacer) AffiniPure F(ab’)₂ fragment 

goat anti-mouse IgG and incubated on ice for 25 minutes. Then the cells were washed with PBS 

and added 200 nM of FITC Streptavidin. Then it was incubated on ice for 5 minutes. Thereafter, 
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the cells were washed with PBS, and 100 nM of PI was added to investigate the viability before 

analyzing through FACs.  

6.2. Results and discussion 

6.2.1. Cell patterning 

 

Figure 6.2. Electrode design parameters for effective cell patterning. 

a) Effect on the electrode width on cell settling (b) Effect on the gap between electrodes on cell 

settling (c) Top two figures show bright field and fluorescence images of an incorrect electrode 

design that can result in cell crowding. Bottom two figures show bright field and fluorescence 

images of a correct electrode design, which forms a single line of cells. 

In this study, we have done a systematic study by conducting simulations to design 

effective patterning electrodes array, while producing enough electric fields to electroporate cells. 

Figure 6.2 (a) shows how the width of the electrode and the gap between electrodes determines 

the cell settling area. Electric field gradient distribution in the electrode level was simulated 

through COMSOL. Figure 6.2(a) illustrates how the electrode width has been changed while 

maintaining the gap between electrodes as a constant. As we utilize the negative DEP to trap these 

cells, cells are placed at the electrode plane, where the electric field gradient is minimum.  It was 

observed that the top configuration is the ideal condition to drive the cells into the gaps as desired. 
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According to the 3rd figure from the top in Figure 6.2 (a), once the electrode width is increased 

than the gap, the cell has more tendency to settle over the electrodes. However, with the 

calculations, it was determined that the electrode width/ gap width ratio should be kept below 1. 

But, due to the manufacturing restrictions, it is difficult to reduce the width of the electrodes. Also, 

if the width of the electrodes is reduced, the resistance through electrodes will be increased 

resulting in potential joule heating as well as electrolysis. Figure 6.2 (b) shows how the relative 

gap between the electrodes compared with the cell size, contributes to form a perfect line of cells. 

A modeled cell has been placed in between the two electrodes to observe how the electric filed 

gradient distribution varies with a cell in between electrodes. The results show that, when the cell 

size is significantly smaller than the gap width, more than one number of cells settle in the gap, 

distorting the perfect line of cells. Figure 6.2 (c) shows two such cases. On the top row, it shows 

the effect of having a bigger gap with smaller cell size and how it results in cell crowding in 

between the electrodes. The bottom row shows a perfectly arranged line of cells resulted due to 

the correct dimensions of electrodes. Therefore; based on the different types of cells we used 

during the operations, we had to come up with several designs for different sizes of cells. For 

instance, for patterning primary human T-cells (~7 μm in diameter) we used an electrodes gap of 

10 μm.  

Figure 6.3 (a) shows the contribution of the applied voltage magnitude towards better 

patterning conditions. The top figure shows the effect of having inadequate electric field values, 

which result in random cell settling in between as well as on top of the electrodes. The middle 

figure shows how an adequate voltage level creates more tendency for the cells to settle in-between 

the electrodes. The bottom figure shows the effect of the voltage value which is higher than the 

adequate limit. It pushes all the cells away from the electrode surfaces and causes cells to levitate 
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without settling. Figure 6.3 (b) shows the comparison between the levitating cells (two images in 

the top row) vs perfectly patterned cells. 

 

Figure 6.3. Applied voltage contribution for effective cell patterning. 

(a) COMSOL simulation showing Electric field gradient variation with different applied voltages 

between electrodes. (b) Images of the different cell settling configurations with applied voltage, 

Top two images show floating cells due to the higher voltage applied, bottom two figures show 

cells which are patterned with perfect patterning conditions. 

Thus, when designing a system for cell patterning, all the above-mentioned parameters 

must be considered. In this research, we have successfully designed a cell patterning system, which 

can be used to pattern different types of cells with different parallel electrode designs. To pattern 

cells, negative DEP has been used while the frequency was lying from 10 kHz-50 kHz. 

6.2.2. Cell electroporation and transfection of molecules 

Our novel approach in effective and controllable electroporation include two steps. Under 

the first step, the cells are patterned using the DEP. Then, the electroporation pulse is applied using 

AC and DC pulses that produce adequate energy to electroporate cells reversibly.  The steps are 

as below in Figure 6.4. 
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Figure 6.4. Cell electroporation steps using our approach. 

In this approach, initially, simulations were conducted using COMSOL to access the effect 

of patterning on the induced transmembrane potential, by the applied electroporation field.  There, 

the induced transmembrane potential was obtained from COMSOL software by using models of 

cells with different configurations, as discussed in equation 6.1. Then it was compared with the 

cuvette electroporation conditions. As shown in Figure 6.5 it is evident that the patterned case has 

more uniform induced transmembrane potential which lies around 1 V, when comparing with the 

non-patterned case. The non-patterned case has more variation in the transmembrane potential. As 

it was mentioned in chapter 1, this causes certain cells to go to the irreversible electroporation state 

while some other cells will not have enough voltage to electroporate. Thus, patterning gives salient 

advantages to uniformly electroporate cells. 

Figure 6.6 then, compare the proposed technology with the traditional cuvette 

electroporator. Figure 6.6 (a) shows the distribution of higher induced transmembrane potential, 

which shows that in the proposed method, the electroporation is happening locally in a targeted 

area, yet uniformly in every cell. Then, Figure 6.6 (b) shows the traditional electroporator which 

has more exposed areas with induced transmembrane voltages, which vary from cell to cell. The 

results in Figure 6.6 further explain the variable induced transmembrane potentials in traditional 
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electroporator. Thus, it is evident that compared to the traditional electroporators the developed 

approach is capable to produce more viable cells as well as controlled transfection. 

 

Figure 6.5.  Comparison of induced membrane potential with patterned and not patterned cells. 

(a) Simulation of cells randomly scattered on and among electrodes (b) perfectly patterned cells 

in between electrodes. (c) statistical comparison of maximum induced transmembrane potential 

between two cases. 

 

Figure 6.6. Comparison of the induced transmembrane potential of the proposed device and 

traditional cuvette electroporator. 

(a) Simulated induced transmembrane potential in cells of proposed electroporation technology 

which shows localized electroporation region. (b) Simulated induced transmembrane potential in 

cells using conventional electroporator BTX cuvette 2 mm. 
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Upon conducting simulation studies, we moved into conducting experiments using cells. 

Initially, the experiments were conducted with DC and AC electroporation pulses using Jurkat 

cells, because of its close resemblance to T-cells. Propidium Iodide was used in transfection 

initially, to assess the uptake of the molecules, following calcein assay for viability studies (the 

procedure is mentioned in materials and methods). The transfection was assessed visually using a 

fluorescence microscope as well as through FACs and the results are shown in Figure 6.7. Initially, 

the concept was monitored under the microscope as PI instantly binds to the nucleus of cells, if it 

can penetrate the cell membrane. This can be visually observed through a microscope.  

 

Figure 6.7. Results from PI transfection with Jurkat cells. 

(a) Fluorescence image of the electrode device before applying the electroporation pulse. (b) 

Fluorescence image of cells after applying electroporation pulse. (c) The electroporated cells 

after adding Calcein for viability assay. (d) Statistical analysis of transfection efficiency assessed 

by FACs results using five experiments. (e)  Statistical analysis of viability assessed by FACs 

results using five experiments. 

Figure 6.7 (a) shows the fluorescence image prior to electroporation, which indicates that 

there are no electroporated cells or any dead cell in the initial sample. Then, Figure 6.7 (b) shows 

the fluorescence image of cells just after the electroporation signal is applied, which indicates that 
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the PI molecules were able to transfect into the cells. This penetration of PI molecules can occur 

due to two reasons, either because the cells died with the application of electroporation signal and 

the membrane got compromised or because of successful irreversible electroporation. To assess 

that, we used the calcein assay. As shown in Figure 6.7, the electroporated and viable cells express 

both green and red signals from PI whereas Calcein and dead cells are only shown in red color. 

Figure 6.7 (d) and (e) shows the assessed results using FACs analysis with repeated experiments. 

Patterned and electroporated cells reported transfection efficiency of ~80% using both the AC and 

DC electroporation while the non-patterned cells only had an efficiency of ~50%. The viability of 

the cells also reported a considerable difference between the patterned (~90%) and not patterned 

cases (~70%) under both electroporation methods. 

 

Figure 6.8. Results of EGFP transfection with CD8 T-cells. 

(a) Positive cell population expressing EGFP along with time for cells electroporated after 

patterning. (b) Peak intensity of EGFP expression variation along with time for cells 

electroporated after patterning. 

Upon successful evaluation of the advantages in utilizing the novel approach to transfect 

molecules into Jurkat cells, the transfection of mRNA into primary T-cells was tested. Initially, 

Enhanced Green Fluorescence Protein mRNA molecules were used to access the ability of mRNA 

transfection. Furthermore, mRNA expression along with time was also observed to assess the 

ability of the novel approach to expand the expression time. Similar electroporation conditions 
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used in Jurkat cells were used in CD8 cell experiments, where cells were electroporated with AC 

and DC electroporation conditions with and without patterning. 50 μg/mL of mRNA was used in 

each experiment. Figure 6.8 (a) shows the EGFP transfected positive cell population analyzed 

through FACs with each transfection condition along the time. We were able to witness the highest 

transfection of ~55% in both the AC and DC electroporation conditions with patterning whereas 

the not-patterned case only reported about ~30% in the transfection. Furthermore, with the results 

shown in Figure 6.8(b), in terms of the EGFP expression, represented by the fluorescence intensity 

shows a higher intensity at 120-hour time point for patterned conditions over not-patterned 

conditions. Therefore, the expression will last longer in the patterned and electroporated 

conditions. These data provide an insight into the positive effects of patterning incur on the 

effective mRNA electroporation. 

 

Figure 6.9. CD19 expression along time with electroporated CD8 cells. 

(a) Mean fluorescence intensity of CD19 expression along with time with different mRNA 

concentrations at electroporation. AC electroporation was used upon patterning in these 

experiments. (b) Mean fluorescence intensity of CD19 expression along with time with different 

electroporation conditions, when co-cultured with target cells. 

After using EGFP mRNA, CAR mRNA (G &P Biosciences) that produce anti CD19 CAR 

on the cell surface were used in the experiments. The experiments using CAR molecules to assess 

CD19 expression were done to test two major hypotheses; The ability to expand the CD19 

expressing time of CAR of mRNA by increasing the mRNA concentration at electroporation, The 
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ability of the novel approach over the not-patterned conventional method to expand CD19 

expression time. To test the first hypothesis, an isolated CD8 T-cell sample was tested with AC 

electroporation condition upon patterning with different concentrations of mRNA. Figure 6.8 (a) 

shows the CD19 expression assessed with the time, after electroporating with several mRNA 

concentrations at the initial electroporation cell mixture. It is evident that when the concentration 

is increased, the CD19 expressing time has increased. According to Figure 6.9 (a) an increment of 

concentration by 10-fold has increased the expression time from almost 100 hours. Therefore, one 

can increase the mRNA-CAR expression time by increasing the initial mRNA concentration of the 

electroporation sample. Figure 6.9 (b) shows the experiments conducted on testing the second 

hypothesis. In this experiment, we tested the CD19 expression of the CAR T-cells with the target 

cells present in the cell sample. It will demonstrate the real-world application of CAR T-cells 

attacking cancer cells and CAR expression degradation. Then, we compared it with CAR 

expression of CAR T-cells along the time without target cells present (4:1 ratio of target: effector 

cells). Figure 6.8(b) demonstrates that when the target cells are present, the CAR expression started 

earlier and degrades faster. It demonstrates that when the target cells are present CAR T-cells are 

likely to respond quickly and start killing cancer cells utilizing more mRNA. Then, we can see a 

significant difference in the CD19 expression between patterned and not-patterned cases after 168 

hours, demonstrating that the cells that were patterned and electroporated will express CAR 

mRNA for a longer time compared to not-patterned case.  

In order to test on the cytotoxicity induced by the engineered CAR T-cells using the novel 

approach, SUP-B15 (CD19+) target cells and k562 (CD19-) non-target cells were utilized in the 

experiments. In cytotoxicity experiments, CAR T-cells and tumor cells were co-cultured in a 24 

well-plate and the cell number of the tumor cells was monitored over time using FACs.  
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Figure 6.10. Cytotoxicity data. 

(a) Cell number variation of the non-target cells with time. (b) Cell number variation of the target 

cells with time. 

Figure 6.10 shows the cytotoxicity data for both non-target and target cells. As shown in 

Figure 6.10 (a), non-target cells have experienced a non-specific killing and even after 264 hours 

upon electroporation we still could see a considerable amount of tumor cells are left in the cell 

sample. Figure 6.10 (b) demonstrates a successful killing of target cells, where the cell numbers 

were drastically reduced within a very short period. We can see a specific killing of target cells 

wherein every electroporation condition target cells are being killed faster. When we compared 

the killing rate of CAR T-cells electroporated with patterning over the CAR T-cells electroporated 

without patterning, we can see a rapid killing of the patterned and electroporated cells. Therefore, 

the demonstrated CAR T-cells produced by novel technology are capable of rapid killing compared 

to conventional electroporation technologies. 

6.3. Conclusion 

In conclusion, we have demonstrated the successful implementation of a microelectrode 

device to effectively produce non-viral CAR T-Cells. In this work, we initially did a proof of 

concept of the novel technology through finite element simulations. Then, we demonstrated the 

proof of concept through the Jurkat T-cell line that can be cultured in the laboratory by transfecting 

PI molecules. Later, T-cells were isolated from the human blood and we demonstrated the real 
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avenues of the novel technology through CAR mRNA transfection and cytotoxicity assays. The 

utilization of microelectrode arrays with DEP cell patterning enabled the device to improve the 

transfection efficiency, uniform injection of molecules, higher cell viability upon electroporation, 

and the capability to transfect more molecules into cells compared with conventional 

electroporation. These improvements yield the ability in producing CAR T-cells which will have 

a more CAR-expressing lifetime, which will reduce the number of infusion cycles and much more 

effective cell killing. Since the fabrication cost of these interdigitated electrodes is below $100 per 

device, the cost of the therapy can be reduced drastically with a safe non-viral approach.  

  



 

94 

CHAPTER 7. LABEL-FREE PURIFICATION OF VIABLE HUMAN T-LYMPHOCYTE 

CELLS FROM A MIXTURE OF VIABLE AND NON-VIABLE CELLS AFTER 

TRANSFECTION BY ELECTROPORATION5 

7.1. Introduction 

Cell-based therapies, CAR-T-cells, are gaining momentum as a therapeutic strategy for 

cancer [93],[115],[259]–[261]. CAR T-cells are ex vivo engineered T-cells that express CAR 

molecules on their surfaces [93],[115],[259]–[261]. The CAR molecule is an antibody derived 

binding domain that selectively recognizes the target tumor’s surface antigen and is directly linked 

to a signaling domain (such as TCRξ) to provide T-cell stimulation. Once infused into patients, 

conjugation of the antigen (from the tumor cell) and antibody (the CAR T-cell) triggers T-cell 

mediated cytotoxicity and kills the tumor cells [93],[115],[259]–[261]. The US food and drug 

administration (FDA) has recently approved CAR T-cells for treating acute lymphoblastic 

leukemia (ALL) patients. Approximately 30 million CAR T-cells are required for a single 

treatment, and typically a patient will undergo about 6–8 treatments or CAR T-cell infusions over 

the course of a 2–3-month period. Figure 7.1 illustrates the steps involved in CAR T-cell 

manufacturing and the main focus of this paper. These steps include; drawing a sample of blood 

from the patient, isolating the T-cells, transfecting the T-cells with. viral vectors that produce CAR 

molecules on their surfaces, expanding and producing roughly 30 million CAR T-cells and 

administering the CAR T-cells back to the patient [93],[115],[259]–[261].  

                                                 
5 The material presented in this chapter was co-authored by Jayasooriya, V. and Nawarathna, D.  Jayasooriya 

conducted experiments and co-drafted and revised all versions of this chapter.  Reprinted with permission, from 

Jayasooriya V. and Nawarathna, D. “Label-Free Purification of Viable Human T-Lymphocyte Cells from a Mixture 

of Viable and Non-Viable Cells after Transfection by Electroporation”. J. Phys. D. Appl. Phys. 2019, 52 (36). 

https://doi.org/10.1088/1361-6463/ab2b81.) 
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Figure 7.1. The CAR T-cell manufacturing procedure used in cancer immunotherapy. 

Isolated T-cells are transfected with viral vectors to modify the T-cell genome and express the 

antigens that recognize the antibody in cancer cells. Once the antigen and antibody conjugation 

take place, CAR T-cells are activated and kill the cancer cells. The primary focus of this study is 

the purification of live cells after transfection by electroporation, which is represented by the 

rectangle with dashed lines. 

To transfect T-cells with viral vectors or electroporation is used. During the electroporation 

of cells, the T-cells are exposed to short external DC electric field pulses (<1ms) or low-frequency 

AC electric fields (<1 MHz) [262],[263]. These external electric fields induce electric fields or 

potentials in the cell membranes of the cells. When the total electric potential exceeds the threshold 

voltage (typically ~ 1 V), nanometer- scale accessible pathways or pores for external molecules 

(e.g. viral vectors) are formed on the T-cell membranes. Once these pores are formed, the viral 

vector molecules that are suspended in the extracellular buffer flow into the T-cells via Brownian 

motion or via a combination of Brownian motion and electrophoresis [29],[30]. Once the external 

electric field is turned off, the pore is closed and the molecular flow into the T-cells stops [29],[30]. 

The electric fields needed for electroporation is produced by suspending T-cells between two-

macro or micro-scale electrodes and applying AC or DC electric potentials. In addition, studies 
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have reported a number of miniaturized versions of electroporation systems in microfluidic 

channels; these systems are capable of performing T-cell transfection under a continuous flow of 

cells [31]–[33].  

Biological cells are dielectric spheres that can steer external electric fields [34],[264]. 

When millions of T-cells are randomly positioned between two macro- or micro-scale electrodes, 

the presence of the cells alters the spatial distribution of the external electric field. As a result, the 

local electric field near and induced transmembrane potential of each cell varies from cell to cell. 

The total transmembrane potential, which is the addition of the induced transmembrane potential 

and resting membrane potential, is directly related to cell viability [29]. As stated above, the total 

transmembrane potential of roughly 1 V is necessary to produce pores on the cell membrane. Any 

deviation from 1 V can have significant detrimental effects on the cells, and studies have shown 

that significant irreversible damage to cell membranes and/or other organelles takes place at 

voltages >1 V [29]. Such damage can lead to apoptotic or necrotic-based cell death [29]. Therefore, 

significant numbers of cells are damaged or even killed during electroporation.  

In the context of CAR T-cell manufacturing, electric field mediated cell damage is very 

severe. As a result, very poor cell viability results after electroporation have been reported [123]. 

For example, studies have shown that T-cell viability after electroporation is about 40% or less 

[102],[123]. A major technical challenge in CAR T-cell manufacturing is the lack of an efficient 

and effective method for removing the roughly 60% of non-viable T-cells. Non-viable (dead or 

dying) cells can significantly interact with living cells and tissues [140],[141]. For example, a 

process called ‘compensatory proliferation’ has been identified in which dying cells stimulate the 

proliferation of neighboring cells. In addition, studies have demonstrated that dying cells can also 

induce rapid stem cell differentiation [140],[141]. Such biological effects in a tumor could enhance 
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the growth of tumor cells, rendering CAR T-cell therapy detrimental to cancer patients. In addition, 

if dying cells induce proliferation in other immune cells, diseases such as autoimmune disease 

could ensue. For these reasons, there is an urgent need to remove dead or dying cells from cell 

samples and purify the CAR T-cell samples prior to expansion or infusion into patients. 

 Traditional cell purification techniques such as fluorescence- activated cell separation 

(FACS) and magnetic-activated cell separation (MACS) require unique target molecules such as 

a surface antigen or proteins on the cell surfaces to attach fluorophore tags or magnetic beads 

[142],[143]. The direct use of FACS in therapeutic applications is questionable because the FACS 

tubing cannot be changed from sample to sample. Therefore, cross contamination could occur from 

running multiple patient samples. For this reason, the FDA never approved FACS to be used in 

biomanufacturing. While there are magnetic beads that conjugate with apoptosis-mediated 

phosphatidylserine (PS) molecules on cell surfaces, there are no known magnetic beads for 

necrosis. Therefore, MACS is unable to completely purify a cell sample. Another issue with 

MACS is that it requires additional steps to remove magnetic beads before expansion or infusion 

into patients. Removing the magnetic beads requires additional assays; complete removal of 

magnetic beads may be challenging in clinical settings. 

To purify cells after the electroporation, in this work, we investigated the use of 

dielectrophoretic cell separation (DCS). This technique has been applied in biomedical 

engineering [47],[265]–[267]. Some of its applications include the isolation of circulating tumor 

cells, platelets bacteria in blood and other biological fluids and analysis of proteins 

[55],[231],[268]–[271]. However, there have been no reports of DCS to separate cells that are 

identical in phenotype (both target and non-target cells are T-cells) but with different physiological 

properties (viable versus non-viable T-cells). Dielectrophoretic cell separation uses the 
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dielectrophoretic force (DEP force) of cells (e.g. viable and non-viable cells) to purify cells in a 

label-free manner. We have produced a simple microfluidics device that has interdigitated 

microelectrodes to produce electric field gradients and trap dead/dying cells while live cells flow 

out of the device without being trapped.  

7.2. Materials and methods 

Jurkat cells (TIB 152), human T lymphocyte cells, were used in the experiments. Jurkat 

cells closely resemble T-cells. The cells were gifted from the laboratory of Dr Glenn Dorsam at 

North Dakota State University. We cultured the cells in an incubator with 5% CO2 with RPMI 

media with 10% Fetal Bovine Serum and 1% Pen-Strep (Penicillin-Streptomycin) by volume. 

After 2–3 days of culture, we used the cells in experiments. To prepare the cells for the 

experiments, we measured their viability and made sure it was at least 99%. We then spun down 

the cells at 500g for 5 min and suspended the Jurkat cells in 0.01 × Phosphate Buffered Saline 

(PBS, conductivity: 0.03 S m−1, ChemCruz catalog # SC-362182) to a final concentration of 2 

×106 cells mL−1. The cells were stored in ice when not being used in experiments.  

To produce non-viable (dead and dying) cells to demonstrate cell purification using DCS, 

we electroporated cells using both DC pulses and low-frequency (100 Hz) AC electroporation; cell 

electroporation using both DC and AC electroporation has been widely used in biomanufacturing 

of cells. To electroporate the cells, we pipetted Jurkat cells on to interdigitated electrodes (IDEs) 

(200 000 cells) (Figure 7.3(d)). We patterned cells as single files between IDEs to apply electric 

fields (DC or AC) uniformly across all the cells in the sample. The details of the cell patterning 

can be found elsewhere [26]. To electroporate cells using DC electric fields, a DC pulse of 12 V 

(or electric field of 5 × 105 V m−1) was applied for about 1 ms. Similarly, a low-frequency (100 

Hz) AC potential of 6 Vpp (or an electric field of 1.25 × 105 V m−1) was applied for about 150 ms. 
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These values are comparable to the electric field values used in electroporation experiments for 

manufacturing CAR T-cells [102],[123].  

 

Figure 7.2. Preparation of non-viable cells for the experiments. 

To represent all possible electroporation methods used in the transfection, we used DC and AC 

electric fields. After electroporation, electroporated cells were stained with fluorophore molecules 

that are representative of apoptotic and necrotic-based cell death. (a) FACS analysis of a cell 

sample before electroporation. Cells are not undergoing apoptotic or necrotic-based cell death, (b) 

FACS analysis of a cell sample that underwent electroporation by DC electric fields. Note that 

more than 96% cells underwent apoptotic and necrotic-based cell death, and (c) FACS analysis of 

a cell sample that was electroporated by AC electroporation. More than 98% cells underwent cell 

death by apoptosis and necrosis. We then mixed these cells with live cells and used these mixtures 

in experiments. 

To compare and contrast damage to the cells caused by DC and AC electroporation, we 

used a commercially available reagent kit to stain the cells and quantify the percentages of cells 

undergoing cell death through apoptosis and necrosis. Briefly, positive fluorescent signals to 

Annexin V and Ethidium Homodimer III (EthD-III) indicate the apoptotic and necrotic cells, 

respectively [272]. Figure 7.2 ((a)–(c)) shows the expression of apoptosis and necrosis biomarkers 

of the cell samples before and after electroporated using DC and AC electric fields. One can 

conclude that majority (>90%) of cells that are electroporated using and AC and DC electric fields 

undergo apoptosis and necrosis. We then mixed the electroporated cells (treated with DC and AC 

separately) with live cells and performed cell purification experiments. Studies have shown that 

T-cell viability after electroporation is about 40% [102],[123]. To include all possible scenarios, 
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we produced cell mixtures by combining live cells with non-viable cells with viabilities ranging 

from 1%–99%. We kept the final cell count at 2 × 105 cells (viable + non-viable) to avoid cellular 

crowding over the electrodes during purification. Each cell sample was purified separately, and 

each purification experiment was repeated at least three times to calculate the statistical 

significance.  

 

Figure 7.3. Systematic representation of cell purification using DCS after AC or DC 

electroporation. 

(a) and (b) FACS analysis of a cell sample prior to purifying with DEP; roughly 27.5% of the cells 

were alive. (c) Microfluidics device used in the cell purification experiments (dimensions: length 

Å~ width Å~ height = 20 mm Å~ 10 mm Å~ .1 mm), (d) Section of interdigitated electrodes used 

to produce the electric field and electric field gradients necessary for producing the DEP forces on 

the cells, (e) schematic representation of cell purification device/method, (f) calculated electric 

field gradient near the electrodes, (g) and (h) FACS analysis of the purified sample that exited the 

device through the outlet; note that 99.9% of the cells were alive, (i) and (j) FACS analysis of the 

cell sample trapped in the device; note that about 96.6% of the cells were non-viable, and (k) time-

lapsed images of the trapping of non-viable cells (red); note that viable cells (green) were not 

trapped on the electrodes and did flow into the outlet. 

The microfluidics device used in the experiments is shown in Figure6.3 (c) and (d). To 

manufacture the microfluidics device, we used standard micro-fabrication methods such as 

photolithography, metal evaporation, lift-off and wafer dicing. The details of micro-fabrication 
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protocols are reported elsewhere [273]. Briefly, the IDE electrodes were fabricated on a glass 

substrate, and the flow channel was fabricated in polydimethylsiloxane (PDMS) and bonded 

together using the traditional oxygen plasma bonding technique [273]. The cell purification device 

had an inlet and an outlet (Figure6.3 (c)). Cell sample was introduced into device via the inlet with 

a NE-1002X microfluidics syringe pump (New Era Pump Systems, Inc., Farmingdale, NY). Cell 

samples were not clustered or grouped during the introduction to the microfluidics channel that 

has cross-sectional area of 200 mm2 and the height of the channel was 100 μm. We expect a 

parabolic velocity profile for buffer solution in the microfluidics channel. To produce DEP force 

on cells, we used an AC potential (3 Vpp and 5 MHz) applied via a commercially available 

function generator (Keysight Technologies—33622A). Moreover, we varied the frequency of the 

AC potential from 0–20 MHz and measured the dielectrophoretic trapping of live and non-viable 

cells. At 5 MHz, non-viable cells are trapped on the electrode with a large DEP force; at the same 

time, live cells experience a weak DEP force at 5 MHz. We calculated the expected electric field 

gradients (COMSOL) near the electrodes (Figure6.3 (f)) and recorded maximum value of 1 × 1015 

V2 m−3; this electric field value produces a maximum attractive DEP force of about 1 nN on a 12 

μm diameter cell. We then experimentally determined the buffer flow rate that produced a 

sufficient viscous drag force to carry (without trapping) live cells to the outlet of the device. The 

time-lapse images (Figure 7.3 (k)) demonstrate the selective trapping of non-viable cells (shown 

in red) in the device while viable cells (shown in green) flow out of the device via the outlet 

channel.  

To quantitatively calculate the purity and recovery of the cell sample coming out of the 

device, we collected the cells coming out of the outlet channel. We also extracted and analyzed 

the cells that were trapped in the device. To extract the trapped cells, we turned off the DEP force 
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(by turning off the external potential) and collected the cells by flowing PBS buffer through the 

device. Briefly, purification measures the ratio between the number of live cells to the total number 

of cells (live and non-viable cells), and recovery measures the percentage live cells collected at the 

outlet to the number of live cells entered the device. After running a sample through the 

microfluidics device, we stained the cells using a commercially available assay to identify the live 

and non-viable cells. Briefly, live cells have intracellular esterase activity and intact plasma 

membranes; green-fluorescent calcein-AM staining is used to image the intracellular esterase 

activity of cells and non-viable cells with compromised plasma membranes, which allow for the 

influx of cell-impermeant DNA-binding dyes. Once the dye is bound to the DNA of the non-viable 

cells, they produce a strong orange fluorescence signal [274]. Finally, each sample was analyzed 

using a commercially available FACS tool (BD Accuri™ C6). The purity and recovery of each 

sample was calculated using FACS data. 

7.3. Results 

Figure 7.3 shows the experimental procedures discussed above for the purification of a cell 

sample that contained 27.5% live cells (Figure 7.3 (a) and (b)) introduced via the inlet of the 

microfluidics device. An external electric potential of 3 Vpp (5 MHz) was applied to produce a 

dominant pDEP force on the non-viable cells and capture non-viable cells on the electrodes; the 

sample flow rate was 7.5 μLmin−1. After trapping the non-viable cells in the device, the sample 

collected in the outlet of the device contained about 99.9% live cells (Figure 7.3 (g) and (h)). We 

also collected the trapped cells in the device and analyzed them (Figure 7.3 (i) and (j)); about 

96.6% were non-viable cells in the device. This result clearly demonstrates the ability of the 

technology to isolate live cells from other unnecessary and non-viable cells.  
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Figure 7.4. The results of the cell purification experiment. 

(a) and (b) Variation in the purity of the samples (% of live cells) collected at the outlet of the 

device with different initial cell mixtures at the inlet and the frequency of the applied electric field 

used to produce the DEP forces on the cells. In (a), we used DC electroporation to produce non-

viable cells and mixed them with viable cells. In (b), we used AC electroporation to produce non-

viable cells. The sample flow rate was 7.5 μL min−1, (c) variation in the purity of samples (% of 

live cells) collected at the outlet with the sample flow rate. A 3 Vpp and 5 MHz electric field was 

applied in the experiment to produce the DEP forces on the cells, and (d) variation in the recovery 

of samples (ratio of the number of live cells in the outlet to the number of live cells at the inlet) 

with the sample flow rate. A 3 Vpp and 5 MHz electric field was applied in the experiment to 

produce the DEP forces on the cells. 

The cell purification in the microfluidics device uses the combination of DEP force and the 

viscous drag force of cells. We then studied how DEP force and the viscous drag force of the cells 

contribute to the purity and recovery of the purified cell sample. These experiments also provided 

information about how identical phenotypic cells with different physiological states produce 

differential DEP forces (Figure 7.4). Figure 7.4 (a) and (b) show the cell purification results for 

the cell mixtures varying from 1%–99% non-viable produced using DC and AC electroporation. 

Note that, regardless of the electroporation (AC or DC) or live: non-viable cell ratio, at 5 MHz, 

our cell purification method was able to produce cell mixtures at the outlet containing about 100% 
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live cells. Furthermore, the percentage of live cells in the outlet significantly varied with the 

frequency of the applied electric field (e.g. 10 kHz and 20 MHz); these results may be due to the 

fact that at these frequencies non-viable cells experience a weaker DEP force than at 5 MHz or 

that live cells experience a stronger DEP force. Figure 7.4 (c) shows the percentage of live cells in 

the cell mixtures collected at the outlet of the device; DEP forces were produced by applying an 

electric potential of 3 Vpp at 5 MHz. Note that the sample flow rate of 7.5 μLmin−1 yielded the 

best purity of the sample collected at the outlet. At sample flow rates lower than 7.5 μLmin−1, a 

weaker viscous drag force was produced on the cells and therefore some of the live cells were 

trapped in the device. As a result, there were fewer live cells in the outlet and therefore a reduced 

purity. Similarly, for higher sample flow rates (>7.5 μLmin−1), trapping non-viable cells was not 

very effective. As a result, there were a large number of dead or dying cells in the outlet. Moreover, 

our data revealed that almost no purification was observed at the sample flow rate of 75 μLmin−1.  

Next, we studied the recovery of live cells during the isolation (Figure 7.4 (d)). Low live 

cell recovery is related to cell loss during purification. If live cells get trapped in the device during 

purification, the recovery of live cells at the outlet will be significantly less than the number of live 

cells that entered through the inlet of the device. Therefore, if the sample flow rate is less than 7.5 

μLmin−1, more live cells will be trapped in the device, thereby decreasing the cell recovery. 

Similarly, if the sample flow rate is greater than 7.5 μLmin−1, larger viscous drag forces wil carry 

all of the live cells to the outlet, yielding higher recovery values. 

7.4. Discussion 

In this study, we have demonstrated that DCS can be used to separate identical cellular 

phenotypes with different physiological properties. In the context of CAR T-cells, this is an 

important unsolved problem. CAR T-cell purification has to be performed as quickly as possible 
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and the suspension time in the low-conductivity buffer must be minimized to decrease cell death. 

We have found that a sample flow rate of 7.5 μL min−1 and an electric field produced at 5 MHz 

yield the best purification (~100%) and recovery values for all of the cell mixtures we tested. 

Moreover, we found that cell recovery is difficult to control and may attributed to factors such as 

human error in counting cells, cell loss during handling, cell loss during the introduction to the 

microfluidics device and collecting cells back from the microfluidics device. The purity and 

recovery values could also depend on dimensions of the microfluidics device, especially the 

channel height. Moreover, to achieve large values for purity and recovery, there should be an 

inverse proportionality between channel depth and sample flow rate. 

 There are predictions about the origins of the fundamental physics behind the differential 

DEP forces of live and nonviable cells [52]. However, we measured the cell diameter of live cells 

and non-viable cells (after electroporation), and we found that the cell diameter increased from 11 

μm to 14 μm after electroporation for non-viable cells. This increase could lead to an increase in 

the DEP force by about two-fold for non-viable cells compared with live cells. We are carrying 

out additional experiments to better understand how the physiological states of cells come into 

play during DEP. In addition, Dr Gerald Marx’s group has reported similar results in which 

different physiological states such as live, dormant and dead bacterial cells produced pDEP at 

different frequencies [275].  

In addition to T-lymphocytes, we have purified cultured live kidney cancer cells (ATCC: 

HTB-44) from the mixtures of viable and non-viable cells. Non-viable cells were prepared using 

the electroporation experiments indicated above. Under similar experimental conditions reported 

here, we have achieved high purity and recovery values (data not shown). The device developed 

for experiments in our study was simple and had only a single inlet and single outlet; no complex 
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machinery or expensive equipment was necessary to perform the cell purification. Therefore, this 

method can be easily implemented in clinics and other centralized biomanufacturing facilities by 

persons lacking technical training. In addition, the DCS device could easily integrate with 

electroporation devices for single-step cell transfection and purification. For these reasons, DCS 

provides a viable solution to address the T-cell purification necessary in CAR T-cell therapy. 
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CHAPTER 8. DIELECTROPHORETIC HIGH PURITY ISOLATION OF PRIMARY T-

CELLS IN SAMPLES CONTAMINATED WITH LEUKEMIA CELLS, FOR 

BIOMANUFACTURING OF THERAPEUTIC CAR T-CELLS6 

8.1. Introduction 

Recent clinical studies have demonstrated that cancer patient’s blood samples can have 

tumor cells.  A small portion of these tumor cells can be in the isolated T-cell sample (either by 

accident or via nonspecific isolation). These tumor cells are subsequently genetically modified to 

produce CAR antibody molecules, and these modified cancer cells are mostly immune to CAR T-

cells [276],[277]. This is because engineered CAR receptors in the tumor cells conjugate with 

other cancer cells and block access to CAR T-cells [276]. Moreover, these reprogrammed tumor 

cells can potentially develop into secondary tumors that are not recognized by CAR T-cells [276]. 

Ruella et al. and others have reported that a leukemia patient relapsed 9 months after targeted CAR 

T-cell infusion for leukemia cells that express CD19 antigen molecules [276]. It was discovered 

that the CAR gene was unintentionally introduced into a single leukemic B cell during T-cell 

manufacturing, and this cell produced a CAR antibody that masked it from recognition by CAR 

T-cells. This abnormal leukemia cell, which expressed CAR molecules, proliferated and produced 

a secondary tumor in the patient [276]. Although CAR T-cell therapy has great potential for the 

treatment of advanced-stage cancer patients, the current methods for CAR T-cell manufacturing 

have their limitations. In the absence of rapid and reliable cell purification methods to prevent 

tumor cell contamination, all the potential benefits may be potentially undermined. 

                                                 
6 The material presented in this chapter is currently under review after submission to Analytical Chemistry journal 

and was co-authored by Beth Ringwelski, Vidura Jayasooriya, and Dharmakeerthi Nawarathna.  Jayasooriya V. 

conducted experiments, analyzed results and co-drafted the paper.  Reprinted with permission, from Ringwelski, 

Beth, Jayasooriya, Vidura,  Nawarathna, Dharmakeerthi, "Dielectrophoretic High Purity Isolation of Primary T-cells 

in Samples Contaminated with Leukemia Cells, for Biomanufacturing of Therapeutic CAR T-cells" 
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Conventional methods like fluorescence-activated cell separation (FACS) and magnetic-

activated cell separation (MACS) [142],[278] cannot be used due to the issues mentioned in 

chapter 7 section 7.1. To address this critical issue, we have utilized dielectrophoretic cell 

separation that is discussed in chapter 7. At a specific frequency, differential polarizability between 

the target cells (such as T-cells) and non-target cells (such as leukemia cells) can be used to trap 

target cells on the microfluidics device and flow non-target cells out of the device [279]. The 

differential polarizability is also used to trap the non-target cells in the device, and target cells flow 

into the outlet [55]. Dielectrophoretic cell separation has been used in a large number of cell 

separation applications. These include isolation of live cells from mixtures of live, dead, and dying 

cells [279], separation of circulating tumor cells from blood samples [55], and isolation of platelets 

from diluted whole blood samples [280]. In these studies, the quality of cell separation was 

determined using purity (the amount of non-target cell contamination in the cell sample), recovery 

(percentage of target cells in the output), and throughput (the number of target and non-target cells 

that can be analyzed in the microfluidic device within a specified amount of time).  

Generally, dielectrophoretic cell separation experiments that produced high recovery 

values (greater than 90%) have been reported [281]. As the dielectrophoretic force is dependent 

on the cell size, the throughput of separation for mammalian cells is generally high [282]. 

Typically, depending on cell size, the dielectrophoretic cell separation method can separate a large 

number of cells. For example, Hu et al. reported a throughput of 10,000 cells per second [208]. 

With regards to purity, Thomas et al. separated green polystyrene beads from red beads with 100% 

purity [283]. In addition, a study conducted by Yildizhan et al. reported greater than 90% purity 

when isolating live human myeloid leukemia cells (U937) from a mixture of live and dead U937 

cells [284]. This evidence indicates that dielectrophoretic cell separation is a potential candidate 
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for the purification of T-cell samples contaminated with cancer cells. Most importantly, purified 

T-cells need to be 100% pure to ensure that no tumor cell is present. Therefore, the experiments in 

this study were focused on sample purity values after separation.  

In this study, to simulate real-world conditions, we spiked whole blood samples with tumor 

cells, then isolated T-cells using a commercially available T-cell isolation kit, and finally used the 

isolated T-cell samples as the input to the dielectrophoretic cell separation device. The tumor cells 

were selectively trapped on the electrodes by producing attractive dielectrophoretic forces on 

tumor cells, and T-cells were collected at the outlet of the device in real-time. The cell sample 

collected at the output was analyzed using flow cytometry, real-time quantitative reverse 

transcriptase polymerase chain reaction (real-time qRT-PCR)), and manual tumor cell counting. 

Experiments were carried out separately by spiking typical leukemia cells, either chronic 

myelogenous leukemia (K-562) cells, or acute lymphoblastic leukemia cells (ALL). 

8.2. Materials and methods 

8.2.1. Fabrication of the microfluidic cell separation device  

The microfluidic device used in the experiments consisted of interdigitated electrodes 

(IDEs) and a microfluidic channel that had a single inlet and single outlet. The dimensions of the 

single pair of electrodes were 1 cm x 25 μm x 100 nm. The total electrode area on the device was 

2 cm x 1 cm and the channel height was 100 μm. The IDEs were fabricated on a glass substrate 

using standard photolithography, and the flow channel was fabricated in polydimethylsiloxane 

(PDMS) and bonded together using oxygen plasma. Detailed manufacturing of each component 

was outlined in a previous study in chapter 7 [279]. Cell samples (composed of T-cells and cancer 

cells) were introduced into the device via the inlet with a NE-1002X microfluidic syringe pump 

(New Era Pump Systems, Inc., Farmingdale, NY) and collected in a centrifuge tube at the outlet 
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for analysis. Electric potential values were applied using a function generator (AFG3021B, 

Tektronix, Beaverton, OR). 

8.2.2. Culturing chronic myelogenous leukemia (K-562) cells  

Commercially available chronic myelogenous leukemia (K-562) cell line was purchased 

(ATCC Manassas, MA) and cultured in RPMI 1640 medium supplemented with 2 mM Glutamine 

and 10% FBS (by volume). Cells were cultured in an incubator at 37°C with 5% CO2. Fresh cells 

were harvested, counted, and then used in experiments.  

8.2.3. Culturing acute lymphoblastic leukemia cells (ALL) 

ALL (SUP-B15) cells were purchased from American Type Culture Collection (ATCC, 

Manassas, VA) and cultured in complete medium containing Iscove’s modified Dulbecco’s 

medium with 4 mM L-glutamine and 1.5 g/L sodium bicarbonate. In addition, the cell culture 

medium was supplemented with 0.05 mM 2-mercaptoethanol (Sigma Aldrich, St. Louis, MO). 

Finally, 20% (by volume) fetal bovine serum (ATCC, Manassas, MA) was added to the cell culture 

medium. The culture samples were cultured in an incubator at 37C in 5% CO2 and sub-cultured 

2–3 times a week. Fresh cells were harvested and counted before their use in experiments.  

8.2.4. Preparation of cell samples and cell purification experiments 

Commercially available pooled blood samples (Innovative Research, Novi, MI) from 

healthy individuals were used in the experiments. In cell purification experiments, approximately 

2.0 x106 K-562 or SUP-B15 cancer cells were pipetted directly to the human whole blood sample, 

totaling 20 mL. The cancer cells were stained with Calcein AM (Thermo Fisher Scientific, 

Waltham, MA) before addition. Briefly, Calcein was added to the cell sample and allowed to 

incubate at room temperature for 30 min. Following incubation, the cancer cells were washed 3 

times before being added to the blood sample. A verified T-cell isolation protocol (described 
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below) was applied to the whole blood sample (20 mL) after the addition of the cancer cells. The 

T-cell isolation yielded approximately 2 mL of sample volume, so 1mL of diluted phosphate-

buffered saline (PBS 100x; Sigma Aldrich) solution was added. 3 mL of the sample was equally 

divided to perform four cell purification experiments (750 μL per experiment). Before adding the 

PBS, the osmolality of the PBS buffer was adjusted to 180 mOsm/l. The T-cell count per 

experiment was kept constant (approximately 105 cells).  

The cell solutions were then separately flowed through the microfluidic chip device at three 

varying speeds (100, 10, and 1 μL/min) to determine which flow rate yielded the best result. The 

cancer cells were trapped on the electrode, while T-cells were able to flow over the top and collect 

at the end of the device. An electric field was produced in the device by applying an electric 

potential of 3 Vpeak-to-peak (Vpp), and 500 kHz and negative control experiments were 

performed without electric fields at 1 μL/min. Each sample was stained with Propidium Iodide (PI; 

Thermo Fisher Scientific, Waltham, MA) and analyzed using flow cytometry. The samples that 

were used for real-time qRT-PCR were not stained.  

8.2.5. T-cell isolation 

Cell isolation was performed using a commercially available human T-cell (CD8+) 

isolation kit (STEMCELL Technologies, Cambridge, MA). For experiments involving cancer cells 

mixed with blood, approximately 2.0 x 106 leukemia cancer cells (K562 cells) were stained with 

Calcein AM. Calcein AM provided green fluorescence, which aided in the analysis process.  

To begin the isolation process, 20 mL of Ficoll-Paque (Ficoll® Paque Plus, GE Healthcare, 

Chicago, IL) was added to a 50 mL centrifuge tube. The Ficoll-Paque created a cushion for the 10 

mL sample of whole human blood to be slowly pipetted on to. The combined blood and Ficoll-

Paque solution was centrifuged for 30 min (24C; 400 x g), and the solution separated into distinct 



 

112 

layers. The bottom layer consisted of red blood cells, the middle layer had peripheral blood 

mononuclear cells (PBMC) and T-cells, and the top layer had plasma cells. To ensure the complete 

collection of all the T-cells, the entire top layer (PBMC and Plasma), approximately 6 mL, of the 

sample was extracted with a pipette and placed in a 15 mL centrifuge tube. The sample was then 

topped to 15 mL with sterile 1x phosphate-buffered saline solution (PBS). The tube was placed 

back into the centrifuge and was spun for 5 min (24C; 300 x g). The supernatant was poured out 

of the centrifuge tube, and the remaining cells were noted to be red. The remaining red blood cells 

(RBC) were removed by the addition of 3 mL of RBC lysis buffer to the pellet and vortexed for 3 

min. The sample was topped to 15 mL with PBS and put into the centrifuge for 5 min (24C; 300 

x g). The cells were then counted (9.0 x 107 cells in about 2 mL of solution), and this determined 

how much EasySep buffer (STEMCELL Technologies, Cambridge, MA) could be added later (1 

mL per 5.0 x 107 cells). Following the count, the remaining cell solution was brought up to 15 mL 

with PBS and put back in the centrifuge for a final spin (5 min at 24C; 300 x g). After removing 

the supernatant, 1.6 mL of EasySep buffer, which came with the T-cell isolation kit, was added to 

the cells and mixed. Isolation kit directions were then followed to finish the isolation of the CD8+ 

T-cells using a cocktail mix, magnetic beads, and magnet device. Once the cells were isolated, the 

final count was found to be 3.45 x 106 CD8+ T-cells. To quantify cell viability following cell 

isolation, a hematocytometer and trypan blue were used. The viability of the CD8+ T-cells was 

found to be around 92%.  

8.2.6. RNA isolation 

The RNeasy Mini kit (Qiagen, Germantown, MD) was used to isolate the total RNA from 

the cell samples. Initially, the cell sample was lysed by adding 350 μL RLT buffer (Qiagen) and 

rigorous vortexing for up to 2–3 min. Then 350 μL of ethanol was added to the lysate to provide 
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ideal binding conditions. The lysate was then loaded onto the RNeasy mini spin column with a 

silica membrane and centrifuged for 15 s at 8000 x g, and the flow-through was discarded. Then 

700 μL of RW1 buffer (stringent washing buffer, Qiagen) was added to the column and centrifuged 

for 15 s at 8000 x g. The column was washed twice with RPE buffer (mild washing buffer, Qiagen) 

for 15 s at 8000 x g in the first wash and an additional 2 min at 8000 x g. Finally, total concentrated 

RNA was eluted in 30 µL of DI water by adding the DI water to the silica membrane (which 

changed the pH) and spinning for 1 min at 8000 x g. Upon isolation, the RNA sample was quickly 

analyzed using real-time qRT-PCR or stored at -20C for future use. 

8.2.7. cDNA synthesis 

iScript™ cDNA Synthesis Kit (BioRAD, Hercules, CA) was used to synthesize cDNA 

from the isolated total RNA. For 3 μL of total RNA, 4 μL of iScript RT Supermix, and 13 μL 

nuclease-free water was added to PCR tubes. The PCR tubes were placed in the real-time 

quantitative RT-PCR system (CFX96, BioRAD), and synthesis was performed. cDNA synthesis 

was performed according to the instructions of the manufacturer provided in the synthesis kit. 

First, priming of the reaction was performed by holding the sample temperature at 25C for 5 min, 

then reverse transcription reaction was performed by keeping the sample temperature at 46C for 

20 min, and then the sample temperature was increased to 95C and maintained for 1 min.  

8.2.8. Real-time qRT-PCR reactions 

Upon synthesizing the cDNA, samples were prepared for real-time qRT-PCR with 

SsoAdvanced Universal SYBR Green Supermix kit (BioRAD). The primers listed below were 

utilized to quantify the expression of BRC-ABL1 mRNA molecules and were commercially 

synthesized (Midland Certified Reagents company, Midland, TX). 

BRC-ABL1 (forward): 5’ – ACTCCAGACTGTCCACAGCA - 3’ 
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BCR-ABL1 (reverse): 5’ – TTGGGGTCATTTTCACTGG - 3’ 

The reaction mix was prepared by mixing 10 μL of SsoAdvanced Universal SYBR Green 

Supermix (2x) (BioRAD) with 250 nM from each primer and 6 μL of nuclease-free water. Then 

the reaction mixture was thoroughly mixed for homogeneity and pipetted into a 96-well PCR plate. 

Then, 2 μL of cDNA template was added to each well and thoroughly mixed with a pipette, and 

the well plate was tightly sealed with micro seal 'B' PCR Plate optical adhesive Sealing Film 

(BioRAD). The PCR plate was then placed in the PCR machine (CFX96, BioRAD). Forty reaction 

cycles of the following assay (a–b) were performed.  

(a) Denaturation: 95°C for 15 s 

(b) Annealing/Extension: 60°C for 30 s 

Before temperature cycling, we activated the polymerase and denaturation of DNA primers 

by heating the sample to 95°C and maintaining the temperature for 30 s. Fluorescence intensity of 

each well after each cycle was recorded.  

8.2.9. DNA denaturation analysis 

After the real-time qRT-PCR reaction, the reaction temperature was varied from 65° C to 

95°C in 0.5°C increments, and the temperature was maintained for 5 s. The fluorescence intensity 

of each well at each temperature was recorded.  

8.2.10. Data 

Two datasets, fluorescence intensity vs. cycle number and rate of fluorescence intensity 

change vs. temperature, were exported using Excel files by the CFX Manager software.  

8.2.11. Flow cytometry 

Flow cytometry was performed on a Fluorescence-Activated Cell Sorting (FACS) machine 

(AccuriC6; BD, Franklin Lakes, NJ). Propidium Iodide (PI; Invitrogen, Carlsbad, CA) was added 

to the cell samples before FACS to evaluate cell viability. The K-562 and SUP-B15 cells had been 
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stained previously with Calcein AM (Molecular probes, Eugene, OR) before being isolated from 

whole blood samples or isolated T-cell samples so that the green fluorescence would be accounted 

for as well. The compensation on the FACS device was adjusted for both dyes, FL1 was adjusted 

by 3.2% and FL2 by 7.5%. Bleach and water were run through the device to ensure the cleanliness 

of the machine before running the samples. Results were analyzed by looking at the FL1 and FL2 

products using FlowJo software. 

8.2.12. Manual cell counting 

Cell samples were pipetted to a clean microscope glass slide, and a manual count of the 

number of green fluorescent cells was performed. Each count was repeated at least 3 times to 

ensure accuracy. 

8.3. Results and discussion 

 
Figure 8.1. Dielectrophoretic T-cell separation device used in the experiments.  

(a) A picture of the device with inlet, outlet, interdigitated electrodes (inside the rectangle with 

broken lines) and connection to the external function generator. (b and c) Fluorescence images of 

the trapped K-562 cells at 100 and 10 μL/min, respectively. Scale bars indicate 100 μm. (d) 

Finite Element Modeling (Comsol, Burlington, MA) results of the interdigitated electrodes used 

to produce DEP force on cells. Contours are the electric fields in the z-direction. Arrows are the 

electric field vectors in the x-z direction. 

In this study, a frequency of 500 kHz was used, and this produced the largest differential 

polarizability between cancer cells and T-cells, allowing us to trap the cancer cells on the 
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electrodes. This frequency was experimentally obtained by examining frequency values from 1 

kHz to 1 MHz. Yildizan et al. have reported that human myeloid leukemia cells could produce 

large polarizability and DEP force at frequencies between 10 –104 kHz [20]. We used an attractive 

DEP force to trap the cancer cells on the electrodes. The attractive DEP force concentrates on 

cancer cells in the regions that have the largest electric field gradient. Figure 1(a) shows a picture 

of the microfluidic device used in the experiments. Figure 1(b) shows the trapped K-562 cells at 

10 μL/min. Note that cells are trapped on the electrodes or electrode edges, which indicate that 

positive DEP force was produced on the cells. Figure 1(c) shows an image of trapped K-562 cells 

at 100 μL/min. There are few cells are trapped on the electrodes by positive DEP force and a larger 

number of cells are flowing over electrodes (out of focus objects) without trapping on the 

electrodes. Similarly, we found that at 100 and 10 μL/min, the majority of T-cells flowed without 

trapping by DEP force (data not shown). Figure 1(d) shows the calculated electric fields in the 

microfluidics channel (x-z plane). Contours show the electric field in z-direction, which is used to 

pull the cancer cells toward the electrodes that are located at the bottom of the microfluidic 

channel. Arrow plot illustrates the electric field values in the x-z plane that polarize the cells and 

produce DEP force. 

Since the DEP force is dependent on the cell volume, the expected DEP force that pulled 

the cells towards the electrode for K-562 cells (approximate diameter = 20 μm) was about 37 times 

the DEP force of T-cells (approximate diameter = 6μm). Similarly, the DEP force on the ALL cells 

was about 8 times the DEP force of T-cells. The viscous drag force, which is dependent on the cell 

radius, carries the cell horizontally towards the outlet of the device. The cells trapped (e.g., K-562) 

on the electrode experienced both DEP and viscous drag forces. Moreover, stronger DEP force 

than the viscous grad force is expected on trapped cells. Similarly, T-cells experienced a larger 
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viscous drag force than the DEP force, so T-cells flow into the outlet without getting trapped on 

the electrodes. This cell trapping strategy is different from traditional continuous cell purification, 

where target cells are separated from non-target cells using the combination of DEP and viscous 

drag force. When electric potentials of 3Vpp at 500 kHz were used to produce DEP forces, sample 

flow rates in μL/min were required to trap the cancer cells on the electrodes. Experiments were 

conducted using sample flow rates of 100 μL/min, 10 μL/min, and 1μL/min, and we found that 10 

μL/min and 1 μL/min were sufficient for selectively trapping cancer cells (e.g., K-562) on the 

electrodes.  

 
Figure 8.2. Flow cytometry results of the purification of T-cells that have spiked K-562 cells. 

The first column indicates the cell mixture before purification and the second column shows the 

cell mixture after purification. Negative control experiments were performed without applying 

DEP force and flowing cell samples at 10 μL/min (data not shown). The purity of the negative 

control sample was 88.4%.  
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To demonstrate the ability of dielectrophoretic cell separation to purify T-cells, a sample 

of isolated primary T-cells was spiked with the cultured K-562 cells and purified. We performed 

purification experiments by flowing the cell samples at 100, 10, and 1 μL/min. Additionally, we 

also performed experiments without DEP force. Figure 2 illustrates a summary of these results. 

When we applied the electric potential value of 3Vpp at 500 kHz and a sample flow rate of 10 

μL/min, the majority of cancer cells (purity = 98.9%) were trapped in the device (row 2 of Figure 

2). The viability of the purified T-cells at 10 μL/min was about 91.6%. We have also performed 

control experiments by flowing samples without applying any electric potential or no DEP force 

and found that the purity of the sample collected at the output was 88.4% (data not shown).  A 

flow rate of 1 μL/min also produced a high level of purification (94.5%), but the viability of T-

cells collected at the outlet was approximately 31.3%. When the sample flow rate was 100 μL/min, 

the purity and cell viability values were 93.8% and 89.3%, respectively. At 100 μL/min, a high 

viscous drag force could carry some of the cancer cells into the outlet. These results show that 10 

μL/min produces an optimal balance between DEP and viscous drag force. Therefore, we used 

these experimental conditions in the rest of the cell purification experiments.  

In the next set of cell purification experiments, we studied the effectiveness of DEP cell 

purification in simulated samples, which is more relevant to the clinical issue outlined above. We 

added about 2 x 106 K-562 cells to whole blood samples and isolated the T-cells. We did not stain 

the samples with Calcein AM for these experiments. We then divided the cell samples equally and 

prepared 100 μL of cell samples for purification. It was found that there were about 32 K-562 cells 

and approximately 100,000 T-cells in a 100 μL cell sample. The cell samples were purified by 

flowing at both 100 and 10 μL/min, and an electric potential value of 3Vpp (frequency of 500 kHz) 
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was applied to produce the DEP force. The entire 100 μL sample was flown through the 

microfluidic device, and an additional 400 μL of PBS buffer was added to the collected samples. 

 
Figure 8.3. The expression analysis of BCR-ABL mRNA in K-562 and T-cells, which was 

performed using real-time quantitative reverse transcriptase polymerase chain reaction. 

(a) Fluorescence vs cycle number produced by 106 K-652 cell and 105 T-cells. (b) Melting of 

amplified double-stranded DNA from K-562 and T-cells. The initial DNA was produced by 

reverse transcribing the BCR-ABL mRNA molecules. 

Since there are no fluorophore tags that could be used in flow cytometry, accurate detection 

of a small quantity of cancer cells in a sample with FSC-SSC is difficult. Therefore, we used the 

real-time qRT-PCR method to analyze the cell samples and quantify the cancer cells. Domingo et 

al. have shown that PCR could be 1-log sensitive than flow cytometry [285]. A recent report by 

Guo et al. demonstrated that real-time qRT-PCR could be used to detect rare cells (e.g., circulating 

tumor cells) in the blood samples [286]. Moreover, the study demonstrated the detection of single 
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circulating breast cancer cells[286]. We assumed that the expression of mRNA does not vary 

during the experiments. We designed the real-time qRT-PCR experiments to detect the presence 

of BCR-ABL mRNA molecules as an indirect method for detecting K-562 cells in samples. Studies 

have reported that specific leukemia cells containing a fusion of portions of the BCR gene and the 

ABL gene produce unique chimeric BCR-ABL mRNAs [287]. Guo et al. have shown that the 

BCR-ABL gene is highly expressed in myelogenous leukemia cells [287]. In addition, Yu et al. 

showed that real-time qRT-PCR was able to detect the mRNA produced by the BCR-ABL gene 

[288].  

We first studied the expression of BCR-ABL mRNA in K-562 and T-cells. We have 

performed real-time qRT-PCR experiments of known quantities for K-562 (106 cells) and T-cell 

(105 cells) samples and evaluated the expression of BCR-ABL mRNA in each cell type. Briefly, 

we lysed the cells in each sample, isolated total RNA, and performed real-time quantitative qRT-

PCR reactions. Figure 3(a) shows the fluorescence vs. cycle number for 106 K-562 and 105 T-cells. 

We calculated critical threshold values (Ct) for each cell sample and compared the values. The Ct 

is the cycle number in the exponential region at which fluorescence intensity is equal to 500 (a.u) 

(Figure 3 (a)). The Ct values for K-562 and T-cells were 24 and 34, respectively. We then 

calculated the expected Ct value for 106 cells, which is ~30.7( 34 −3.3) for T-cells. By comparison, 

K-562 has about 100 fold higher expression of BCR-ABL than T-cells. To further understand the 

expression of the BCR-ABL gene in K-562 and T-cells, we performed the melt curve analysis after 

the real-time qRT-PCR reaction (Figure 3(b)). The double-stranded molecules synthesized during 

the real-time qRT-PCR reaction were used in the generation of the melt curve. During the 

generation of the melt curve, the sample temperature is gradually increased, and the fluorescence 

intensity is measured at different temperatures [289]. The intercalating dye (SYBR Green) 
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selectively conjugates to the double-stranded DNA molecules and produces over 1000 times the 

fluorescence intensity compared with the free molecules [289]. Therefore, double-stranded 

molecules are significantly brighter. When the double-stranded molecules reach their melting 

temperature, they dissociate into single-strands, and the fluorescence intensity decreases. The 

melting curves are useful for identifying the melting temperatures of double-stranded molecules. 

Surprisingly, the melting temperature of BCR-ABL mRNA from T-cells was 90°C compared to 

that from K-562 cells, which was 85°C. Guo et al. reported that the ABL gene is expressed in 

leukocytes, including T-cells [287]. These data suggest that the fluorescence intensity of T-cells 

could be coming from the BCR or ABL mRNA molecules.   

 
Figure 8.4. Critical threshold (Ct) values calculated using the real-time quantitative reverse 

transcriptase polymerase chain reaction results.  

The Ct value is the cycle number that produces the fluorescence intensity of 500 (a.u) and the 

lower Ct value indicates the higher starting DNA quantity. 

In the next set of experiments, we spiked K-562 cells to whole blood samples, isolated T-

cells, performed purification experiments, analyzed each sample with real-time qRT-PCR and 

calculated Ct values (Figure 4). We have compared the Ct values produced by the initial cell 

mixture before flowing (Ct=33.63) through the microfluidic device to the output cell samples 

collected by flowing the samples at 100 μL/min (Ct, approximately 35.75), 10 μL/min (Ct, 

approximately 36.9) and 1 μL/min (Ct, approximately 35.25). By comparing these Ct values, we 
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estimated that 100 μL/min and 1 μL/min should have about 4 times less K-562 cells, and 10 μL/min 

should have about 10 times less K-562 cells than in the initial sample. Since the initial sample had 

about 32 K-562 cells, purified samples at 100, and 10 μL/min should have about 8 and 3 cells, 

respectively. We have found that Ct value of the sample purified with DEP force at 1 μL/min, was 

35.9. As we described earlier, the majority of cells are killed (viability ~30%) in this sample (1 

μL/min). So, higher Ct value may attribute to the low cell numbers in this sample. As we 

demonstrated earlier, both K-562 (to a higher degree) and T-cells (to a lesser degree) could also 

contribute to the Ct values. The calculated K-562 cell numbers could be more than the actual K-

562 cell numbers present in these samples. Since the real-time qRT-PCR experiments provide 

approximate cell numbers in purified samples, to find the exact cell numbers, we manually counted 

the K-562 cells in each sample. 

Table 8.1. Chronic myelogenous leukemia (K-562) cell numbers before and after purification 

using dielectrophoresis. 

 Experiment 1 Experiment 2 Experiment3 

Pre-purified mixture 32 31 32 

3 Vpp (500kHz) and 100 μL/min 14 12 13 

3 Vpp (500kHz) and 10 μL/min 0 0 2 

3 Vpp (500kHz) and 1 μL/min 0 0 0 

No DEP and 1 μL/min 12 13 15 

As we stated earlier, for manual cell counting experiments, we have used the K-562 cells 

were stained with Calcein AM, which emits green fluorescence. Therefore, we were able to 

identify and count K-562 cells. We carefully counted the cells that emitted green fluorescence. 

Table 1 shows the results from the manual cell counting. We found that there were about 13 K-

562 cells in the samples purified by flowing at 100 μL/min. In contrast, we found no K-562 cells 

in the samples purified by flowing at 10 μL/min. In comparison, real-time qRT-PCR results 

detected 8 and 3 cells for 100 and 10 μL/min, respectively. As discussed earlier, real-time qRT-
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PCR may not be sensitive enough for detecting such low cell numbers. In addition, there can be 

contributions to the Ct value from BCR mRNA molecules of the T-cells. Diercks et al. have 

reported that the detection sensitivity of real-time quantitative RT-PCR in analyzing small amounts 

of mRNA could be affected by inherent statistical fluctuations in samples [290]. The same study 

predicted that the improvements to the cell lysis, mRNA extraction, and reverse transcription 

efficiency could help to improve the accuracy of mRNA detection [290]. For these reasons, we 

believe that manual cell counting provides a more accurate answer.  

Table 8.2. Acute lymphoblastic leukemia (ALL) cell numbers before and after purification using 

dielectrophoresis. 

 Experiment 1 Experiment 2 Experiment3 

Pre-purified mixture 37 40 39 

3 Vpp (500kHz) and 100 μL/min 18 20 15 

3 Vpp (500kHz) and 10 μL/min 0 0 2 

3 Vpp (500kHz) and 1 μL/min 0 0 0 

No DEP and 1 μL/min 22 19 17 

To demonstrate the broad applicability of our cell purification method, we performed cell 

purification experiments for T-cell samples contaminated with ALL cells. ALL (diameter~11μm) 

cells are smaller than K-562 cells (diameter ~ 17μm). Therefore, the DEP force of K-562 could be 

about 3.7 times that of ALL cells. Smaller DEP force was not sufficient to trap ALL cells in the 

device with a 10 μL/min sample flow rate. Moreover, when we conducted the purification 

experiments using 3 Vpp (at 500 kHz and 10 μL/min), we found some cancer cells (0-2) in the 

purified sample (Table 2). In the next experiment, we increased the electric potential value to 5 

Vpp and kept all other experimental parameters unchanged from previous experiments. Moreover, 

we found that theoretically, DEP force with 5 Vpp was about 3 times greater than the DEP force 

produced by 3 Vpp. Table 3 shows the purification results, and 100% purity value for the cell 

sample flown at 10 μL/min, were obtained.  
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8.4. Conclusions 

In this work, we showed that dielectrophoretic cell separation could be used to purify T-

cell samples contaminated with cancer cells. We demonstrated the proof of concept using samples 

contaminated with leukemia cells (e.g., K-562 and ALL cells). We selected leukemia cells because 

CAR T-cell therapy is currently approved for ALL cells. The purification technology is based on 

differences in cell size between T-cells and cancer cells, and therefore, it can be applied to any 

cancer cell type that is bigger than T-cells. In comparison with other competing technologies, 

dielectrophoretic cell purification may potentially be a better fit for point-of-care settings with 

limited access to technology. One of the great advantages of this method is the absence of cell 

labeling. The performance of cell purification experiments is relatively simple, as one only needs 

to apply an electric potential and set up the sample flow through the device. Therefore, any non-

technical experimenter can perform cell purification experiments. The manufacturing cost of the 

cell purification device will potentially be less than $100. This is because the device has a 

microelectrode array that is easy to manufacture. In addition, a microfluidic channel is 

manufactured from low-cost PDMS polymeric materials that are FDA-approved. A function 

generator and a microfluidic pump are also required to apply the electric potentials and flow the 

samples over the electrodes, respectively. The combined cost of the equipment will be about 

$3000. With this method, cell viability values greater than 90% were achieved after purification. 

If higher cell viability is required, an increase of the sample flow rate, a slight decrease in the 

electric potentials, or covering of the device externally with ice to maintain the proper temperature 

could further improve the cell viability. Additionally, there exist different cell-separation methods 

that are capable of removing the dead or dying cells present in the samples [279]. 
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CHAPTER 9. OVERALL CONCLUSION 

In this research, MEA, microfluidic, and DEP technologies were utilized to develop studies 

to quantitatively measure DEP, to investigate iDEP technologies. Further, those technologies were 

used to develop two potential biosensor techniques and to develop a technique for 

biomanufacturing cells for therapy.  

Chapter two discussed the method of using an Atomic Force Microscope (AFM) to take 

quantitative measurements of FDEP in conventional parallel interdigitated electrode array devices. 

The spatial distribution of DEP, its strong dependence on the nanoscale structure of the electrode 

and the nanoscale separation distance from the electrode edge were observed in the study. These 

precise measurements of DEP are useful for quantitative comparisons, among the competing 

forces, such as viscous drag force, Brownian force, and hydrodynamic forces, to determine the 

dominant forces, which are governing the movements of biomolecules. Usage of these techniques 

in biomedical engineering demands precise knowledge of DEP, to design micro/nano electronic 

devices, and tune the operating parameters associated with other interfering forces, for the effective 

manipulation of the target. 

In chapter three, the development of iDEP-based molecular tweezers, by linking an 

insulator glass needle and conventional dielectrophoretic method was discussed. These developed 

iDEP tweezers were successfully utilized to trap, carry, reposition, and release the submicron 

particles and DNA. Utilization of these iDEP techniques allows simple and effective biomolecule 

manipulation in a fluid environment, without the potential issues associated with traditional DEP 

methods, such as fouling, electrolysis, and joule heating. 

In the study reported in chapter four, a parallel interdigitated microelectrode array was 

utilized to quantify protein molecules. Surface modification methodologies were used to 
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concentrate molecules in between electrodes for detection. Impedimetric measurements were taken 

for different concentrations of protein molecules. The results show an improved detection limit 

compared to traditional methods. Furthermore, in this report, it has been discussed how the 

electrode dimensions and the number of electrode pairs determine the sensitivity of such 

interdigitated electrode arrays, using a theoretical model. However, it was understood that the 

surface modification is not an effective way of quantifying other molecules, as it’s a complex, 

time-consuming process, which might involve toxic materials. Thus, in the next chapter, it has 

been discussed how the DEP principles were utilized to effectively concentrate different types of 

biomolecules, with the innate ability of dielectrophoresis, to distinguish molecules with its 

dielectric signature. 

In chapter five, a potential, universal, disposable, biosensing technology has been 

demonstrated, which has proven a detection limit of clinically relevant biomarker levels (< 1 pM) 

in diluted serum samples. The utilization of dielectrophoresis has improved the capabilities to 

address the downsides of the biosensor, mentioned in chapter one. The study has proven usage 

with miRNA and antigen-antibody complexes and has the potential to detect short DNA 

molecules. The devices mentioned in the report have a fabrication cost of $15, and thus can be 

used at the point of care settings easily, as a disposable sensor. The device has reported quick 

response time for detection. The conjugation step mentioned in the report was observed to be a 

key factor, that determines the specificity performed outside the device.  As a suggestion to 

improve the sensitivity and the specificity, usage of commercially available antigen, miRNA, or 

DNA isolation kits for isolating the biomarkers of interest, is encouraged. 

Chapter six, envisages a potential, non-viral, personalized, and low-cost device, which was 

developed to safely manufacture cells for CAR T-cell therapy. Here, CAR mRNA electroporation 
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was selected as the method to engineer CAR T-cell, due to the transient nature of the CAR mRNA. 

It was noted as an effective way to address the issues associated with viral vectors, like permanent 

gene modifications and CRS. DEP was utilized to pattern cells before electroporation, enabling 

cells to be exposed to a uniform and controllable electroporation. With the introduction of the new 

method, salient improvements were observed in terms of transfection efficiency, controllable 

transfection, improved CAR-expressing time, faster target cell lysing, and higher viability, upon 

electroporation, over the conventional methods. 

Chapter seven described an approach we have investigated, to utilize dielectrophoretic cell 

sorting (DCS) methods to separate dead cells from live cells with identical cellular phenotypes. In 

our approach to develop an effective manufacturing method in cellular therapy, this remains an 

important unsolved problem. Also, it was noted that CAR T-cell purification has to be performed 

as quickly as possible and the suspension time in the low-conductivity buffer must be minimized 

to decrease cell death. Here, the increase of the cell size upon necrosis was observed as a potential 

reason, which could lead to an increment in the DEP force, by about two-fold, for non-viable cells, 

compared with live cells. The developed device consists of relatively simple steps to use and can 

be easily implemented in clinics as well as other centralized biomanufacturing facilities. 

Furthermore, this device can be easily integrated with electroporation devices for integrated cell 

transfection and purification Lab on a chip device, in mRNA based cellular engineering 

applications. 

Chapter eight described a label free cell separation methodology that could be used to 

purify T-cell samples contaminated with cancer cells. The purification technology is based on 

differences in cell size between T-cells and cancer cells, and therefore, it can be applied to any 
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cancer cell type that is bigger than T-cells. With this method, cells were purified with a purity 

value of 100% and a cell viability greater than 90% was achieved after purification.   

In conclusion, the report envisages research methodologies with proven results, which 

successfully utilize MEA, micro-fluidic, and DEP technologies, to bridge a few major gaps that 

exist in clinical settings and LOC technologies. 
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