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ABSTRACT 

Among all other ethnic groups in the USA, native American’s have higher chances of 

developing diabetes. A lot of tools have been developed to address this issue and help them in 

managing diabetes. However, these tools fail to address two major issues, first, the focus on 

research and need of Native Americans, and second, the intuitive user interface to use the 

functions available in these tools without requiring a complex knowledge of technology. This 

project focuses on reducing these two gaps. The project uses the underlying knowledge base to 

provide personalized recommendations and leverages the benefit of smart speakers to deliver the 

service to the user’s which is highly intuitive and less demanding technologically. This project 

utilizes Ontology as a knowledge base and Amazon’s Alexa platform for the initial experiment to 

provide personalized recommendations to the users. 
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CHAPTER 1: INTRODUCTION 

Diabetes has become one of the deadliest diseases in the world. Diabetes is one of the top 

10 reasons for death globally [1]. Not only among diseases, but it is in the top 10 list of all the 

causes of deaths including road injury which demonstrates the lethal nature of diabetes. Back in 

2000, diabetes was nowhere to be seen in this top 10 list [1]. In 2016 alone, 1.6 million people 

died from diabetes [1]. Developed countries out of all have more diabetes-related issues than its 

counterpart and are the fourth leading cause of deaths in developed nations [2]. One of the major 

effects of diabetes is it leads to lethal health conditions such as stroke, heart attack, blindness, 

kidney failure, amputations, and so on [3]. 

In the USA, 88 million adults have prediabetes and more than 8 out of 10 adults don’t 

even know they have this condition [3]. Without proper medication, prediabetes can lead to type 

2 diabetes in less than a few years. Today diabetes is the seventh leading cause of death in the 

USA and these data are still believed to be under-reported [3]. If the current trend continues 1 in 

5 American’s will have diabetes by 2025 [4]. Diabetes also has a huge economic impact for an 

individual as well as a nation. In the USA, the economic costs have increased by 26% from 2012 

to 2017 in diabetes medication. In 2017, a total of $327 billion was spent on diabetes medication 

[5]. 

The condition is even worse for the Native American/Alaskan Natives (NA’s) in the 

USA. Native Americans have higher chances of getting diabetes than any other ethnic group in 

the USA [1]. National Diabetes Statistic report of 2020 shows NAs have higher diabetic 

conditions in the classification list of diabetes in people 20 years and older, by race and ethnicity. 

15.9 % of its total population has diabetes. 14.5 % of NA men and 14.8% of MA women have 

diabetes which is highest compared to any other race/ethnicity in the USA [6]. The incidence of 
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diabetes was highest among the youths aged 10 – 19 years in the year 2014-2015 among NA’s 

[7]. So, diabetes is no longer only the disease seen among the older aged NAs. In another 

research among 5274 Pima Indian children aged 5 to 19, each age group 5-9, 10-14, and 15-19 

showed a significant increase in diabetic conditions by 1-2% [8]. 

Diabetes was very rare among Native Americans until the mid-twentieth century [9]. But 

later, diabetes has become a common, yet serious disease among the Native American tribes. A 

lot of research has been done to understand why diabetes has become such a common occurrence 

among Native American tribes, but it is not entirely clear. However, there has been constant 

research on a few of the determinants of diabetes. The first one is heredity. A full-blooded Native 

American showed the highest rate of diabetes than Half-Indian and other Non-Native Americans 

[10]. This study [11], which compared the blood sample of American Indians from Mandan, 

Arickara, and Hidatsa tribes with a White American and found the blood quantum of American 

Indians aged more than 35 showed a high prevalence of diabetes compared to the White 

Americans aged more than 35. Another reason is obesity. This study [12], concluded that low 

activity levels, high food intake, and socioeconomic status were major factors influencing 

obesity leading to diabetes in Native American’s. The shift from the agricultural and hunting to 

an industrial economy has been referenced as one of the key reasons for diet change among 

Native American’s [10]. Physical activity has decreased as people started using motorized 

vehicles for transport. 

Studies have been done for possible options one can have to prevent, delay, and manage 

diabetes. Lifestyle modification with 7% in weight loss and 150 minutes of physical activity per 

week by non-diabetic people can reduce the chances of getting diabetes by 46% [13]. The daily 

decisions and habits of people with chronic diseases play a major role in their health condition. 
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Self-management is an important way to guide people’s behavior and lead people to reach the 

desired goal and make the right decision [14]. A significant number of people when provided 

with their health status usually become more conscious of what they should eat and do to 

maintain good health. A study was done with Type 2 diabetic patients, where they were given 

their health status update and checked what they will choose as their behavioral goals. And It 

turns out a significant number of people chose good behavioral goals including an increase in 

physical activity, reduction in fat consumption, and increased fruit and vegetable consumption 

[15]. One research studied two brothers who have the same chronic problems inherent from their 

parents. However, one of the brothers regularly exercised, was concerned about his diet, and 

monitored blood pressure and glucose regularly which prevented him from getting the chronic 

disease [14]. Whereas, the other one did not exercise regularly and did not care about his diet 

which led to a gain in weight, and a hard time controlling his glucose level and blood pressure 

[14]. 

Appropriate food and nutrition are an important step for diabetes management [16]. The 

major obstacle here is being able to remember and apply all the complex health guidelines, 

constraints, and calculate calories manually. Currently, there are quite a few web and mobile 

applications that are available for calculating calories and act as a meal guide for people with 

diabetes [17], [18]. Such as with Go Meal [17] and Calorie King [18], one can keep track of what 

they ate using their smartphone and computer. However, these available applications are a) not 

well accepted among NA patients and b) do not use natural ways of communication such as 

voice conversations. Other few reasons these applications are not used among NAs are first these 

tools are not targeted specifically for Native Americans who have less exposure to health 

literacy, second is the cultural differences of NAs from others, and finally the complexity that 
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exists in these digital tools, especially for the elderly population who have difficulties in using 

smartphone or computer because of poor vision or lack of experience in using such interface. 

Voice assistants are the tools that can interpret human commands and respond using a 

natural language [19]. Apple’s Siri, Amazon’s Alexa, Microsoft’s Cortana, and Google’s 

Assistant are some of the widely used voice assistants which are also available as dedicated 

home speakers or embedded in smartphones and computing devices. The user base of this voice 

assistant is continuously rising. In January 2020 there were 87.7 million users of voice assistants 

which spiked from 66.4 million active users a year earlier[20]. Amazon is the leading in the 

market share of voice assistant use. 64.6% of voice assistant users use Amazon’s Alexa followed 

by Google’s assistant with 19.6% and Apple’s Siri by 4.5% [20]. In one of the survey’s done, 

most of the voice assistant users used their assistant for the music, search, and controlling the 

Internet of things (IoT) devices in their home [21]. 

To overcome the existing issues, we propose an Artificial Intelligence-driven voice agent 

to assist in diabetes self-management which is focused on the NA community. With a voice 

assistant, the user will be able to use natural language to give commands or have a conversation 

to get the calorie count and other recommendations. Voice is the natural form of communication 

that anyone can use with any level of technical expertise. But some challenges come with using 

voice assistants in the medical sector. The major challenges that are faced in introducing the 

voice assistants in the medical sector is having the technology that complies with the Health 

Insurance Portability and Accountability Act (HIPAA), and security and privacy issues on 

sharing personal information through a device [20]. 

With recent developments in the voice assistant’s field, companies have started avenues 

to introduce HIPAA compliant applications through the voice platform and parallelly addressing 



 

5 

privacy and security issues. Amazon’s Alexa is one of the first voice assistants to provide 

HIPAA compliant platform and guidelines to develop voice applications that will comply with 

HIPAA [22]. So user can use Alexa skills which receive and transmit personal health 

information using the regulations defined in AWS Business Associate Addendum/ Agreement 

(BAA) [22]. Amazon whitepaper includes the following information which explains how HIPAA 

compliant platform is provided [23]. 1) The interaction between user and Alexa skill is not 

available to view through the web or mobile platform which provides security over patient health 

information 2) All the information that is used by HIPAA complaint skill are carried over by 

AWS servers which are HIPAA compliant and encrypts the user’s information that conforms to 

guidelines from Secretary of Health and Human Services and 3) users have to retrieve their 

personal information rather than health professionals because of the rules which add an extra 

layer of security over users information. Currently, other available voice assistants such as 

Apple’s HomePod and Google’s assistant are not HIPAA compliant. 

Amazon released its Alexa SDK which allows the developers to create voice skills 

according to their needs and reach out to its user base where they are, through a voice interface. 

Since then, many voice skills have been developed and uploaded to the skills store. Some skills 

that assist people with setting up alarms, making a to-do list, stream audiobooks or podcasts, or 

provide updates regarding traffic, weather, news, or other real-time events are already available 

through the skill store [24]. There are many HIPAA compliant skills which are made available in 

the skills store as well [25]. Some of the health skills are, Express Script is a skill that sends a 

notification to the people when their prescription has been shipped and when they are delivered. 

Atrium Health is another skill which allows user to find the urgent care locations near them and 

schedule appointments [25].  
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Researchers are continuously working to leverage the benefit of the voice interface in the 

healthcare domain. For an instance, some skills help elderly people to be able to do most of the 

usual tasks that we take for granted, such as being able to listen to the music of choice or news 

any time, being able to make their shopping list from home and even order items from the list 

[26]. Some skills help in performing the diagnosis of diseases such as colorectal cancers by 

asking a series of questions and then provide healthcare-related information to immunizations 

[27], [28].  

Final few words on introducing the project that we worked on, this project focuses on 

using a voice assistant to help people with diabetes in the NA community in a culturally 

appropriate way. The project will use Amazon’s Alexa which will interact with the NA user and 

provide health education and meal recommendations. Users will have 24/7 access to the 

information. The recommendation of the meal will be based on their personal information such 

as age, disease, social setting, preferences, tastes, financial ability, literacy, and culture. And 

finally, it will remove any barrier that can exist because of the health literacy of NA users. 
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CHAPTER 2: RELATED WORK 

Yum-me is the meal recommender that is used to study the personalized meal 

recommendation system [29]. Yum-me learns the user’s preferences by using the visual quiz. 

Based on the response users provide, Yum-me selects the healthy meal that is most closely 

related to their preference. For an instance, in their research, they studied 3 people with no 

dietary restrictions and let them select the top-20 food items they prefer. Yum-me, according to 

their preference, selected two other healthy meals that match the user’s preference. If we look at 

all the meal recommendation systems, most of the meal recommender system either used user 

ratings [30], [31], [32], [33], past recipe choices [34] and browsing history [34], [35] to come up 

with the recommendation. For an instance, [34] Designing and evaluating Kala’s study used the 

past choices made by the users to recommend the recipe. Similarly, some research [30] used the 

user’s ratings towards selecting the set of recipes and then calculate the nutritional requirement 

for each user.  

In a study done by Ahmed Fadhil [36], he explores the limitations and complexities that 

exist in using chatbot or voice interface for meal recommendation. He explains the challenges 

that exist in the theoretical foundations of the voice assistant. He also explored the rule-based 

and AI bots to see any challenges there, explained the context limitation, logical flow, and 

language constraints that voice assistant can have. Another study experimented with the accuracy 

of the expert system developed for nutrition and calorie counting based on the voice description 

of food items against nutrition and calorie counting done by the dietician and found significant 

differences in the calorie counting done by the voice system compared to the one done by the 

dietician which clearly shows the need for improvement in the expert system [37]. 
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Meal recommendation system 

A wide range of applications is out there for the web and phone platform that helps to 

determine which meal to go for. Most of these applications focus on losing weight and providing 

good sources of nutrients to the users. There are applications such as Mealime [38] which 

provide recipes for meals to cook at home. These meals can be personalized for each user based 

on their preferences once they have created the account. Similarly, Platejoy [39] is another 

application using which user can have their personalized meal plans for a healthy lifestyle.  

A meal plan is more important for a person who has diabetes. The food person eats is the 

driver that influences the blood sugar level of a person. So, a meal plan is a guide to determine 

what and how much to eat to maintain blood sugar within the target zone [40]. With this need, a 

lot of applications have been developed to focus on diabetic people. Some applications help keep 

track of diet and exercise. For example, MyFitnessPal [41] is an application that a user can use to 

keep track of calorie count and minutes of exercise he did. It also has a food database including 

restaurant foods. Another feature provided by this application is the ability to scan the bar code 

of the food items for fast and easy food tracking. There are other applications as well which 

provide similar functions such as MyDietDairy Calorie Counter [42], My Glucose Buddy [43], 

and My Dario Glucose Management System [44]. 

However, all these applications are focused on the phone or web platforms and don’t 

leverage the benefits of voice assistant technology. Moreover, these applications do not focus on 

the NA’s, and the differences that might exist such as literacy level, cultural and economic 

differences. 



 

9 

Voice in healthcare 

Voice assistant has a wide range of usability in healthcare. Both patients and health care 

providers can take benefit from this. A voice assistant can be an answer to the patient who needs 

frequent health advice from the health care provider. A voice assistant can reduce the hours spent 

visiting the doctor by providing services 24/7. And for the health care providers, the voice 

assistant can be used for taking notes and documentation. And we are already seeing 

developments in these areas. There has been continuous research in this area to understand its 

usability in healthcare followed by the implementation. A software company called Naunce 

Communication has launched a voice assistant called Dragon Medical Virtual Assistant [45] 

which is an extension of their existing voice to text software. This assistant can document the 

communication and commands into Electronic Health Record (EHR) which saves time and 

money. 

One of the studies researched the use of the voice assistant in helping people with surgery 

to answer their questions. This voice assistant is called Design, Development, and Evaluation of 

a Patient-Centered Health Dialog System to Support Inguinal Hernia Surgery Patient 

Information-Seeking [46] This dissertation research was done to build the use case for using a 

voice assistant to answer the questions that are raised after the hernia surgery. The assistant was 

built to take data collected by the patient as an input parameter and then reach out to a specific 

point for an answer. This research was focused to help people with low health literacy by using 

voice assistants such as Google Assistant and Amazon Alexa. 

Alexa for healthcare 

Amazon’s Alexa is the first among the popular voice assistant’s available in the market to 

launch the HIPAA compliant platform and skills to its users. Swedish Health Connect is a skill 
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available using which users can make an appointment in the hospitals near them which are 

providing this service [47]. Similarly, Boston Children’s Hospital has ‘KidsMd’ Alexa skill 

which allows parents to understand the symptoms that children are showing [48]. Another Skill, 

MyChildren’s Enhanced Recovery, developed by Boston Children’s Hospital lays a platform for 

parents to update the status of their children who have recently been through heart surgery. 

Another feature in the skill is the reminder of scheduled appointments [49]. Atrium Health is 

another skill that helps find the urgent care center nearby and help make an appointment. Users 

can also get information about the care center such as phone numbers and opening hours [50]. 

There exist some skills that focus on bringing people and health care closer. Such as skill 

which provides health care literacy to the people by explaining the medical terminology to the 

people. ‘Answers By Cigna’ [51] is a skill that focuses on this specific problem domain. Express 

Script [52] and Swedish Health Connect [47] are helping people to order their medicines from 

the comfort of their home and even make an appointment with their health care provider. 

Similarly, “Libertana Home Health Care” [53] reminds people of their medication and keeps 

track of the time when a user has taken the medication. This skill especially focuses the elderly 

users. The skill also creates a report later which is used by nurses to keep track of medication 

time. There are a lot of skills being developed every day in the health sector using Amazon 

Alexa. But there are quite a few skills that focus on helping diabetic people and even fewer 

application focusing NAs with diabetes. 
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CHAPTER 3: BACKGROUND TECHNOLOGY ABOUT ALEXA 

Amazon released Alexa first time back in 2014 to the users embedded in Amazon’s Echo 

[54]. Back then it was the first of its kind voice assistant available in the market to the general 

public. Alexa works by listening to the voice commands from the user and then figuring out if it 

can follow the command to get the work done. Alexa has a wake word which will trigger it to 

start listening to the user’s command. I will talk more about how the complete request is 

processed in detail in the coming chapters. But the high-level overview will be, the entire process 

starts with the user giving a command to Alexa, which will send the command to cloud services. 

A cloud service will then process and generate the response and return the response to the user. 

In the next few paragraphs, I will talk about a few technologies that are either used by Alexa or 

influences the Voice technology platform. 

Alexa Skills Kit (ASK) is the Software Development Kit (SDK) that the team in Amazon 

released to the general public so that who wants to develop an Alexa skill can use this to build 

their own Alexa skills which can be made available to the wide general public which people then 

can access in the Alexa enabled devices. Developers can use the SDK found in different 

development languages such as Java, C#, Python, and Node.js. The SDK helps the developer to 

quickly use various features it provides to create voice solutions and release it in the Amazon 

Skills pool. ASK SDK provides already built-in skill templates that help the developer get the 

skill work quickly done without having to write a lot of code. Another major benefit of SDK is it 

has built-in support for handling the request coming from the device and sending a response back 

to the device, so anyone developing the skill does not have to worry about how to deserialize the 

request and how to package the response so that it is properly received in the other end. All that 

is already pre-preprogrammed within Alexa and developer can only focus on the functionality of 
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the skill. Besides that, SDK also provides a platform to save the attributes for a short time or the 

lifetime of the skill. This helps to remember what has happened before any moment during the 

conversation with the user. 

Alexa Voice Service is another service that is released right after Alexa which allows the 

hardware builders to integrate Alexa into their device and call the services on the cloud to 

integrate with the Alexa service. This service is very important in Amazon’s plan because it will 

allow Alexa to be used in a wide range of devices which can in turn make it (Alexa) a de-facto 

service that comes with any hardware one might purchase. With AVS users can interact with 

hardware using the voice. Amazon provides a wide range of AVS ranging from chipset helping 

device makers to include hardware that is capable of voice processing, or hardware that is 

capable of calling the APIs to provide the service. 

When I talk about these technologies behind Alexa, I must talk about Amazon Lex. 

Amazon Lex is the service Amazon provided after Alexa is released using which one can 

develop conversational bot such as Google’s assistant, Apple’s Siri as well as Amazon’s Alexa 

itself. The benefit of using Amazon Lex is it helps in Automatic Speech Recognition (ASR) and 

understand what the conversation is trying to say or understand its intent using the Natural 

Language Understanding (NLU) features. This service helps the developer to create their 

chatbots to reach out to the user domain without following the rules set for Amazon Alexa. 

Above, when I wrote about the templates provided by the ASK SDK, I did not go into 

details about each one. Let’s talk about a few because one of them is used during the prototype 

development later in the implementation chapter. Smart Home Skill is one of the templates 

which generates the code for the Alexa skill to communicate with home devices such as coffee 

maker, oven, or thermostat. This template helps by generating the possible intents that come into 
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play when developing a skill that controls the home device. Similarly, Game skills templates 

provide the code block required to create interactive trivia skills. But the one we are interested in 

is the custom skill template. A custom skill template is the one used for prototype development 

later in the implementation chapter. The reason to select the custom skill template is with a 

custom skill, we only get the basic functionality that the skill will need such as what to do when 

a command could not be fulfilled and gives a blank paper fill up to create a skill as we need.  
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CHAPTER 4: SYSTEM DESIGN 

The software development life cycle (SDLC) chosen for this research is the classic 

waterfall model. The reasons for choosing this development methodology was clear. We had a 

defined set of requirements, which would not change until the completion of the project. And we 

had the defined process of how to complete the project. Because of fewer unknowns at the 

beginning of the project waterfall seemed the most appropriate to go with.  

The platform chosen for this project as mentioned above sections is Amazon’s Alexa. 

Alexa being the first platform to provide HIPAA compliance is one of the major reasons to go 

with Alexa. But besides that it is the first platform that released its Software Development Kit 

(SDK) to the developers, using which developers can not only develop the skill they want but 

also make it available to the general public easily with release options available through Amazon 

Web Services (AWS). The integration was seamless because developers would develop the skill 

conforming to the SDK. 

The following figure [Figure 1] shows the overall process that occurs within Amazon 

Alexa's conversation. Alexa has a frontend and backend. The frontend is a Voice User Interface 

(VUI), though with a user can interact with Alexa, ask questions or give commands, and the 

backend consists of the code that handles each conversation scenario and forms a response 

speech to be spoken back to the user. A skill which is developed for Amazon Alexa usually 

consist of specific functions that it can handle, these functions or features are known as 

Intentions in the Alexa. And users can activate or ask questions based on each intention. The 

speeches are already defined in the Alexa which will trigger each intention. These speeches are 

known as utterances. 
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Figure 1. Dialog flow between user and Alexa[55] 

Alexa Developer Console was used to design and develop the front-end VUI of the skill. 

In the Alexa Developer Console, VUI could be developed using two ways. The first way is to 

use simple button clicks to add each intent and utterances and other functionality to design the 

VUI and second, there is a JavaScript Object Notation (JSON) editor which can be used to 

design the conversation (intents and utterances). In this skill development, we first used the 

simple button clicks to set up the initial structure of the VUI and then used the JSON editor to 

continue editing our frontend as required for the skill. After all, the entire frontend of the Alexa 

is just a JSON which is transferred over the Alexa backend and AWS. For the backend 

development, we used the node JS version 8.10 Long Term Supported (LTS) version. Alexa 

SDK for Node JS [56] was used to develop the skill that will conform with the Alexa skill 

development.  

All the development was done in the local environment for Alexa Backend. A Node 

Package Manager (npm) package, Alexa-skill-local [57] was used to host the backend and make 

it available to be used by the Alexa frontend. For all of this to work, we have to log in using the 
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Amazon developer’s credentials to be able to use this npm package. Most of the backend code 

was developed using the Visual Studio Code (VS Code) editor. 

Another important aspect of this project is the Application Programming Interface (API) 

which connects the requests coming from the Alexa backend, deserializes the data, feeds the data 

into the reasoner, reasoner then processes the data and selects the optimal meal options and sends 

it back to the API, API will form a response and sends it to the Alexa backend which is finally 

spoken back to the user as a final response. This API is developed using the Java programming 

language. Javalin [58] is used as an API development framework. It is a lightweight web 

development framework for Java and Kotlin. IntelliJ Integrated Development Environment 

(IDE) is used to code and develop the backend API. And finally, we had the ontology that will 

contain all the information for NA person, diabetes guidelines, food, and nutrition information. 

So, the plan was to develop each part and connect to get the complete functionality. 
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Overall design 

 

Figure 2. The overall architecture of the system [59] 

The major goal of this system was to serve as an assistant for the NA user to help manage 

their diabetes by recommending the optimal meals and provide health information to increase 

their health literacy when and where needed. The above figure [Figure 2] shows the overall 

system architecture of how the conversation will occur and what parts come into play for a 

successful conversation between user and Alexa.  

Our user will be a native American who will require help with a meal recommendation 

and will be using our skill to get the information required. The initial assumption for this user is, 
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the user will be a diabetic patient and has intermediate to low health literacy. The user will 

interact with the skill through an Alexa enabled hardware device, which can be a dedicated 

Alexa enabled devices such as echo dot, Amazon Echo, etc., any smartphone which has Alexa 

enabled or a computer with Alexa. The user will be triggering the conversation with the skill 

with the dedicated speech phrase for the skill such as “What do you recommend for the dinner” 

or “what shall I eat?”.  

Once Skill is activated, it connects it to the Skill backend which handles the conversation. 

The Alexa backend is developed using the Alexa SDK which provides the benefit to the 

developers by directly converting the speech that the user provides into the programmable JSON 

objects. So, developers don’t need to handle the underneath work of understanding what the user 

is speaking. It is handled by the Automatic Speech Recognition (ASR) and Natural Language 

Understanding (NLU) functionality that comes along with the SDK. ASR is a technology that 

Amazon uses to map the speech into text [60]. Amazon refers to this as a first step that enables 

voice-driven technology such as Alexa. ASR has the capability of understanding what the user is 

speaking and convert it into words. SDK comes with its various features [60] that can be used to 

develop more interactive skills for the users. Among all the features, Entity Resolution and 

Dialog Management are the features that are used the most in this skill. A more detailed 

description of how these are used within the skill are explained in the later part of the disucssion.  

As mentioned above, Alexa has a front end and the back end. Let’s first talk about the 

frontend we have in our system. The Alexa front end comprises of various intents (features and 

functions of skill) that we want to provide through our skill. We implemented a few intents that 

will help a user to get the information they need for a meal or nutrition to manage diabetes. An 

example of an intent we have in our voice skill is explaining to the user about nutrition. For an 
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instance, if the user asks “ what is fiber?” then our skill will handle that through an intent 

“Nutrition Explanation Intent” or if a user asks “recommend me a meal” then that conversation 

will be handled by a different intent “Meal Recommendation Intent”. In short, intents are like the 

function blocks that will serve one purpose to return the response to the user for a specific 

command. Within each intent, there are utterances in Alexa. Utterances are the possible phrases 

that a user might say to start the conversation or in response to a continued conversation. 

Utterances have slots that are defined within them. Slots are like variable placeholders to read the 

important data required to make a decision. Slots will read the data as the conversation is carried 

on between Alexa and NA users. The reading of the data from the conversation and storing it in 

the slots are all handled by the SDK with the help of its underlying ASR and NLU capabilities. 

During the entire conversation, Alexa back end decides which slots are already collected and 

which still needs to be collected. Alexa backend is developed using node JS and uses npm 

package Alexa-skill local to host it to connect with Alexa frontend which we discussed earlier. 

Based on the decision made, Alexa backed drives the conversation by returning the response that 

will motivate the user to respond in a way that will help to assign a slot with an acceptable value. 

Alexa backend processes the conversation that will lead to the success of the conversation with a 

collection of all the required data points. 

Once all the data points are collected by the Alexa backend. It will make an HTTP 

(HyperText Transfer Protocol) call to the API that is developed using JAVA, more precisely 

Javalin Framework as mentioned above. The API reads the data sent, makes any necessary 

conversion to the data as required before making a call to a reasoner. It is more like a validation 

part where it pre-processes the received data. Then finally this received data is used to make an 

informed decision based on rules that are in the reasoner to select the set of meals that will meet 
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the criteria of providing the required nutrients for the patient and which will not affect their 

health negatively.  

Once these meals are selected, they will be sent back to the API. Once again API will 

perform any necessary processing to create the response required to be sent to the Alexa 

backend. This response is sent to the Alexa backend in the form of JSON. Using this JSON 

which has an array of food items, including the nutrition facts of each food item. Finally, the 

Alexa backend will form the response based on the number of food items received. The Alexa 

backend will cache these food items and its details and send one response at a time to the Alexa 

frontend until the conversation is over. 

Not all the conversation needs to go to the ontology or backend database or persistent 

storage that is placed to store the data all the time. In our case, it is when the user asks for the 

health information, for an instance “ what is fiber? “, in this case, if the API does not have this 

information with it cached, then only it will reach the backend persistent storage which has this 

information. Otherwise, it will just read it from the cache without having to call the backend 

storage every time. 

Alexa’s frontend, finally as an endpoint on the user side, speaks the responses sent to it 

from the Alexa backend and collects the required data from the user side during the conversation. 
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Figure 3. Sequence diagram showing the flow of conversation between NA user, Alexa, API, and 

Knowledge base 
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CHAPTER 5: PROTOTYPE IMPLEMENTATION 

Part 1: Extending domain knowledge of Alexa 

Most of the health care applications that exist in the voice interface have less to limited 

knowledge of the domain. In addition to that, when it comes to providing recommendations to 

the specific group/community of the people it’s even less. At the beginning of the project when 

we searched for applications that focused on specific needs and requirements of a NA user was 

not found. So, our voice assistant’s major base stands on having domain-specific knowledge in 

form of ontology and using that knowledge to provide personalized recommendations. To add 

more value to our recommendation we have rules that are based on dietary guidelines from the 

United States Department of Agriculture (USDA) and the American Diabetes Association 

(ADA). All the testing is done in the laboratory environment and no human users were involved 

during the testing of the prototype. 

Knowledge in the form of ontology 

Ontologies are used in the computational domain which deals with modeling the structure 

of the system that includes entities and relations that emerge between these entities [61]. For an 

instance, an ontology for a company with its employees will consist of a hierarchy of employees 

that exist and their responsibilities. Using an ontology, we can define entities, their properties, 

and the relationship between these entities that makes sense to a human. An ontology is human 

readable and does not require the need to have high-level knowledge of the system to understand 

the relationships as we see in the relational databases. It defines domain knowledge in a standard 

way that allows computer programs to understand it and query as well [62].  

We used an ontology-based system to store food and nutrition information. Ontology also 

consisted of NA profile and guidelines for diabetes. Guidelines for diabetes were used to 
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generate the semantic rules to generate recommendations. With all the information available in 

an ontology, it will extend Alexa’s knowledge in the domain of diabetes and food 

recommendation rules for the NA user. The first part of the ontology consists of the NA user 

profile which captures the socio-economic properties of the user, personal health information 

using which we can provide personalized recommendations. And the second part of the ontology 

consists of diabetes information, diabetes guidelines, diabetes education, and food and nutrition 

information. The figure [Figure 4] shows the part of the ontology design used in this system. 

 

Figure 4. Part of classes used in ontology to define the knowledge base 
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Health rules used by reasoner 

Like we said earlier the other part of the ontology consist of the semantic rules which are 

based on the medical guidelines for the management of diabetes. These medical guidelines for 

the management of diabetes are collected from the resources such as the American Diabetes 

Association (ADA) [63], Nutritional Recommendation for Individuals with Diabetes [64], the 

prevention and control of Type -2 diabetes by changing lifestyle [65], USDA’s guidelines for the 

management of diabetes [66], IHS [67], American Indian and Alaska Health [67] and the 

National Indian Health Board [68]. These rules were first collected and then verified by the 

physicians of our research team. Finally, these guidelines were made rules that a computer can 

understand and will be personalized to the NA user. These rules are written using the Semantic 

Web Rule Language (SWRL) which is a World Wide Web Consortium (W3C) standard Web 

Ontology Language (OWL). After these rules are available in ontology, any program can query 

the ontology for the recommendation of the meals and based on these rules ontology is able to 

send back the set of meals which meet the criteria.  

The profile maintained in the ontology has sub-profiles, a) basic profile which stores the 

user's basic information such as age, gender, and education background b) health profile which 

stores users health information such as diabetes, allergies, and medication c) Social profile will 

store user’s religion and income and d) Preference profile. The user profile will store information 

such as daily blood sugar level, physical activity, and the meals user had each day. 
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Part 2: Handling dialog with a user 

 

Figure 5. State transition to keep track of the dialog 

For the dialog design and directing the conversation to the direction of completion, we 

selected a state-based dialog model. We followed this design to model a dialog between the user 

and Alexa. The advantage of the state-based dialog design is being able to track the flow of the 

conversation and being able to stay in the context of the conversation. For an instance, a 

conversation is going on between the user and Alexa to get information to buy a bicycle and in 

between the conversation, the user drifts from the current conversation to get information about 
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the mountain bike, which lies outside of the bicycle buying context. When this happens, we can 

remember where the conversation paused for buying a bicycle and started getting information 

about mountain bikes. So, that we can jump back into the previous conversation once the user is 

done with getting the required information. So, state design helps in keeping the historical 

information of the conversation which serves as a memory for our dialog design. And this is 

what happens in the natural conversation between two people, we can remember the context of 

the conversation. 

The state at which the current conversation is in will be based on the information that has 

been received so far from the user to complete the dialog successfully between the user and 

Alexa. Figure [Figure 5] above provides the graphical components of how a state will change 

within a conversation between Alexa and the user. But let’s take a conversation that will happen 

between Alexa and the user for our analogy of how the state will change during the conversation. 

Usually, the state is in an initial state/ start state when the user starts a conversation by asking a 

question. For our analogy, we will take an example where the user is trying to get a 

recommendation of a dog (Start State). Once the conversation has started; the next state will 

change when Alexa is trying to get specific information from the user before it can recommend a 

dog to a user. Suppose Alexa is trying to get the values for two qualities that the user is looking 

for in a dog (GetQuality State). Until the user has not provided the values for two qualities that 

the user is looking for in a dog, this state will not change. Once the user has provided the 

information for the qualities, they are looking for in a dog, the state will again change. Maybe 

this time, Alexa, needs to know the size of the dog the user is looking for. So, let’s say the 

conversation has reached (GetSize State). Do you see how state change takes place in the state-

based model? And finally, after the user provides the size of the dog user is looking for Alexa 
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will provide the recommendation of the dog which we can take as the final state of this 

conversation design (Final State). 

So, our state graph will include a. a start state which represents the starting of a 

conversation, possible input messages from the user, based on these input data, we will have a 

possible set of states that will change and finally the possible conclusion based on the direction 

of the conversation or state changes. Another major benefit of the state-driven conversation is it 

helps keep the conversation within a similar context as much as possible which guarantees to 

conclude the conversation with a higher percentage of success. 

We leveraged the benefits of the dialog management feature from the Alexa ASK [69] to 

help control the state of the conversation. Dialog management makes it easy to create a multi-

turn conversation in Alexa. We can define what are the values that are required to be obtained 

from the user to continue the conversation in the Alexa front-end and then using dialog 

management we can easily drive the conversation to obtain these values before we move to the 

next state. For an instance, we are making a skill for a car shop, where we first need to get the 

values if the user wants a sedan or an SUV. If the user says sedan, then we need to provide a 

compact or full-size sedan. Similarly, if a user selects SUV then we might want to ask sports or 

family hauler. Dialog management helps in getting those values and driving the conversation 

based on the obtained value. Using the dialog managements, STARTED, IN PROGRESS, and 

COMPLETED state, we can control what Alexa will say next to drive the conversation and move 

closer to the result. 

During this conversation, the information that is obtained can be used for further 

personalization of the results for the next time. The values currently missing in the ontology can 

be saved if is obtained during the conversation such as the user’s height, weight. Similarly, the 
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food items that user-selected quite frequently can be used to create a favorite meal entity in our 

ontology and add properties to it. But most importantly, the data received during the 

conversation is helpful to remember the context of the conversation. Even if the user changes the 

context of the conversation,  

Here I am going to discuss a little about what intents, utterances, and slots are. 

Intents 

Intents can be taken as a function that an Alexa skill can provide services to. In other 

words, this can be taken as a specific task that the user is trying to accomplish. In this 

implementation, the intents are intentions we want to serve through the skill, which is, meal 

recommendation, recipe recommendation, and nutrition education. Intent gives a high-level view 

of the functions that a skill supports right now. Some skills might be a music player in which 

possible intents could be PauseIntent, PlayIntent, NextIntent, PreviousIntent, and so forth.  

Utterance 

An utterance is the specific phrases that users will speak to start a request to Alexa. This 

is also a trigger, that is used to differentiate which intent should Alexa start. This is the major 

part of the dialog design that needs more planning and constant development because there are 

multiple ways people might ask the same thing. For an instance, a user is asking to get a fact 

from Alexa, the following are the various ways a user might ask for the information 

“Give me a fact” 

“Tell me a fact” 

 “Tell me a diabetes fact” 

“Give me a diabetes fact” 

“What’s within a diabetes fact” 

So, the utterance is the area major dialog design is focused around since a user might say the 

same thing differently every single time. 
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Slots 

 

Figure 6. The intent, utterance, and slots 

The slot is a variable that will store the value for the specific intent. The slots help Alexa 

figure out if the initial requirement from the user is complete or not to take the conversation 

ahead. The above figure [Figure 6] shows the basic intent, utterance, and slots at the same place 

in the Alexa frontend design. From the figure, we can see, the intent name is 

RecipeRecommenderIntent, which means it will focus on recommending a recipe to the users. 

Utterances are the phrases that are defined which will help Alexa figure out which intent to 

trigger. In this case, “Plan a {meal}” is one of the utterances that a user might say to start this 

intent. And finally, a slot is the variable {meal} that lives within an utterance to store possible 

values. In this scenario, it might be “breakfast”, “lunch” or “dinner”. 

There are built-in slot types in the ASK SDK that one can use, but it also allows users to 

create the custom slots which make Alexa even more powerful from the usability standpoint. 

One can even define what will be a similar value for the corresponding slot value. These are 

known as synonyms in the Alexa front end. When similar words are spoken during the utterance, 

it will be mapped to the same value. For example, users might say “affordable”, “low priced”, 

“cheap” or “economical” for the low-priced item. And these all can be mapped to the same value 

in the Alexa front-end. 
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Figure 7. The synonym implementation in Alexa frontend 

The whole Alexa front-end interaction model is a JSON file. 

Part 3: Generating response 

Although the dialog management of the Alexa ASK SDK can handle responses during 

the conversation, some response requires sending the request to the API which queries the 

ontology. A response is generated based on the context in which a user is asking a question. 

Based on the intent of the conversation, dialog management generates the next response. But to 

get the recommendation for the meals, a request is sent to the API and API queries the ontology 

that we talked about above. Once the API sends back the data, Alexa-backend forms the 

response to be spoken back to the user from the Alexa frontend.  

To clear out the above paragraph let's go into how, where, and when’s of the response 

generation. Like said above, the first place where the response is generated is the Alexa itself 

which is handled by the dialog management, one of the great perks of using ASK SDK. For 

some of the general responses which don’t require a lot of calculations or need to call other API 

or services, Alexa can generate the response to send back to the user based on the command user 
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is giving. For an instance, the welcome message to give to the user when skill is invoked the first 

time doesn’t need to query the complex API / services. We can write possible welcome messages 

to give users when we design the Alexa. 

User: Alexa, open Diet Helper. 

Alexa: Welcome to Diet Helper…. 

So, that’s one response that Alexa can generate based on what we have set in the Alexa 

for our skill. It is possible to set a wide range of messages and then tell Alexa to randomly select 

from the list of messages as well. Another response which Alexa, can handle for us is a 

conversation within the context to get the required information from the user. What I mean by 

this is, for a dialog to complete Alexa has to provide information that the user is seeking, but 

even before that can happen Alexa needs to get the complete information or get the required 

data. When we talked about slots above, Alexa needs to get the values of the required slots to 

send the request to the higher-level services (API) to get the response. The responses generated 

until these slot values are calculated can also be generated by Alexa front and back end. We can 

set these responses both in Alexa front and back end and program Alexa to select the response as 

the conversation goes on. 

Alexa stores the information in the following JSON format. 

Another important feature the ASK SDK provides when Alexa is collecting the data for 

each slot is the validation. We can validate if the value that the user provides falls into the set of 

values that satisfy the criteria for that specific slot. For an instance, we have a slot that reads the 

name of the planet. For this slot, we can set the validation rule that will accept the name that 

matches one of the planet names we have in our solar system. But if the user provides a different 

name besides the name of the planets, we can catch that using the validation rules we can set in 

the Alexa and handle the response accordingly. Consider the following scenario, 
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Alexa: Which plant do you want to know about? 

User: Tell me about the Sun. 

Alexa: I apologize but Sun doesn’t fall in the category of planets. Can you tell me the 

name of a planet? 

 

Figure 8. Alexa storing response variation in the form of JSON 

So, these were all the responses that are handled in the Alexa front and backend. But the 

response that could not be handled in the Alexa front or back end needs a call to the API that 

uses the data and reasoner to generate the response for the query. The details of the API and how 

it is developed is coming up in the Application Programming Interface part next. In this section, 

we will discuss how the API comes into play when generating a response. 

Once the required slot values are saved by the Alexa and it needs to get more complex 

calculations and reasoning done, then it will call the API by sending the HTTP request. HTTP 

request will contain the required Header and Body. API is always running in the remote server, 

ready to receive any request and process it. Once the HTTP request is received, API calls the 

reasoner which uses the knowledge base to get an answer, and based on that reply a response 

data is prepared in the API and sent back through the HTTP response message. And finally, that 

message is sent back to the user. 
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Part 4: Application Programming Interface 

API acts as a middleware between the ontology and the Alexa. API is a simple REST 

API that is developed using JAVA. API uses the Javalin [58] web framework. This API is used 

by the mobile application that is developed as part of the implementation of the research as well. 

Which I am not going to talk about in detail.  

API plays a very important role in the functioning of the skill development and 

completion of the conversation with the user. API helps to keep the health rules and reasoning 

logic independent of the Alexa skill which helps in separation of concerns in the side that interact 

with the user and the side that interacts with the data. After the completion, there is not much to 

show on the application side but most of the time during the implantation is spent in the 

development of the API.  

 

Figure 9. Postman tool clip showing how data is returned when requested in the JSON format 
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Figure [Figure 9] shows the functioning of the API that is deployed in the server. Alexa 

backend will make a similar call to the API to get the required data. Here is a response [Figure 

10] that is received in the API for the list of vegetables with all the data available, calculations 

are made for the meal recommendation when the user needs help in meal recommendation. 

 

Figure 10. Details of food items being returned from a Knowledge base 
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CHAPTER 6: EVALUATION AND DISCUSSION 

Use cases 

The skill that’s developed can handle multiple use cases, intents in the language of the 

skill. The first one is recommending meals to the user based on their profile, the second one is 

recipe recommendation which sends the recipe to the user phone and also speaks out the required 

ingredients, the third one is providing nutrition education to the user when the user asks about 

nutrition, the fourth one is a local restaurant and restaurant menu recommendation, the fifth one 

is diet history recall in daily and weekly period, the sixth one is saving the food items into the 

favorite list of user and the seventh one is daily/weekly diet summary and comments. Based on 

how the conversation flows and what is the intent of the conversation, multiple functionalities 

can work together to provide information to the user. 

Giving nutrition education 

This intent is activated when the user wants to learn about nutrition and what is the 

meaning of nutrition such as fiber. The following figure [Figure 11] shows how this intent help 

understands the user about nutrition. In the whole conversation, Alexa helps the user with the 

calculation of calories in a diet and provides brief nutrition information. 

The skill is activated when the user asks Alexa to start a skill. Once the skill is activated, 

Alexa will greet the user with an opening statement letting the user know that skill is ready to 

handle the queries from the user. The user asks to help in counting the calories in food items he 

is thinking of. Using the knowledge base, and the help of API, Alexa counts the calorie and 

responds with total calorie information. Following that user wants to know if the food is good for 

him or not. Here in this part, another intent is activated which is the recommendation of the meal. 

Again, with the help of ontology, which consists of the user’s personal information, and back end 
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API, if the food is good for the user is decided. And the response is created to be spoken back to 

the user. 

 

Figure 11. Dialog between the user and Alexa to get the nutrition information 

Then in the following conversation, the user asks about the fiber which activates the 

intent that activates the nutrition information. This nutrition information is available in the 

backend ontology and also in the cache in the API since the nutrition information is less likely to 

change. Once nutrition information is retrieved, it is explained back to the user through the Alexa 

frontend. And finally, the end of the conversation occurs when the user doesn’t need any help 

from Alexa. 

User: Hi Alexa, Open Diet Helper. 

Alexa: Welcome to Diet Helper. What can I do for 

you? 

User: How many calories are in 2 eggs and 4 slices of 

bacon? 

Alexa: 2 large boiled eggs have about 156 calories 

and 4 slices of bacon have about 178 calories, so all 

together it’s 334 calories. 

User: Is it good for breakfast? 

Alexa: It is fine. But I would suggest adding some 

food rich in fiber. 

User: What do you mean by fiber? 

Alexa: Dietary fiber is the part of food from plants 

that cannot be digested. Foods rich in fiber slows the 

absorption of sugar and regulates insulin response. 

Fiber can help lower blood cholesterol and prevent 

diabetes and heart disease. High fiber food include: 

whole grain breads and cereals, brown rice, fresh 

fruits and vegetables. 

User: Thank you. 

Alexa: Is there anything else I can help? 

User: No, thanks. 

Alexa: Okay. Goodbye. 
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The above conversation scenario demonstrates not only intent that explains the nutrition 

to the user, but also how other intents activate as the conversation goes on. Similarly, we can see 

call the API and ontology happen multiple times to retrieve the user’s information and food 

nutrition information. The use of the caching in the API side improves the response time which 

stores the information such as nutrition details and others which are less likely to change quickly. 

 Recipe recommendation 

 

Figure 12. Dialog between the user and Alexa for a recipe recommendation 

The second intent that the skill can handle is recommending the recipe to the users. The 

above figure [Figure 12] shows an overview of the conversation that a user has with Alexa to get 

the recommendation of the recipe. Users can activate this intent by saying multiple utterances 

User: Hi Alexa, Open Diet Helper. 

Alexa: Welcome to Diet Helper. What can I do for 

you? 

User: Help me with a meal. 

Alexa: Sure, What do you crave? 

User: Something spicy. 

Alexa: I see, you want some spicy food. How much 

cooking time do you have? 

User: Probably an hour. 

Alexa: Do you want some vegies or meat item? 

User: I was planning for some meat. 

Alexa: Great. How about spicy Mongolian Beef 

sounds? 

User: No, I don’t think so. 

Alexa: No problem. How about Spicy Mexican 

Chicken Salad? 

User: sounds good. But how to make it? 

Alexa: I will tell you the ingredients and check the 

link I sent you to you phone as well. You can ask 

me to repeat anytime. Are you ready? 

User: Yes. 

Alexa: [starts telling the ingredients required]… 
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(speech) that will activate this meal recommendation intent. Once the intent is activated, it will 

try to get a few information from the user before being able to recommend any meal. Some of 

the slot data like in the above scenario are spiciness level, vegetarian or non-vegetarian meal, 

duration of time that a user has to prepare a meal. Once all these parameters are received, Alexa 

will call the API which will query the knowledge base and then get the list of the meals. Once 

the list is processed, few items at a time are sent to the Alexa front-end. Once Alexa receives the 

list of meals, it will speak the name of the meal to see if the user is interested.  

In case the user likes the meal, it will provide the user with ingredients that are required 

to prepare the meal and send a final request to the API that dialog has completed so that API can 

drop the remaining list of items. 

In case the user doesn’t like the meal, Alexa will provide the name of another meal until 

the user selects one meal. Once all the meals are exhausted, Alexa will send a request to the API 

to retrieve another list of possible meals. This process will continue until the user selects one 

meal or decides to stop getting the recommendation. Either way, Alexa will send an 

acknowledgment to API which helps clear up the list that API might be holding up. 

Meal recommendation 

As discussed in scenario 1, which has the main function of providing education to the 

user about the nutrition, meal recommendation was embedded as well. In this intent, it sums up 

the nutrients and deciding if the meal is good or bad. For an instance, when the user asks Is 2 

cups of rice and 1 cup of beans is good for me? Then Alexa sends data to the API in the 

following format: 
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{ 

    "items": [ 

        { 

            "food": "rice", 

            "unit": "cups", 

            "value": "2" 

        }, 

        { 

            "food": "beans", 

            "unit": "cups", 

            "value": 1 

        } 

    ] 

} 

API deserializes that information and then calculates the nutrition values using the knowledge 

base. Each person has their recommended limit saved in their health profile.  The following 

figure [Figure 13] shows, how API is getting back the personal recommendation saved in the 

health profile. And that profile is used to make a recommendation. 
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Figure 13. Knowledge base returning the personal information of a user with their health 

information 

Analysis 

Here we are going to discuss the data obtained after the experiment was performed for 

the following purposes. Purpose 1 is recipe recommendation, purpose 2 is food and nutrition 

recommendation, and purpose 3 is a daily nutrition summary. 
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The data is calculated based on the total of 150 conversations attempted for each of the 

intent. For these experiments, the conversation was carried out only for one intent. So, these data 

do not show the data for the conversations performed for nested intents. 

Definition of success 

If the user gets the complete response by the time the conversation is completed, it is 

considered a successful conversation. If the user doesn’t get the desired response during the 

conversation because of the error in the code or skill not being able to understand what the user 

is trying to query, that is considered a failure. One important factor to consider is, for this 

experiment, a maximum threshold was set for the number of turns that can occur during a 

conversation, to force to reach the desired conclusion as soon as possible. If the skill could not 

respond before this threshold is met, then it is considered a failure. Also, we checked in each 

successful conversation, the response provided by the skill was accurate or not. 

So, the success rate is calculated using the following formula, 

success rate =
# of successful conversation

# of total conversations
 

The following table [Table 1] lists the experiment results. The accuracy is calculated using the 

following formula. 

accuracy =
# of correct recommendations

# of total recommendations
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Results 

Table 1. Results of the experiment 

Metrics Purpose 1 Purpose 2 Purpose 3 

Dialog Success rate 76% 87.0% 80.0% 

Avg Dialog time 69.4s 43.8s 45.3s 

Time per turn 6.1s 8.4s 8.57s 

Number of turns per dialog 11.0 5.2 5.6 

Recommendation accuracy 

(success conversation) 

100% 100% 100% 

 

From the table, we can see that the success rate ranges from 76 to 87 percentage. Most of 

the failure rate occurred when Alexa could not identify what was the user’s intent. An average 

conversation time was around 43 to 70 seconds based on what was the user’s intent. The trend 

that was common after the experiment was, longer the conversation took place, they were more 

likely to fail than the short period of conversation. Longer conversations are usually result when 

Alexa took more time to understand the user intent and the data that the user-provided. 

From the skill side, we tried to include as many utterances as we can and add more 

directions to help the user to encourage the user to provide the required information. Among the 

successful recommendations, the accuracy was 100 percent. All the recommendations followed 

the required medical guidelines and rules. 
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CHAPTER 7: CONCLUSION AND FUTURE WORKS 

Conclusion 

This research presents the preliminary results of the possible use of the voice interface 

and technology in the field of healthcare. Using voice is the most natural means to communicate 

which doesn’t require any prior experience and exposure in using a certain technology. This 

research focuses on using the voice skill developed in the Amazon Alexa platform to help the 

NA user. He learned the usefulness and power of a combination of the knowledgebase, ASK 

SDK, and the middleware API to provide personalized recommendations to the users. 

Alexa being HIPAA compliant provides all the developers and health care providers 

another means to reach people in need and provide the service through the means of voice. We 

experimented with few use cases that could apply to a NA user to help them manage their 

diabetes. But there sure can be more use cases than this which will vary according to the scope at 

which skill is targeted to be used. 

We targeted the NA user because of the high percentage of the diabetic patient among the 

NA and the help that’s available is not focused on the NA user. With more personalized 

recommendations we believe this mechanism can make more effective in helping the user in 

managing their diabetes. 

Future works 

The future involves planning on how we can improve the success rate of the conversation 

and learn more use cases as we plan on deploying the system, we have developed to the NA 

community and learn the effectiveness of the system. 

There are few ideas already floating around on how we can improve the success rate of 

the conversation. The first one is for the error’s where the Alexa is not able to match the user's 
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queries to any of the available intents, the improvement on how we will help the user to go in the 

direction to ask a question in a way in which an Alexa can map the query to an intent which is 

already there. And the second one is, for every query that Alexa was not able to map it to a 

specific query, send it to the backend API to be saved in a database somewhere. So, all the 

queries that failed could be analyzed further and incorporated in the Alexa front/back end, so that 

Alexa will be able to map almost every query to specific intent and we will be able to provide 

more services. 

The saved queries that failed will also allow us to analyze and find use-cases that users of 

the skills are looking for and later include it as a part of a skill or create an entirely different skill. 
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