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ABSTRACT 

The surface and interface of the metal nanoclusters and semiconducting nanomaterials 

play a key role in determining the electronic structure and overall photophysical properties. A 

single strand DNA stabilizes the metal nanoclusters, but it also influences the structural change, 

solvation free energy, and photophysical properties. On the other hand, surface and interface 

states in Pb and Cd chalcogenide nanomaterials affect the phonon mediated hot carrier 

relaxation. We applied DFT and DFT based non-adiabatic dynamics methods to study the 

surface and interface’s effects on the photoexcited processes. In the first part, we have studied 

the Ag nanoclusters' photophysical properties that are affected by the structural isomers, redox 

potential, nucleobase passivation, and cluster size. Ag nanoclusters are shown alternative 

reduction potential, which makes nanoclusters of singlet spin multiplicity thermodynamically 

favorable. Besides, the optically bright transition in the range of 2.5-3.5 eV is shown metal to 

ligand charge transfer. It is modulated by the s+p+d orbital mixing in the hole and electron 

states. We also simulate the charge transfer from the photoexcited PbS QD to organic dye (PDI) 

attached to the QD surface. Depending on the linker group and the dipole moment of 

neighboring passivating ligands, the PDI-QD conformations are varies. In response to structural 

change, the total dipole moment is modulated, changing its electronic structure and hence the 

photoexcited electron transfer rate from the PbS QD to PDI. We also investigate the inorganic-

inorganic interactions in the PbCl2 bridged PbSe NPL and PbSe|CdSe Janus heterostructure. The 

energy dissipation rate of hot electrons is slower in NPL than the hot hole, while hot e-h relaxed 

to the band-edge by ≈1.0ps in the QD. The slower relaxation rate is rationalized by a large 

average intraband energy difference and smaller coupling term. Besides, the hot carriers in the 

NPL are spatially separated by ≈1.00 ps, which is a favorable condition for the carrier 
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multiplication process. In Janus QD, (100) interfacial layer creates a structural mismatch in the 

CdSe part. Besides, the energy offset between the valance localized on PbSe and CdSe part is 

minimum in the PbSe Janus QD of an interface of (111) facet.   
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1. INTRODUCTION 

Particles with a dimension in the nanometer (10-9 m) scale are usually referred to as 

nanoparticles. Although extensive studies are done in the recent few decades on synthesizing and 

applications of nanoparticles, naturally found nanoparticles had been used in different 

applications since the ancient era. Naturally found nanoparticles include inorganic compounds 

(metals, iron oxides, copper compounds) and organic (proteins, viruses, polysaccharides, etc.). 

The most prominent use of nanoparticle was the Au metal nanoparticles as a pigment on the 

glass surfaces (Figure 1.1).  Double layers of dispersed Ag and Cu nanoparticles were used to 

create a lustering glaze on the glass surface.1 Ancient Chinese, Egyptian, and Romans knew the 

application of metal clusters for decorative applications.2 People in Indian civilization knew the 

application of metal nanoparticles to cure diseases like arthritis. 

 

Figure 1.1: Stained glass in Roman Cathedral and Lycurgus glass from the 4th century AD 

roman era. Courtesy:  www.britishmuseum.org and Freestone et al., Gold Bulletin, 40, 270–277 

(2007)  

1.1. Common Properties of the Metal and Semiconductor Nanoparticles   

The significant scientific step was taken about 150 years ago when Michael Faraday 

synthesizes the Ruby color Au nanoparticles, although the chemistry behind this feature was 

unknown. In the middle of the 20th century, American physicist Richard Feynman’s famous 
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lecture entitled “there is Plenty of Room at the Bottom” opened the door of tuning properties of a 

material by controlling the size instead of altering the compositions. Faraday’s Gold 

nanoparticles size was 6±2 nm.3-4 The emission of bulk metals is very weak, but quantum yield 

drastically increases due to metal clusters size reduction to the nanometer scale. Therefore, 

Faraday's gold nanoclusters' bright ruby color emission was a result of the strong surface 

plasmon of metal nanoclusters. The plasmon energy from the collective electron oscillation can 

be treated by classical electrodynamics.5-6 

ℏ𝜔𝑝 = √
𝑛𝑒2

𝑚𝜀0
                                                                  (1.1) 

Where, 𝜔𝑝 is the plasmon frequency, 𝑛 is the electron density, 𝜀0 is the free electron mass. 

 

Figure 1.2: (a) Evaluation and the Au nanoclusters' different properties with decreasing the 

nanoparticle size. Au metal shows the plasmon emission as an organic molecule like bright 

emission based on the clusters' size. (b) The original ruby color nanoclusters of Au; synthesized 

by Michael Faraday in the 1850s.   

However, bandgap energy becomes large, and emission energy becomes a single 

electronic state excitation dependent when the nanocluster's size is reduced to nm to the sub-nm 

range. Figure 1.2 is showing the evaluation of optical properties with the nanoparticle size. In 

the case of gold nanoclusters, the broad plasmon absorption spectra turn to discrete absorption 

spectra in clusters smaller than 1.1 nm, one of such examples is thiol passivated Au25.
7-8 
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Similarly, Ag and Au metal nanoclusters of smaller than 25 atoms show characteristics 

optoelectronic properties dominated by the precise size and geometry. 

Small metal nanoclusters are fundamentally different from the spherical semiconductor 

nanoparticles. If semiconductor nanoparticles size is smaller than the exciton Bohr radius, 

quantum confinement plays a dominating role in determining the optoelectronic properties due to 

their isoelectronic feature.9-10 In contrast, the electronic structure and optical properties of small 

metal clusters are dependent on the detailed structure of the nanocluster. Therefore, few atom 

size metal nanoclusters are considered as molecular metals.10-11 As such, metal nanoclusters are 

prepared by passivating large organic molecules or macromolecule templates, like single-strand 

DNA (ss-DNA). On the other hand, a semiconductor nanoparticle or nanocrystal is a small 

crystal fragment of materials with the bulk crystals structure of the materials — a typical size 

ranges from 1-10 nm. After Feynman’s prediction in 1959, A.I. Ekimov of the Soviet Union and 

Louis Brus, Michael Steigerwald from Bell Labs, first realized that the fundamental 

optoelectronic properties of semiconductors change at the small size regimes.12-13 Although 

semiconductor nanocrystals have bulk crystal lattice, it has significant surface reorganization due 

to the quantum confinement. Therefore, surface passivation by organic and inorganic molecules 

is used to stabilize and prevent the colloidal nanocrystals' dangling surface bond.   

Despite the fact that the ligands are used for passivating both metal and semiconductor 

nanoparticles, it also used to tune and functionalized the nanoparticles. Silver nanoclusters 

behave as fluorescent emitters when coordinated and stabilized by a single strand DNA.14 

Oligonucleotides typically with 10−30 bases locally concentrate Ag+ cations15 and facilitate the 

assembling of chemically reduced silver in the form of nanoclusters encapsulated in DNA 

(DNA–AgNCs).11, 16-21 Such DNA–AgNCs demonstrate emission at the range from visible to 
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near-infrared (n-IR) wavelength with high quantum yields15, 22 up to 90 %, and lifetimes14, 23-26 of 

1−5 ns. These data demonstrate that DNA–AgNCs have excellent optical properties while 

possessing high photostability and low toxicity, making them more appealing in biological 

applications than organic dyes and semiconductor quantum dots.27-31 Such applications include 

DNA–AgNCs use as highly sensitive sensors,32-34 fluorophores in bio-imaging35-36 (especially 

beneficial at high background interferences37), and in vitro and in vivo nanothermometry.38 

Similarly, semiconductor QDs are tuned and functionalized for high quantum yield39, broader 

absorption energy range40-41, narrow emission42-43, carrier multiplications44-46, and many other 

applications. 

Single strand DNA (ss-DNA) works as templated in Ag nanoclusters, but it also 

dominates the structural and electronic properties. Electrostatic dipole and surface interaction of 

ss-DNA with metal nanoclusters are used to tune optoelectronic properties. Similarly, the dipole 

of the organic ligand and the surface states determine the electron transfer dynamics in the 

electron acceptor-donor system, e.g., PbS QD- PDI model. Besides, PbCl2 molecules are used as 

a bridging molecule between the PbSe QDs to synthesize thickness controlled nanoplatelets. 

Both ss-DNA and PbCl2 work as templates for the metal and semiconductor nanoparticle 

synthesis, but its effects on overall photophysics are different. Ss-DNA influences the overall 

nanoclusters’ geometry and optical transitions. On the other hand, PbCl2 creates an interface in 

PbSe lattice, which influences the excited carrier dynamics. Considering the importance of 

ligand and templates molecule, we have studied both surface and interface effects on the 

photoexcited process in Ag metal nanoclusters and Pb and Cd chalcogenide nanomaterials. 
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1.1.1. Electronic Properties of the Confined Nanomaterials  

When the particle size is smaller than the Bohr radius, confined materials are comparable 

with the famous example from quantum mechanics – “a particle in a box.” Solving the 

Schrodinger equation for the wavefunction, which is confined in a deep potential, would result in 

quantized and widely separated discrete energy states as molecular orbitals in molecules. Since 

an electronic wavefunction is confined in a small volume, electronic states' energy significantly 

changes in response to changing the confined volume. Metal nanoclusters can be considered 

metal molecules with size and structure-dependent electronic and optical properties. Inspired by 

the continuous electronic state of bulk metal, Kubo suggested that energy level spacing in a 

metal cluster of N atom can be determined by –   

𝛿 =
𝐸𝐹

𝑁
1
3

                                                                        (1.2) 

Where EF is the Fermi energy of the bulk metal. Later, Na clusters electronic states 

explained by Jellium electronic model of metal.47 Ag and Au nanoclusters are synthesized by 

stabilizing using thiolate48 or macromolecules like polymers,49-50 single-strand DNA (ss-

DNA),11, 14, 51 proteins52-53. Because of metals’ molecular features, discrete electronic levels are 

perturbed by the ligand passivation. The base sequence of the ss-DNA dominates the 

nanoclusters' structural symmetry, hence the electronic properties.  

 Similarly, the electronic properties of confined materials can be tuned by the size of the 

nanomaterials. Semiconducting materials with a large exciton Bohr radius permits a wide range 

of tunability of electronic states and bandgap energy; for example, the Bohr exciton radius of 

PbS is 18.0nm54, PbSe is 46 nm55, GaAg is 14.90nm56, and CdSe is 5.4nm57. Bohr exciton radius 

is the maximum distance where an excited electron and hole feel Coulombic attraction. As such, 
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the composition and the volume dominate the photophysical properties of nanomaterials. 

Therefore, Pb chalcogenide nanomaterials (PbS, PbSe, PbTe) emerged as a promising material 

for photovoltaic applications 58-59, light-emitting diodes,60-61 lasers62-63, field-effect transistors64 

etc. 

Due to the small volume of spherical QDs, the surface-volume ratio is large in a low 

dimensional nanomaterial, especially in 3D confined QD and metal nanoclusters.65 Although the 

core of QD retained bulk lattice crystal, surface and interfaces are deformed from the bulk lattice 

and result in a reactive surface. In the experimental case, the relatively reactive surface of the 

nanomaterials is passivated by the different organic and inorganic ligands to improve stability, 

solubility and to remove dangling bond66-67. Despite the positive impact of surface ligands, 

improper ligand passivation could cause the surface trap states,68-69 dangling bonds, which 

reduced the device efficiency.69 Besides, the electronic energy of a QDs would alter in the 

presence of surface ligand dipole.70 These effects open the door to tune the occupied and 

unoccupied state's energy, as such the bandgap.70-71 The electronic band and energy alignments 

engineering would facilitate the hot carrier and energy transfer between the nanomaterials and 

functional chemical group, which would increase the efficiencies of optoelectronic processes.71 

Overall QD-dye structural feature dominates the frontier band alignment, as such electron 

transfer. In chapter 4, we have shown the effects of ligand dipole and structural features on the 

electronic structure of the perylene diimide (PDI) functionalized PbS QDs. 

1.1.2. Structural Variation of Nanoclusters  

Because of the quantum confinement, the structure and composition of nanoclusters 

dominate the photophysical properties. Thiolate, polymer, or DNA encapsulated Ag clusters are 

formed by the agglomeration of chemically reduces Ag ions. Adsorbing thiolate on the 
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nanocluster surface prevents the nanoclusters' growth and stabilize the nanoclusters. In the case 

of DNA passivation, tertiary structure and nucleobase sequence dominates the Ag nanoclusters' 

structural feature. Because of the few atom sizes, structural symmetry determines the sparse 

electronic states, and it is perturbed by the nucleobase. Hence, the electronic and photophysical 

properties of the encapsulated nanoclusters are mostly dependent on the nucleobase and Ag 

nanoclusters interactions.   

The other most common nanomaterials are ligand passivated spherical semiconductor 

QDs. Cd and Pb chalcogenide QDs are synthesized using long-chain aliphatic ligand- oleate 

acid72, hydrophilic ligands like thiolate ligands66, or inorganic Pb halide ligand73-74 and many 

others. Although ligand passivation minimizes the surface dangling bond, to achieve the ideal 

passivation in the colloidal solution medium is almost impossible. Instead of organic or inorganic 

ligand, semiconductor QDs can be covered with a non-identical semiconducting material layer.75 

Usually, this type of QDs known as core-shell QDs76. Core-shell structure substantially improves 

the photoluminescence efficiency77 by confining the hot carrier in a small core volume78-79 and 

minimize the surface dangling bond results of the rigid shell surface. 79 The interface also 

dominates the optoelectronic properties of the core-shell structure.80 Interfacial trap state81, 

spatial localization of e-h states82, and the potential interfacial barrier83-84 would determine the 

overall efficiency. Although it is reported that the quantum yield of the Cd and Pb chalcogenide 

is improved, the realization of a practical photovoltaic device from the core-shell structure would 

be challenging because the shell is acting as a barrier of core localized hole transport. Recently a 

cation exchange synthesis method is reported for the Janus type PbSe|CdSe spherical QDs.85 

Using the Femtosecond transient absorption, Kroupa et al. hypothesize that the Janus type 

architecture of PbSe|CdSe QDs would improve the multiexciton generation efficiency in 
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compared to PbSe QDs.86 The dielectric field in spherical QDs are homogeneous, but increasing 

the spatial dimension of nanocrystal would create the asymmetric dielectric field. NPL should 

have a higher dielectric constant than spherical QD but lower than bulk semiconductor. So, 

thickness control would use as a tool to control the exciton Coulomb interaction in the NPL.   

1.2. The Key Role of Surface and Interface in the Application of Nanomaterials 

1.2.1. Effects of Surface Passivation of Metal Nanoclusters Electronic Properties  

The structural and optical properties of DNA-AgNCs have proven to be challenging to 

control, as they can adopt a wide variety of shapes, sizes, charges, and conformations, which 

change with the DNA sequence,14 as well as its secondary structure.24, 87-91 The molecule-like 

(discrete) electronic structure of DNA-AgNCs is very sensitive to variations in their 

conformations, oxidation state, and binding sites interacting with DNA bases leading to 

significantly different optical and catalytic properties of specific clusters.92-93 In particular, DNA-

AgNCs usually exhibit multiple absorptions and emission peaks that do not correlate to 

structured continuum feature.87, 94 The variations in emission wavelength upon changes in the 

excitation wavelength together with the increase of the average decay time as a function of 

wavelength in DNA-AgNCs95 have been related to different emitters, due to inhomogeneous 

changes of the conformation of the AgNC or the DNA scaffold.96-97 Nonetheless, it was also 

found that certain shapes and sizes of AgNCs are more stable at the given DNA length,51, 98-99 

sequence, 14-15, 17, 22, 25, 87, 89, 100-101 and synthesis conditions, including variations in Ag+ 

concentrations,16, 102 pH,102-103 and types of oxidizing-reducing agents.14, 104 As such, the 

stoichiometry of AgNC and, consequently, their electronic structure and optical spectra can be 

controlled to some degree by altering the DNA sequences. 
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1.2.2. Effect of Surface Passivation of NC  

Discrete energy levels are expected to reduce the intraband relaxation rate of an excited 

carrier due to the energy mismatch between the longitudinal optical phonon (LO) and intraband 

energy difference105. Electronic absorption spectra analysis of the various QDs had shown that 

the splitting is about ten times larger than phonon frequencies.106 These well-separated discrete 

intraband energy relaxation occurs only when an excited electron (hot-e) is coupled with 

multiple phonons107. This multi-phonon process is required to meet energy balance and 

resonance with multiple phonon107, which significantly reduces the hot carrier relaxation rate108; 

thus, this phenomenon is known as the phonon-bottleneck.109 Despite the expectation of slower 

relaxation due to the phonon-bottleneck, time-resolved spectroscopies of Pb and Cd 

chalcogenide nanomaterials show the fast relaxation in the range sub-picosecond to 

picosecond.110-114 These theoretical and experimental results suggested that hot electron and hole 

dissipate the excess energy mainly via two mechanisms - through a non-radiative decay via 

surface originated states.113, 115-116, and the Auger scattering-type process.110, 117 An off-

stoichiometric surface passivation increases the relaxation via intermediate states, while the 

optimal number of surface ligands ensures the semiconducting behavior of the QDs without no 

midgap.118 Crystal mismatch and surface passivation of the nanomaterials creates a dangling 

bond of overlapping between the surface and core state.118-120 It increases the coupling between 

hot carrier states in core and the higher frequency surface phonon mode.115, 120 Overall, phonon 

bottleneck breaks by energy dissipation of the high energy state through phonon and via the 

multi-phonon process in the frontier orbitals.120-121 The fast intraband relaxation would be 

beneficial for making the device like light-emitting diodes (LED). But if ligand or surface layer 

generates trap states, hot carriers are trapped in surface originated trap states.122 QD start 
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blinking due to the charging and discharging of the trap state,123-124 which reduces the 

photoluminescence yield of the QDs.122 

1.2.3. Properties Governed by an Interface in Semiconductor NC  

In the core-shell QDs, an interfacial strain is formed due to the lattice mismatch, which 

results in an interfacial “trap state”122. A thick shell and interfacial alloying layer eliminate the 

interfacial trap spate.79, 125 Besides the surface originated states, the Auger scattering process 

dominates the hot carrier relaxation process in QDs.126 Spatial separation of hot electron and hole 

is an efficient process to reduce the Auger decay rate.45 In core-shell QDs, an interfacial layer 

determines the hole and electron wavefunction overlap. Time-domain spectroscopic of the 

CdSe/CdS QDs show that core localized hole has a minimum overlapping with the whole QD 

localized electrons, and which suppress the Auger decay rate by reducing the e-h overlap. 127 But 

the overall Auger decay time depends on the characteristics of the interfacial layers. A thin shell 

or sharp interface would have a sharp potential difference between core and shell localized 

states. Smoothening the confinement potential by creating an interfacial alloy could reduce the 

overlap between initial and final states for the hot carrier.83 a thick shell of CdS with a smaller 

core of CdSe create an interfacial alloy CdSexS1-x layer at the interface and smoothen the 

confined potential between CdSe and CdS.83 The alloyed layer suppresses the biexciton Auger 

recombination rate and improves the overall emission efficiency.  

The interfacial layer has a different role in the Janus type heterostructure. Kroupa et al. 

hypothesize using the spectroscopic result that the higher energy hole can be trapped at the 

interfacial state, which slows the relaxation process significantly.85-86 Reduced intraband 

relaxation rate, higher exciton Coulomb interaction due to an asymmetric structure would 

increase the carrier multiplication85 (Detail discussion in sub-section 1.3). But the formation of 
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interfacial states and its dependence on lattice symmetry is still unknown. ab initio study on the 

effects of PbSe and CdSe lattice and interfacial lattice plane on the electronic properties of Janus 

PbSe|CdSe QDs will help to understand the role of the interfacial states in the photophysical 

process. In chapter 6, we have shown the effects of lattice parameter on the electronic properties 

of the Janus QDs.  

1.3. Role of Intraband Relaxation in Application of Nanocrystals  

1.3.1. Effects of Phonon Mediated Hot Carrier Relaxation  

The hot carrier cooling process, especially in QDs, studied extensively both 

experimentally and theoretically. Despite discrete widen electronic states in 3D confined 

nanoclusters, electron-phonon coupling mediated energy dissipation play an important role in 

non-adiabatic energy relaxation of the hot carrier. Bulk semiconducting materials have strong 

electron-phonon coupling, especially with the longitudinal optical phonon, compared to the 

confined NC. Kilina et al. predicted that the multiphoton relaxation through the strong coupling 

with acoustic phonon.128 A pump-probe spectroscopy suggested that the hot electron relaxation 

depends mainly on the degree of surface passivation while hole relaxed through the intrinsic QD 

state or intrinsic surface state110,129. Acoustic phonons are lower in energy phonon mode, which 

is mainly correspond to surface originated state. It is confirmed by the Huang-Rhys factor 

dependence on the surface-volume ratio in the PbSe and CdSe QDs. As a result, surface 

localized excited state originated from the dangling bond or off-stoichiometric surface increase 

the electron-phonon coupling in QD.  Theoretical calculations of the PbSe and PbSe QDs show 

that the energy dissipation dynamics of both electron and hole are dominated by electron-phonon 

coupling of the acoustic phonon mode along with the smaller coupling with optical phonon mode 

in the energy range of 150-300 cm-1. A Raman spectroscopy suggested that the optical phonon 
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modes are the results of thermal fluctuations. Other effects of higher acoustic phonon coupling 

are that it accelerates the dephasing rate. Theoretical studies show that dephasing time is 

elongated due to increasing the QD size, which results from lowering the acoustic phonon 

coupling.   

Two-dimensional CdSe nanoplatelets have narrow emission linewidth, which indicates 

the low longitudinal optical phonon interactions. The computational study predicts the low 

dephasing rate due to the lower acoustic phonon coupling.130 But the considered model was 

anatomically ideal flat NPL. On the other hand, thickness controlled NPL synthesis is reported 

by PbCl2 bridging between the PbSe QDs. It incorporates Pb halide molecules in the NPL lattice, 

which would create a surface or interface localized states. In chapter 5, we have shown the 

effects of the confinement and incorporated PbCl2 molecules in NPL. 

1.3.2. Effect of Hot Carrier Relaxation: Auger Recombination vs. Carrier Multiplication  

The second energy dissipation process is an Auger type process, where efficient e-h 

energy transfer takes place in quantum-confined nanomaterials due to the strong Coulomb 

interaction between the excited carrier (e,h).108,110,126 The valance band’s density of states is 

denser due to the heavier hole effective mass and degeneracy in the valance band states.108, 110 In 

results of that, energy from the excited electron (hot-e) can transfer to the hole, and excited holes 

(hot-h) energy can dissipate very fast through the phonon coupling, which overcomes the phonon 

bottleneck. Another multicarrier process is Auger recombination in which e-h in the frontier 

bands are recombined and transfer the energy to the third carrier and excite to the higher energy 

state. 84, 131 Auger recombination process is inefficient in the bulk semiconductor materials 

because it requires translational momentum conservation along with energy conservation.132 But 

due to the small dimension of the confined nanomaterials, the Bloch states are in defined 
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momentum, which relaxed the momentum conservation constrain133,134 and increases the Auger 

scattering rate. Although the fast intraband relaxation and Auger scattering process could be 

beneficial for the applications like light induce diode60, 115 and lasing61,135, it has adverse effects 

on the photovoltaic applications.136-137  

Although Auger scattering is reported in Pb chalcogenide nanomaterials, Pb chalcogenide 

nanoclusters (NC) become a promising material for application in a photovoltaic cell (PVC) 

because of the higher carrier multiplication (CM) rate.133,134,138 CM is an inverse process of 

Auger scattering where an electron excites to the frontier conduction band by absorbing the 

excess energy of a hot carrier and created multiple pairs of hot carriers. Since more than one pair 

of hot carriers are generated by absorbing a single photon, intrinsic quantum yield in the 

photovoltaic application could exceed 100%. Because of a similar mechanism, CM is also 

referred to as inverse Auger scattering,139 multi-exciton generations (MEG),140-141 impact 

ionization.142  

Similarly, both the Auger process and CM rate of semiconducting materials are governed 

by the same Coulomb matrix element143 while the rates are not equal as the densities of the initial 

and final states in either process are not identical. Overall, the CM rate competing with the rate 

of the phonon mediated relaxation and the Auger scattering rate.126, 143 Several quantum 

chemical-based models are proposed to determine the CM, but spectroscopic results inspired the 

window-of-opportunity model to describe the CM rate satisfactorily where CM treats a 

competition between the impact ionization and non-CM process.143 The CM rate, 𝜂𝑖  is defined as 

𝜂𝑖  ∝  (𝐸𝑖  −  𝐸𝑖,𝑡ℎ)/(𝑘𝑐𝑜𝑜𝑙𝜏𝐶𝑀), where 𝜏𝐶𝑀 is the time scale for a single CM process, and 𝑘𝑐𝑜𝑜𝑙 

is the intra-band cooling rate, 𝐸𝑖 is the carrier energy and 𝐸𝑖,𝑡ℎ is the minimum energy to initiate 

a CM process. Therefore, the CM rate be modified by tuning 𝑘𝑐𝑜𝑜𝑙 or 𝜏𝐶𝑀 or both. Although, a 
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single CM time 𝜏𝐶𝑀 decreases with decreasing nanoclusters size,144 spectroscopic study of PbSe 

QD suggested that cooling rate is inversely proportional to the nanoclusters volume 𝑘𝑐𝑜𝑜𝑙 ∝

𝑅−3.110,114,145 Considering the effects of the CM time scale and intraband cooling rate on overall 

multiexciton yield, one can design a nanocluster of high CM yield with slower intraband 

relaxation engineering.   

In the case of CdSe QDs, a hot hole is much more massive than the hot electron, as such 

hot-electron energy efficiently transfers to the hole and hot hole relaxed through the denser 

valance band state.146-147 In contrast, PbSe has almost symmetric valance and conduction band 

density, which makes hot-electron to hole energy transfer inefficient. Besides, intraband 

relaxation in PbSe is less susceptible to being affected by the surface state in comparison to CdSe 

QDs.121, 148 Overall, Auger type cooling dominates in CdSe QDs while PbSe QDs shows size-

dependent activation of the cooling channel.114 

1.3.3. Effects of Confinement and Spatial Separation of e-h on Carrier Relaxation  

Core-shell type QD with a thick shell is an example of engineering the hot carrier cooling 

mechanism. An electron of this quasi type II QD is delocalized over the whole volume while the 

ground state hole wave function is strongly confined in the smaller PbSe core, which results in a 

larger energetic gap between the hole state immediately below the band edge. Wider energy gap 

reduces the hole relaxation due to the phonon bottleneck and further decreases due to the limited 

wavefunction overlap between the shell localized and core localized frontier hole states. In 

addition, core localized valance band carriers (1Sh) experience stronger Coulomb coupling due to 

smaller spatial separation, which increases the overall CM rate.45  

Modification of nanoclusters shape (0D, 1D, or 2D) is another efficient method of tuning 

charge carriers’ intraband relaxation. Elongation in 1 dimension (1D nanorod-NR) let quantum 



 

15 

confinement in two directions and reported different carrier-carrier interaction and carrier 

cooling rates. Due to elongation in one dimension (1-D NR), NR is expected to have a denser 

density of states. Moreover, due to the structural anisotropy, NR has an asymmetric dielectric 

field in surrounding in comparison to the colloidal spherical QDs. NR has a lower dielectric 

constant, and it results in stronger carrier-carrier Coulomb interaction. The dielectric constant of 

the PbSe semiconductor is in order of magnitude higher in comparison of solvent or organic 

ligands. Despite the enhancement of the Coulomb interactions in the PbSe NR, Padilha et al. 

reported that the Auger recombination rate is decreased in 1D PbSe NR than QDs, but it was 

found that CM rate is higher in 1D NR.44 This contradictory result is rationalized by considering 

the opposite initial and final state in these two processes. Due to the stronger Coulomb coupling 

between the relaxed e-h pair, Auger recombination is not a three-particle collision process in NR 

as it is in QDs. Auger recombination in NR is a neutral biexciton process and, as such, decreases 

the Auger recombination rate.133 Besides, CM rate is optimal in a particular aspect ratio of the 

length and diameter of the NR.44 Increasing the dimension from the spherical QD shape 

increases the Coulomb interaction, but bulk like momentum conservation becomes a dominating 

factor after a certain aspect ratio.  

Similarly, NPL also should have higher Coulombic effects from structural anisotropy, 

and higher density of states in addition to momentum constrain.149-150 However, structural 

anisotropy and momentum conservation can be tuned by tuning the lateral dimension and 

thickness ratio.151-152 In addition, a larger volume along the planner surface would be beneficial 

for tuning spatial separation of the hot carrier. Higher than bulk CM efficiency and lowering the 

threshold energy compared to bulk are reported in PbS NPL.153 In another method, PbSe NPL 

synthesized by oriental attachment of PbSe QD by Cl-Pb-Cl bridging on (110) facet and grown 
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in (100) lattice direction.152 The effects of the PbCl2 bridging molecules on the hot carrier 

relaxation process is still unknown, although later method gives more control on the orientation 

of the lateral dimension and thickness.  

1.4. Tuning the Photoluminescence of DNA Templated Ag Clusters  

It is reported that Watson-Creak type pairing through Ag+ bridging can stabilize the 

double-strand DNA and form elongated nanorod clusters.87, 154-155 Single-strand DNA typically 

results in brighter DNA-AgNCs by forming a loop around the cluster.14, 156 It was recently 

detected that different lengths of repeated C2A and C2T strands identify a minimal (C2X)6 (X=G, 

A, T) scaffold that stabilizes the (Ag10)
6+ chromophore absorbing between 400−450 nm.157 This 

points out that AgNCs of a certain stable stoichiometry can be coordinated via multiple 

nucleobases.  

In the case of homo-oligonucleotide, cytosine (C)25, 102, 158, and guanine (G)158 strands 

have been reported to form highly emissive DNA-AgNCs. Clusters formed with thymine (T) 

strands emit only at the controlled oxidation state,104, 158, while adenine (A) strands do not result 

in emissive clusters.51, 158 Therefore, adenine (A) is typically used as a spacer between nucleotide 

sequences. Computational calculations also support these results predicting higher affinity of the 

cationic silver to C159 and G160 nucleotides forming coordinated bonds with their nitrogens.161 

Similar to the emission energies, the intensity of the emission also depends on cluster-based 

interactions. Due to the highest reduction potential among nucleotide bases, G-Ag interaction 

could increase the hybridized charge transfer character of the lowest energy transitions, which is 

expected to increase the intensity of the emission.51, 162 Despite these extensive studies, 

identification and controllable manipulation of the structure, size, and shape of DNA-AgNCs are 
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still in dispute. Overall, the rigorous relationship between structural conformations and the 

optical response of DNA-AgNCs is still unclear. 

1.5. The Objectives of this Thesis 

This dissertation is focused on studying surface and interface effects on the ground and 

excited state photophysical process of the metal and semiconductor nanoclusters. As we have 

discussed in the above section, surface and interfacial state have a dominating role in the 

photophysics and excited-state dynamics. It is required to understand the surface and interface 

effects to tune the photophysical process. We have used ab initio computational methodology to 

study the relationship between the passivating ligand, structure, lattice symmetry, interfacial 

layer, and photophysical process of the Ag nanoclusters and Cd and Pb chalcogenide. 

Ag clusters are synthesized in a bottom-up process, where reduced Ag cation 

agglomeration and form small clusters. Photophysical properties are dominated by charge, size, 

structure, oxidation state, Ag-N interactions, and many others. Complementing experiments, 

quantum chemistry calculations can provide important insights into the interaction mechanisms 

between the DNA bases and AgNCs and their effect on the electronic structure and the optical 

response. However, literature reports on such calculations are still limited. Reported studies are 

mainly focused on the impact of a charge and/or size of small AgNCs (of 2 to 6 atoms in size) on 

the interaction with a specific DNA base (either C159 or G160, 163). The effect of a base type on the 

interaction with AgNCs has also been studied computationally.159, 160 In all cases, however, the 

stability and optical spectra of DNA-AgNC have been modeled for clusters bound to only one 

type or a pair of bases in a vacuum, rather than clusters completely encapsulated by different 

bases in a polar media, as it takes place in experiments. Moreover, core Ag metal clusters’ 

symmetry could be modified significantly in the polar solvent conditions, as such electronic 
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structure cannot be described adequately by simple electronic shell stabilization model.164 

Samanta et al. previously reported the importance of inclusion of complete nucleobases model165. 

A single strand DNA was used in the calculation but strand of only identical nucleobases. In 

addition, absorption spectra are predicted by the imaginary part of the dielectric constant 

obtained from the ground state density matrix. This simplistic approach is not enough when the 

exciton binding energy is large in small metal clusters.166 

Motivated by the idea of improving the DNA-AgNCs models to better suit realistic 

structures, here we present calculations based on Density Functional Theory (DFT) and Time-

Dependent DFT (TDDFT) of AgNCs fully passivated by various DNA bases, including their 

mixtures,  reduction potential, size dependency, in a polar environment and compare results to 

the vacuum calculations. 

 The overall charge and formation of the clusters should depend on the redox potential of 

the Ag clusters. It was reported that the Ag nanoclusters have negative Redox potential when 

nanoclusters formed, and it varies significantly based on the size and charge. Accurate 

calculation of redox potential also depends on the structural feature and solvation methodology 

adopted. In chapter 3, we have answered the effects of the solvation method on redox potential 

calculation and the most probable oxidation state in a reaction medium. We also elucidate the 

effect of conformations, charges, and a polar solvent on the optical spectra of DNA-AgNCs. 

Besides, the evaluation of photophysical properties with the Ag NC size is also investigated. In 

the last section the chapter 3, we have answered that what are the required descriptor to predict 

or making a QSAR model predict the lowest transition oscillator strength.  

In chapter 4, we have studied the electronic properties of the cinnamic acid derivative 

passivated PbS QD – PDI model. Perylene diimide (PDI) and its’ derivatives are promising for 
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optoelectronic devices for their high absorption cross-section, strong electron acceptor, and good 

conductor in solid. Efficient electron transfer from Pb chalcogenide QD to PDI derivatives would 

be beneficial for the application in PVC.  Electron transfer from PbS QD to PDI largely depends 

on QD and PDI localized state. We have investigated how the PDI linker group and PDI-QD 

surface-interaction tuned and optimized the photoexcited electron transfer process. 

Higher efficiency PVC is already made from PbSe NCs. The CM efficiency would be 

even higher in the PbSe nanoplatelets. Koh et al. reported the synthesis of thickness controlled 

PbSe NPL from the PbCl2 passivated PbSe QDs.152 But what are the effects of PbCl2 

incorporation in the NPL lattice on the excited state carrier relaxation is not understood yet. In 

chapter 5, we have studied the effects of PbCl2 in the NPL interface and the effects of 

confinement on hot carrier dynamics. We use the Fewest Switching surface hopping method to 

simulate the phonon mediated excited electron and hole relaxation process.  

The next interface type we considered is the interface between PbSe and CdSe lattice in 

PbSe|CdSe Janus type QDs. Due to smaller offset between the PbSe and CdSe localized 

unoccupied band, PbSe|CdSe can form either type I or type II structure based on the interfacial 

layer. Hot carrier relaxation and overall dynamics are dominated by the characteristics of the 

interfacial layer in Janus QDs. In Chapter 5, we have studied the lattice structure variation of the 

Janus QDs and its’ effects on the interfacial electronic states. These results will help to design 

and control the Janus QDs’ photophysical properties. 
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2. THEORY AND METHODOLOGY 

Accurate electronic structure prediction is the first and most important step to predict 

physical and optoelectronic observable of a material. We have used different ab initio and 

statistical methods in this disquisition to compute the structural and photophysical observables. It 

is important to take these theories and approximations into consideration to analyze and correlate 

the predicted observable with the experimental results. As such, all the considered methodology 

and approximations are discussed in this chapter.  

2.1. Ground State Optimization of a Many Electron System  

2.1.1. Solving a Many Electrons System  

The big goal of the computational chemist community is to solve the Schrodinger 

equation for a many-electron system – 

𝐻̂𝚿 =  𝐸𝚿                                                                  (2.1) 

where Ψ is a total wavefunction of n electrons. The wave function Ψ can be written in terms of n 

single-electron antisymmetric wavefunctions –  

𝜳 = 𝜓1. 𝜓2. 𝜓3…… . . 𝜓𝑛                                                  (2.2) 

ψn is the single electron wavefunction and orthogonal. H is the Hamiltonian operator which can 

be expressed as follow which consist of both kinetic and potential operator –  

𝐻̂ = −
ℏ2

2
∑
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2
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    (2.3) 

The first and second terms are the kinetic energy term for the electron and nuclei; the 

third and fourth terms are the Coulomb interaction of the electron-electron and nuclei-nuclei, 

respectively, and the firth terms are the electron-nuclei interaction. The Hamiltonian is very 

complex for the many-electron system that solving the eq (2.1) for the eigenvalues is numerically 
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impossible. Therefore, several approximations have been considered to calculate a many 

electrons system. 

The first approximation is electron and nuclei motion of a many-electron system that can 

be treated separately due to their significant mass difference known as Born-Oppenheimer 

approximation (BOA). This approximation allows us to simplify the Hamiltonian by ignoring the 

nuclei kinetic energy. And simplify the wavefunction by decoupling the nuclei wavefunction 

from the electron wavefunction.1  

𝐻̂ = −
ℏ2

2
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2
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𝑁

𝑖=1

+
1

2
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2
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 𝐻̂ = 𝑇̂(𝑟) + 𝑈̂(𝑟) + 𝑉̂𝑒𝑥𝑡(𝑟, 𝑅0) (2.4) 

And,   

 𝛹(𝑟𝑖, 𝑅𝑘) =  𝛹(𝑟𝑖, {𝑅}) (2.5) 

The next approximation is that 𝛹 is defined as a product of single-electron orthonormal 

wavefunction, which simplifies the computation and restricts the overlapping between the 

wavefunction. The third approximation is the Pauli exclusion principle. Electron degenerate 

wavefunction is restricted by electron spin; as such, it reduces the number of wavefunctions 

required to calculate the electronic structure of a compound.  

2.1.2. Hartree-Fock Method 

One of the simplified computational methods to solve the eq-2.1 is the Hartree-Fock (HF) 

method, where the Fock operator of a single determinantal wavefunction 𝜓𝑖 is defined by a 

single electron Hamiltonian with an electron Coulomb and exchange operator.  

 𝐹(𝜓𝑖𝑗) = 𝐻𝑖𝑗 + ∑(2𝐽𝑖𝑗 − 𝐾𝑖𝑗) (2.6)  
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In the eq-2.6 𝐽𝑖𝑗 capture the electron-electron Coulomb interaction between the ith and jth 

electron, and 𝐾𝑖𝑗 calculate the electron exchange interaction. However, the Fock operator does 

not include the full correlation interactions; as such HF cannot reproduce very accurate 

electronic properties.  

2.1.3. Hohenberg-Kohn Theorem  

Considering the density of a many-electron system instead of a single-electron simplify 

the calculation and increase the accuracy. Density Functional Theory (DFT) used ground state 

density to describe the electron wavefunction and hence observable. DFT is based on two main 

postulations. The First Hohenberg-Kohn theorem is that the ground state density (𝜌0) of a many-

electron system can be used to calculate the corresponding ground state wavefunction, 

𝜓0(𝑟1, 𝑟2, … . 𝑟𝑛).
2 The second Hohenberg-Kohn theorem stated how one density term would 

produce a wavefunction of n variable. It stated that a ground state density map to a wavefunction 

𝜓0 which should have the universal lowest energy.2  

Ground state density of an electron system can be represented by -  

𝜌0(𝑟) = ∬…∫|𝜓0(𝑟1, 𝑟2, … . 𝑟𝑛)|
2𝑑𝑟1𝑑𝑟2…𝑑𝑟𝑛                             (2.7) 

And the ground state energy of the system is –  

𝐸𝑣,0 = min
𝜓→𝜌0

⟨𝜓0|𝑇̂(𝑟) + 𝑈̂(𝑟) + 𝑉̂𝑒𝑥𝑡(𝑟, 𝑅0)|𝜓0⟩                              (2.8) 

Where 𝐸𝑣,0 is the ground state energy in the potential V̂ext which has ground state wavefunction 

𝜓0 and ground-state density is 𝜌0.  Equation 2.8 can be written for an arbitrary density 𝜌 –  

𝐸𝑣[𝜌] = min
𝜓→𝜌

⟨𝜓|𝑇̂(𝑟)+ 𝑈̂(𝑟)|𝜓⟩ + ∫𝑑3𝑟𝜌(𝑟)𝑣(𝑟)                               (2.9) 

The density in 𝜌 in equation 2.9 is some arbitrary electron density. Equation 2.9 has 

variational properties. If 𝜓 is not ground state wavefunction,  
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 𝐸𝑣,0[𝜌0]  ≤ 𝐸𝑣[𝜌] (2.10) 

2.1.4. Density Functional Theory (DFT): The Kohn-Sham Method3  

The Kohn-Sham method transforms a many-body electron wavefunction to a single 

electron wavefunction.3 Let  𝜑𝑖 is a single-particle electron wavefunction, then Schrodinger 

equation is –  

(−
ℏ2

2

𝛻𝑘
2

𝑚𝑒
+ 𝑣𝐾𝑆)𝜑𝑖(𝑟𝑖; {𝑅𝐼}) = 𝜀𝑖𝜑𝑖(𝑟𝑖; {𝑅𝐼})                      (2.11) 

𝑣𝐾𝑆 is the effective Kohn-Sham (KS) potential –  

𝑣𝐾𝑆 = 𝑣𝑒𝑥𝑡(𝑟) + ∫𝑑𝑟
′
𝜌𝑟′

|𝑟 − 𝑟′|
+ 𝑣𝑥𝑐(𝑟)                              (2.12) 

𝑣𝑥𝑐 is the exchange-correlation potential. The exact prediction of 𝑣𝑥𝑐 would produce the exact 

solution for the Kohn-Sham potential, hence 𝜌0. The predictability of the DFT method depends 

on the accurate prediction of 𝑣𝑥𝑐 and it should contain all the many-body aspect of calculations.4 

The exchange-correlation potential can be defined as –  

𝑣𝑥𝑐(𝑟) =
𝛿𝐸𝑥𝑐[𝜌(𝑟)]

𝛿𝜌(𝑟)
                                                        (2.13) 

2.1.5. Local Functional: LDA  

 Historically, the most important approximation of the functional is the Local-Density 

Approximation (LDA).5 The correlation of electron of a many-electron system approximates as a 

homogenous interacting electron density. The exchange-correlation energy in LDA is  

𝐸𝑥𝑐[𝜌] ≈ 𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌] = ∫𝑑3𝑟𝑒𝑥𝑐

ℎ𝑜𝑚(𝜌(𝑟))                                 (2.14) 

Where 𝑒𝑥𝑐
ℎ𝑜𝑚 = 𝑒𝑥

ℎ𝑜𝑚𝑒𝑐
ℎ𝑜𝑚 and the corresponding XC potential is –  

𝑣𝑥𝑐
𝐿𝐷𝐴[𝜌](𝑟) =

𝜕𝑒𝑥𝑐
ℎ𝑜𝑚(𝜌)

𝜕𝜌
|
𝜌→𝜌(𝑟)

                                        (2.15) 
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LDA is known for systematic error cancellation. Usually, LDA underestimate the 

correlation potential (𝑣𝑐) but overestimates the exchange potential (𝑣𝑒). Overall, it produces 

acceptable results in some cases.  

2.1.6. Semi-Local Functional and Beyond  

LDA functional describes the density at a point r, but any real system is inhomogeneous 

in spatial density distribution. The next approximation is gradient-expansion approximations 

(GEA),6 it is based on the gradient of the electron density gradient, in the form of |∇𝜌(𝑟)|, 

|∇𝜌(𝑟)|2 etc. to the LDA. Later, the potential was defined on the general gradient form known as 

Generalized-gradient approximation (GGA).7  

𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌] = ∫𝑑3𝑟 𝑓(𝜌(𝑟),∇𝜌(𝑟))                                         (2.16) 

Since the potential is described as a function of 𝑓(𝜌(𝑟), ∇𝜌(𝑟)), different GGA 

functionals can be designed by fitting the parameter to the test set molecules. The most popular 

GGA type functional is PBE7-8 and BLYP9 functionals. The next type of functional is the hybrid 

functional, where HF exchange is mixed with DFT exchange. The weight of the HF and DFT 

exchange is proposed from some type of benchmarking using empirical results. The two well-

known hybrids functional is PBE010-11 and B3LYP12 functional, where 25% and 20% exchange 

parts are HF type exchange potential, respectively. PBE and PBE0 functional are used in the 

ground state calculations of all semiconductor QDs and NPL of this dissertation. The exchange 

potential correction can be screened as a function of range r, and the range-correction term added 

functional is known as long-range corrected functional. The long-range orbital-orbitals exchange 

interaction is described with the HF exchange integral. We have used the long-range corrected 

CAM-B3LYP functional13 in the disquisition to study the metal nucleobase passivated metal 

clusters.  
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2.1.7. Basis Set  

Computational application of the DFT is also dependent on designing the appropriate 

wavefunction 𝜑𝑖(𝑟𝑖; {𝑅𝐼}). A basis set is a linear combination of the atomic basis (local basis) or 

the plane-wave basis (non-local basis).  Atomic centered basis function can be written in terms of 

Gaussian and Slater type orbitals.14  

A Slater type orbital (STO) define -  

𝜑𝑛,𝑙,𝑚,𝜁
𝑆𝑇𝑂 (𝑟, 𝜃, 𝜙) = 𝑁𝑌𝑙𝑚(𝜃, 𝜙)𝑟

(𝑛−𝑙)𝑒−𝜁𝑟                                (2.17) 

And Gaussian type orbitals define as -  

𝜑𝑛,𝑙,𝑚,𝜁
𝐺𝑇𝑂 (𝑟, 𝜃, 𝜙) = 𝑁𝑌𝑙𝑚(𝜃, 𝜙)𝑟

(2𝑛−2−𝑙)𝑒−𝜁𝑟
2
                           (2.18) 

N is the normalized constant, 𝑌𝑙𝑚(𝜃, 𝜙) are spherical harmonic, l, m, and n are angular 

momentum component, and ζ is the radius of the orbital.  For example, 6-31G*15 is used in the 

all geometry optimization calculation of materials consist of the first two rows of the periodic 

table. To minimize the number of the wavefunction in a basis set, the core electrons of heavier 

atoms are treated with pseudopotential.16 Core electron of semiconductor elements like Pb, Se, 

Cd is treated with pseudopotential basis like LANL2Dz. 16    

On the other hand, the Plane waves basis set define as following where Ω is the volume, 

and G is defined based on the cut-off energy.  

𝜑𝑖(𝑟) =
1

√Ω
𝑒(𝑖𝐺.𝑟)                                                   (2.19) 
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2.2. Reduction Potential Calculation  

2.2.1. Methodology to Calculate Redox Potential  

Actual or formal electron transfer is a typical process that leads to oxidation or reduction 

of a reactant. Reduction potential is the key tool in electrochemistry to describe the reactant’s 

potential to be oxidized or reduced. However, direct measurement of the reduction potential is 

sometimes difficult or unfeasible in practice due to their high reactivity or irreversible half-

reaction.17 Standard reduction potential can be calculated in the solution phase by using the 

Gibbs free energy of a corresponding half-reaction, based on the thermodynamics cycle, which 

includes the free energy of reactants and products in the gas phase and solution phase.  

Consider the following reduction half-reaction –  

𝑂(𝑎𝑞) + 𝑛𝑒−  
∆𝐺𝑟𝑒𝑑(𝑎𝑞)
→       𝑅(𝑎𝑞)                                             (2.20) 

Absolute reduction potential in equation (2) can be calculated by using the following 

formula –  

𝐸𝑎𝑏𝑠
0 (𝑂|𝑅) =  

−∆𝐺𝑟𝑒𝑑(𝑎𝑞)
𝑛𝐹
⁄                                            (2.21) 

Where, ∆𝐺𝑟𝑒𝑑(𝑎𝑞) is the Gibbs free energy of the reduction half-reaction, n is the number of the 

electron transfer, and F is the Faraday constant.  

The standard reduction potential of the above reaction is -  

𝐸𝑠𝑡𝑑
0 (𝑂|𝑅) = 𝐸𝑎𝑏𝑠

0 (𝑂|𝑅) − 𝐸𝑎𝑏𝑠
0 (𝑆𝐻𝐸)                                    (2.22) 

Where 𝐸𝑠𝑡𝑑
0 (𝑂|𝑅) is standard reduction potential and 𝐸𝑎𝑏𝑠

0 (𝑂|𝑅) is the calculated absolute 

reduction potential of the reaction (1) and 𝐸𝑎𝑏𝑠
0 (𝑆𝐻𝐸) is the standard hydrogen cell reduction 

potential, which is 4.28 V.18-19 
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Scheme 2.1: Born-Haber thermochemical cycle to calculate Gibbs free energy ∆G(red(water)) of 

a reaction in water by using the standard free energy of the gas phase reaction, solvation free 

energy of reactant and product. Water indicates reaction in the water medium and g in the 

gaseous medium.   

Gibbs free energy of the reduction reaction is calculated by using the Born-Haber cycle 

(Scheme 2.1). So absolute Gibbs energy of reducing or oxidizing agent is - 

𝐺𝑔 = 𝑈𝑔  + 𝛥𝐺𝑡ℎ𝑒𝑟𝑚                                                      (2.23) 

Gibbs free energy of the reduction half-reaction in the gaseous phase is -   

 𝛥𝐺𝑟𝑒𝑑(𝑔) = 𝐺𝑔
0 − 𝐺𝑔

+ − 𝐺𝑔
0(𝑒−)  (2.24) 

Gibbs free energy of the electron is also needed to consider in our calculation according 

to the scheme in Scheme 2.1. There have two thermochemical conventions to calculate the 

formation enthalpy of the electron. In the electron convention, where reference standard enthalpy 

change of electron is considered as element and enthalpy of formation is considered as zero in all 

temperatures. And in the ion convention, the formation enthalpy of the electron is equal to the 

integrated heat capacity overall temperatures. The difference between the two methods is the 

heat capacity of an electron, and the actual value depends on the statistical thermodynamics 

model to treat an electron. If we consider an electron in the gas phase and treat with Boltzmann 

statistics at room temperature, Gibbs free energy of an electron is zero, 𝐺𝑔
0(𝑒−) = 0.00 𝑉. Since 

the electron is a Fermion, Gibbs free energy of an electron at 298K in Fermi-Dirac distribution is 

-3.6Kj/mole, which is close to zero. As a result–  

 𝛥𝐺𝑟𝑒𝑑(𝑔) = 𝐺𝑔
0 − 𝐺𝑔

+ (2.25) 
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2.2.2. Calculation of Solvation Free Energy  

The continuum model has been reported for accurate prediction of solvation enthalpy. 

Using gas-phase energy of a system, solvation enthalpy can be determined by using the 

following equation –   

 ∆𝐺𝑠𝑜𝑙𝑣 = 𝐺𝑔 − 𝐺𝑠𝑜𝑙𝑣 (2.26) 

If a thermal correction to the Gibbs free energy in the gas and solvent phase are 

comparable, equation 2.6 would be  

 ∆𝐺𝑠𝑜𝑙𝑣 = 𝑈𝑔 − 𝑈𝑠𝑜𝑙𝑣 (2.27) 

𝑈 is the Born-Oppenheimer equilibrium potential energy, where vibrational energy is canceled 

out each other in the equation 2.26 and 2.27 

In the PCM solvation model20, a solvent’s true electrostatic terms are calculated from the 

bulk dielectric constant of the solvent. The non-bulk electrostatic term is adjusted according to 

the requested solvent cavity boundary, but the bulk electrostatic term is sensitive to the cavity 

size. It is reported that the SMD solvation method21 is more accurate21-22 than the continuum 

model like CPCM model23-24. Moreover, a gas phase geometry and a solvent phase geometry 

reorganization energy affect the solvation enthalpy. Ho et al. suggest the solvation enthalpy 

correction if the conformational change is significantly different from gaseous phase geometry.25  

∆𝐺𝑠𝑜𝑙𝑣 ≅ ∆𝐺𝑠𝑜𝑙𝑣(𝑠𝑜𝑙𝑛 𝑔𝑒𝑜𝑚) +  𝑈𝑔(𝑠𝑜𝑙𝑛 𝑔𝑒𝑜𝑚) − 𝑈𝑔(𝑔𝑎𝑠 𝑔𝑒𝑜𝑚)) (2.28) 

In the sub-chapter 3.3, besides redox potential calculation of Ag nanoclusters, the 

geometry and solvation models' effects are investigated.  

2.3. Analysis of Charge Transfer Character of Optical Transitions  

The ground state molecular orbital (MO) decomposition on the basis of atomic orbitals 

reads 
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𝜑𝑛 = ∑𝐶𝑖
𝑛𝜓𝑖

𝑁

𝑖=1

                                                      (2.29) 

Here, N stands for the total number of atomic orbitals involved in the description of the 

system. The MOs obey normalization properties as following  

⟨𝜑𝑛|S|𝜑𝑛⟩ = 1                                                       (2.30) 

Here, S is the overlap matrix of atomic orbitals defined as   

𝑆𝑖𝑗 = ⟨𝜓𝑖|𝜓𝑗⟩                                                           (2.31) 

We approximate that 𝑆𝑖≠𝑗 = 0, so that   

⟨𝜑𝑛|𝑆|𝜑𝑛⟩ = ∑ 𝐶𝑖
𝑛∗

𝑁

𝑖=𝑗=1

𝐶𝑗
𝑛  =  ⟨∑ 𝐶𝑖

𝑛∗𝜓𝑖
∗𝑁

𝑖=1 |𝑆| ∑ 𝐶𝑗
𝑛𝜓𝑗

𝑁
𝑗=1 ⟩ = ∑𝐶𝑖

𝑛∗

𝑁

𝑖=1

𝐶𝑖
𝑛 ⟨𝜓𝑖

∗|𝑆|𝜓𝑖⟩          (2.32) 

The MOs are projected onto atomic orbitals originating from different fragments of the 

system (frag): the Ag clusters (frag=Ag), cytosine (frag=C), Guanine (frag=G) and Thymine 

(frag =T) ligands. In this representation, the normalized projection reads: 

𝑃𝑛,𝑓𝑟𝑎𝑔 =
1

∑ 𝐶𝑖
𝑛∗𝑁

𝑖=𝑗=1 𝐶𝑗
𝑛  
 ∑𝐶𝑘

𝑛∗

𝑁𝑘

𝑘

𝐶𝑘
𝑛                                    (2.33) 

∑ 𝑘𝑓𝑟𝑎𝑔,𝑖

𝑓𝑟𝑎𝑔= 𝐴𝑔,𝐶,𝐺,𝑇

𝑘𝑓𝑟𝑎𝑔,𝑖

= 𝑁                                                      (2.34) 

In TDDFT calculations of the excited state, each optical transition with the energy Em is 

defined as a linear combination of MO pairs i (occupied) and j (unoccupied) contributing with 

weight coefficients Am,i,j. The spatial electronic density distribution of occupied orbitals (holes) 

may be significantly different from those of unoccupied orbitals (electrons), contributing to the 

optical transition so that electrons are mainly localized on one spatial fragment of the system 

(e.g., on the silver cluster). In contrast, the hole is localized on the other fragment (e.g., on the 
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passivated bases). The excited states having a different character of the electron and hole spatial 

distribution are called charge transfer (CT) states. The degree of charge transfer, Dm, for each 

optical transition m can be defined as a difference between projections of unoccupied (electron) 

and occupied (hole) orbitals, Dm =Pe – Ph, projected to each fragment and represented as 

following  

𝐷𝑚,𝑓𝑟𝑎𝑔 = 𝐴𝑚,𝑖,𝑗 
2 (𝑃𝑖,𝑓𝑟𝑎𝑔 − 𝑃𝑗,𝑓𝑟𝑎𝑔)                                       (2.35) 

where 𝑃𝑖,𝑓𝑟𝑎𝑔 is defined by Eq. (vi).  

The degree of charge transfer Dm is plotted in Chapter 3. Negative Dm indicates the 

charge transfer from the fragment, and positive 𝐷𝑚 indicates the charge transfer to the fragment. 

As a result, all vertical sticks in related figures are a mirror image of positive and negative 

values. A very small |𝐷𝑚|  indicates that transitions have negligible CT character and metal-to-

metal or base-to-base (π-π*) are dominating features in this transition.  

2.4. Excited State Calculations: Linear Response Time-Dependent DFT (TDDFT)  

Calculating the excited state energy is an essential tool to predict excited-state 

phenomena like luminescence, phosphorescence, and many others. The electronic density 

changes in the response of the external potential (𝑣′(𝑡)), and the new density by the perturbation 

of small external potential is calculated by the linear response time-dependent DFT (TD-DFT) 

method. Runge-Gross theorem26 is the basis of Time-dependent DFT (TD-DFT). The Runge-

Gross theorem stated that two different external potentials cannot produce the same probability 

density function if the initial states are similar. 26 
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Figure 2.1: Two different potential cannot give an identical density of an electronic system with 

identical ground state density.  

Time independent ground-state electron density determined using the variational 

principle, and the Runge-Gross theorem can be used to determine the electron density after 

external potential. But instead of ground-state density 𝜌0, action integral is used to determine the 

density under an external potential27 

𝒜[𝜙] = ∫ 𝑑𝑡 ⟨𝜙(𝑟, 𝑡)|
𝑖𝜕
𝜕𝑡
− 𝐻̂(𝑟, 𝑡)|𝜙(𝑟, 𝑡)⟩

𝑡1

𝑡2

                         (2.36) 

𝜙(𝑟, 𝑡) is the time-dependent wavefunction, So the time-dependent Schrodinger equation is –  

𝑖𝜕

𝜕𝑡
𝜙(𝑟, 𝑡) = 𝐻̂(𝑟, 𝑡)𝜙(𝑟, 𝑡)                                               (3.37) 

Similar to the ground state density in the DFT method, equation 2.29 and 2.30 shows that 

the action integral need to converge to the zero in the variation method to find the solution of the 

wavefunction under the external potential. As the Runge-Gross theorem stated, converging the 

action integral will give an exact probability density function.   

If a ground state electronic system is perturbed by an external electromagnetic field, the 

new Hamiltonian is28 –  

𝐻̂(𝑟, 𝑡) =  𝐻̂𝑔𝑠(𝑟) + 𝐻̂1(𝑟, 𝑡)                                             (2.38) 

and time-dependent density will be –  

 𝜌(𝑟𝑖, 𝑡) = 𝜌𝑔𝑠 + 𝜌1                                                        (2.39) 
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𝐻̂𝑔𝑠(𝑟) and  𝜌𝐺𝑆 are the ground state Hamiltonian and density, respectively. 𝐻̂1(𝑟, 𝑡) is 

the time-dependent perturbation on the ground state Hamiltonian and 𝜌(𝑟𝑖, 𝑡) is the time-

dependent electronic density. This perturbation arises from the effects of an oscillating electric 

field with the electric dipole moment (𝜇𝑧) of an electronic system, which is –  

𝐻̂1(𝑟, 𝑡) = −𝜇𝑧𝐸𝑐𝑜𝑠(𝜔𝑡)                                                 (2.40) 

and,  

𝜌1 = 𝜌(𝑟𝑖, 𝜔) cos(𝜔𝑡)                                                    (2.41) 

The change of the density from 𝜌𝑔𝑠 to 𝜌(𝑟𝑖, 𝑡), which is known as transition densities, is a 

result of electron excitation from an occupied orbital to the unoccupied orbitals. The change in 

the electron density upon the excitation is –  

𝛿𝜌(𝑟𝑖, 𝜔) =∑𝐶𝑎,𝑏(𝜔)𝜃𝑎𝜃𝑏
∗

𝑎,𝑏

+∑𝐶𝑏,𝑎(𝜔)𝜃𝑎
∗𝜃𝑏

𝑏,𝑎

                          (2.42) 

𝐶𝑎,𝑏 and 𝐶𝑏,𝑎 are the expansion coefficient, 𝜃𝑎 and 𝜃𝑏 are the occupied and unoccupied orbitals 

of electronic transitions.  The expansion coefficient of this density change can be calculated by 

diagonalizing the Casida equation27 –  

[
𝐴 𝐵
𝐵 𝐴

] [
𝑋
𝑌
] = 𝜔𝐼 [

1 0
0 −1

] [
𝑋
𝑌
]                                             (2.43) 

2.5. Simulation of Phonon-Mediated Relaxation  

One of the main objectives of computational modeling is to predict the experimental 

observation. Excited carrier dynamics govern the optoelectronic process in a photovoltaic cell, 

light-emitting diode, and others. We used the DFT based time-domain Kohn-Sham (TDKS)29 

and Fewest Switching Surface Hopping (FSSH) method30-31 to study the excited hot carrier (hot 

electron and hot hole) dynamics in PbSe NPL and QDs. TDKS based FSSH method provides the 

phonon mediated carrier relaxation using a non-adiabatic coupling. We use FSSH on an 
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ensemble of trajectories, which ensure the trajectory branching30 and detailed balance.32 

Trajectory branching describing the phonon correlation with different electronic states.   

2.5.1. Time-Dependent Kohn-Sham Theory (TDKS)  

The electron density of a many electrons system can be determined by equation 2.7 under 

the DFT method, and the electron density in Kohn-Sham29 representation is –  

𝜌(𝑟, 𝑡) = ∑|𝜑𝑛(𝑟, 𝑡)|
2

𝑁𝑒

𝑛=1

                                        (2.44) 

𝑁𝑒 is the total number of electrons and 𝜑𝑛(𝑟, 𝑡) are the single-electron Kohn-Sham (KS) orbitals, 

which are determined by the application of the time-dependent variational principle to the KS 

energy – 

𝐸[𝜑𝑝] = ∑⟨𝜑𝑝|𝐾|𝜑𝑝⟩

𝑁𝑒

𝑛=1

+∑⟨𝜑𝑝|𝑉|𝜑𝑝⟩

𝑁𝑒

𝑛=1

+
𝑒2

2
∬
𝜌(𝑟′, 𝑡)𝜌(𝑥, 𝑡)

|𝑟 − 𝑟′|
𝑑3𝑥𝑑3𝑟′ + 𝐸𝑥𝑐[𝜌]           (2.45) 

The first term in the right hand is the kinetic energy of the non-interacting system, the 

second term is the potential due to the nucleus, and the next term is the electron-electron 

Coulomb interaction, the 𝐸𝑥𝑐 cover the exchange-correlation part of the electrons. A single 

electron can be obtained using the variational principle where Hamiltonian depends on the 

wavefunction of the system–  

𝑖ℏ
𝜕𝜑𝑛(𝑥, 𝑡)

𝜕𝑡
= 𝐻(𝜑𝑛(𝑥, 𝑡))𝜑𝑛(𝑥, 𝑡),   𝑤ℎ𝑒𝑟𝑒 𝑝 = 1, … . . 𝑁𝑒                    (2.46) 

The above time-dependent wavefunction 𝜑𝑛(𝑥, 𝑡) can be written in a linear combination 

of the adiabatic KS orbitals – 

𝜑𝑛(𝑥, 𝑡) = ∑ 𝑐𝑛𝑘(𝑡)|𝜑̃𝑘(𝑟, 𝑅)⟩ 

𝑁

𝑘=𝑁1

                                            (2.47) 
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N is the number of electrons, so Nth orbital is the highest occupied molecular orbitals (HOMO), 

and Nth+1 indicates the lowest unoccupied molecular orbitals (LUMO). Using the eq- 2.46, eq 

2.47 is transformed into the equation of motion as a function of linear coefficient 𝑐𝑛𝑘(𝑡) – 

𝑖ℏ
𝜕𝑐𝑛𝑘(𝑡)

𝜕𝑡
=∑𝑐𝑛𝑘(𝑡)(𝜀𝑚𝛿𝑘𝑚 + 𝑑𝑘𝑚. 𝑹̇) 

𝑁

𝑚

                                    (2.48) 

𝑑𝑘𝑚. 𝑹̇ is the non-adiabatic (NA) term of the non-adiabatic wavefunction, where –  

𝑑𝑘𝑚. 𝑹̇ = −𝑖ℏ⟨𝜑̃𝑘(𝑟, 𝑅)|∇𝑹|𝜑̃𝑚(𝑟, 𝑅)⟩                                     (2.49) 

and  

 𝑹̇ =  −𝑖ℏ ⟨𝜑̃𝑘|
𝜕

𝜕𝑡
|𝜑̃𝑚⟩                                                            (2.50) 

Ionic motion in adiabatic dynamics gives the time dependency on the TDKS for the 

electron-nuclear dynamics. NA coupling terms are dependent on the adiabatic KS orbitals, which 

can be computed using minimum computational resources by equation 2.13.  

2.5.2. Hot Carrier Dynamics in Confined Semiconductor Nanomaterials  

The methodology designed in section 2.4.1 is based on the ground state adiabatic 

molecular dynamics trajectories, and we have treated electron by single-particle wavefunction 

derived from the many-electron basis. This approximation is valid in the compound of heavier 

elements which has a rigid bond and higher density of states (DOS).33-34 We have studied the hot 

carrier dynamics in the Pb and Cd chalcogenide nanomaterials. These nanomaterials have strong 

confinement and a small spherical homogeneous dielectric field. In the case of NC, confinement 

energy and Coulomb energy between the particle are scaled as (𝑟𝐵/𝑅)
2 and 𝑟𝐵/𝑅 respectively 

where 𝑟𝐵 is the Bohr radius, and R is the radius of NC. As such, quadratic confinement term 

dominates the excited state carrier interaction, and excite electron and hole wavefunction can be 
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decoupled. This feature of the NC validates using the zeroth-order approximation in excited hot 

carrier dynamics.35  

 𝜑(𝑒, ℎ) =  𝜑(𝑒)𝜑(ℎ) (2.51) 

The trajectory surface hopping (TSH) method predicts a probability of hopping between 

electronic states.36 Correlation between the hopping probability with the motion of ion makes it 

time-dependent. The hopping probability from k to m is35 – 

𝑑𝑃𝑘𝑚 = 𝑒
[−
∆𝜖𝑘𝑚
𝐾𝑏𝑇

]
 
𝑏𝑘𝑚
𝑎𝑘𝑚

𝑑𝑡                                                 (2.52) 

Where, 𝑏𝑘𝑚 = −2𝑅𝑒(𝑎𝑘𝑚
∗ 𝑑𝑘𝑚 . 𝑅̇) and 𝑎𝑘𝑚 = 𝑐𝑘𝑐𝑚

∗    

Here, 𝑐𝑘 and 𝑐𝑚 are the linear coefficient in equation 2.40. 𝑑𝑃𝑘𝑚 is the hopping 

probability, which is a function of the NA coupling term 𝑑𝑘𝑚. 𝑅̇. We have applied some 

constrained which ensure the electron transition to the frontier orbitals. If 𝑑𝑃𝑘𝑚 is negative, the 

hopping probability is set to zero. The exponential part is the Boltzmann distribution, which 

accounts for the detail balance32 and prevents the quantum back excitation. It also maintains the 

constrain particle always hopped to lower density states.   
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3. SIMULATIONS PHOTOPHYSICAL PROPERTIES OF THE NUCLEOBASE 

PASSIVATED AG CLUSTER 

3.1. Computational Methodology Details 

3.1.1. Ground State Geometry Optimization  

Initial geometries of our DNA-AgNCs are created using the lowest energy conformations 

of the Ag4-Ag21 NC, including several low energy conformations of bare Ag5 and Ag6 clusters 

reported in the literature.1 The lowest energy conformations of bare AgNCs smaller than 7 atoms 

in size have been proven to have planar geometries.1-3 To check the effect of the planarity of 

DNA-AgNCs, we also model non-planar low energy conformations of Ag6 and Ag5 as initial 

structures (Table 3.1). Since all Ag atoms in such clusters can be considered surface atoms, the 

DNA bases are then added to each Ag atom of the cluster and optimized with (+1 e) and without 

charge (neutral). Using this approach, we have constructed clusters passivated by only C, G, or T 

(5X-Ag5 and 6X-Ag6, with X = C, G, or T) and by their combinations of (n-2)C2X-Agn and 

2C(n-2)T-Agn, where n = 5 or 6 and X = G or T. DFT (Details in sub-chapter 2.1 ) is applied for 

geometry optimization of all considered DNA-AgNCs, and TDDFT4-5 (Detail in sub-chapter 2.3) 

is used for all excited-state calculations, as implemented in Gaussian16 software package.6 Long-

range corrected exchange-correlation functional CAM-B3LYP7 and mixed basis set LANL2DZ8 

(for Ag atoms) / 6-31G*9 (for N, O, C, and H atoms) are used for both the ground and excited-

state calculations. Long-range corrected CAM-B3LYP functional have shown a more accurate 

 
 Section 3.2 of this chapter reproduced in part with permission from J. Phys. Chem. A 2020, 

124, 43, 8931–8942 Copyright 2020 American Chemical Society.  The material in section 3.2 

was co-authored by Dr. Naveen Dandu and Dr. Sergei Tretiak. Dr. Naveen Dandu calculated the 

electronic structure of the 6C-Ag6 geometry. Dr. Sergei Tretiak contributed by helpful 

suggestions and reviewed the methodology and conclusion of the calculations. Mohammed A. 

Jabed was the primary contributor of the methodology design, performed all the calculations and 

conclusion that are advanced in this sub-chapter. Dr. Svetlana Kilina served as a supervisor of 

the project conducted by Mohammed A Jabed and Dr. Naveen Dandu. 
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description of charge transfer transitions in DNA-AgNCs, compared to pure GGA or hybrid 

functionals, despite blue-shifts in optical transitions.10-12 These findings define our choice of the 

functionals and basis sets. In addition to vacuum calculations, we also have performed 

calculations in water utilizing conductor-like polarizable continuum model (CPCM)13 for 

simulating solvent environment for the ground and excited state calculations.  

3.1.2. Calculation of Transition Energy 

Ninety optical transitions are obtained from TDDFT calculations to reproduce the 

absorption spectra at the range of 1.00-5.50 eV. The profile of the spectra is modeled using the 

Gaussian function with a width of 0.08 eV to reproduce a thermal broadening of spectral bands. 

To visualize the charge density distribution of the excited state, Natural Transition Orbitals 

(NTOs)14 are calculated for photoexcited electron-hole pair based on transition densities obtained 

from TDDFT, as implemented in Gaussian0915/Gaussian166 software. VMD16 software has been 

used for visualization of NTOs. To better understand the nature of the transitions, we have 

decomposed the excited state wavefunction contributed from the Ag and the base parts of the 

DNA-AgNCs, and plotted it as a difference between the electron and hole states, using the 

equation 2.33 and 2.34. 

3.1.3. Reduction Potential Calculations 

Reduction potential is calculated by using the theory given in section 2.2 of Chapter 2. 

Solvation Gibbs free energy plays a dominating role in determining the reduction potential. Zero-

point energy correction and correction to Gibbs free energy obtained from the frequency 

calculation with simple harmonic approximation in Gaussian software packages.6 A mixed basis 

set of LANL2DZ8  and 6-31G* basis9 are used in all calculations for the Ag and all other 

elements, respectively. Despite accurate ground state geometry prediction by continuum solvent 
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methods, SMD is reported for better accuracy. We have considered both CPCM13 and SMD 

solvation methods and investigate the effects of geometry and solvation continuum method 

consideration on the overall reduction potential of the cytosine passivated Ag nanoclusters.  

3.1.4. Binding Energy Calculations  

To elucidate the strength of an interaction between the specific type of the base (L1=C, 

G, or T) and the AgNC, the binding energy is calculated using the following formula:  

𝐸𝑏,𝐿1 =
𝐸𝐴𝑔𝑛𝐿1𝑝𝐿2𝑞 − (𝐸𝐴𝑔𝑛𝐿2𝑞 + 𝑝 ∗ 𝐸𝐿1)

𝑝
                            (3.1) 

where n is the number of the silver atoms, p and q are the number of the base types L1 and L2, 

respectively, with n = p + q. The energy 𝐸𝐴𝑔𝑛𝐿2𝑝 is calculated for optimized DNA-AgNCs 

fragment with the bases of type L1 removed from the AgNC. The energy 𝐸𝐿1 is calculated for the 

isolated optimized base of the type L1.  For clusters passivated only by cytosines, the average 

cluster-base binding energy, ⟨Ag − N⟩, is calculated as the difference between the total energies 

of the passivated cluster and its pristine counterparts – the bare silver cluster and the pristine 

cytosine multiplied by the number of cytosines at the cluster – with all structures optimized to 

their minimal energies. The result is divided by the total number of cytosines passivating the 

cluster to get the average binding energy per base.   

𝐸⟨Ag−N⟩ =
𝐸𝐴𝑔𝑛𝐿𝑝 − (𝐸𝐴𝑔𝑛 + 𝑝 ∗ 𝐸𝐿)

𝑝
                                               (3.2) 

Where p is the number ligand type L, and n is the cluster size.  

3.1.5. Principal Component Analysis (PCA) of the Structural Descriptor in Ag5 and Ag6  

We have utilized the principal component analysis to better understand the geometrical 

descriptor and its effects on the brightness of the lowest energy transitions. Due to the single 

strand DNA sequences' tertiary structure, Ag nanoclusters have non-equilibrium geometry and 
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higher energy geometry than ground state conformers. In the first step, 500 random geometries 

of the nanocluster size 5 and 6 atoms were created by imposing the constrained – 1. The number 

of Ag atom and cytosine ratio is 1:1, 2. Cytosine interacts with Ag atom by 3-N of the cytosine 

ring. The 500 initial geometries of each cluster are optimized as neutral and charge clusters. 

Water was used as a solvent and implemented with the CPCM solvation method in gaussian16 

software.  

3.2. Structural Isomer and Solvent Polarity on Cytosine Passivated Ag5 and Ag6  

Nanoclusters 

3.2.1. Structural Conformation of Cytosine Passivated Ag5 and Ag6 Nanoclusters  

Due to a high degree of flexibility of the nucleotides passivating DNA-AgNCs, different 

structural conformations of clusters likely coexist in experimental samples. To address the 

diversity in DNA-AgNC conformations, we consider a planer and non-planar geometries of Ag5 

and Ag6 clusters that have been shown as one of the most stable conformations of bare silver 

clusters of these sizes.1, 17 DNA-AgNCs of 5C-Ag5 and 6C-Ag6 initially constructed from these 

bare clusters are used to study the effect of a polar solvent, charge, and passivating bases on the 

structural conformations of clusters, with results presented in Table 3.1. In the vacuum, 

coordination of Ag atoms by cytosines noticeably changes the geometry of non-planar neutral 

clusters (Geom-2 and Geom-3), while only slightly distorts the initially planar conformation 

(Geom-1). The cluster 6C-Ag6 stays planar, preserving its 1D3h symmetry resulting in the lowest 

energy conformation among its isomers. However, a slight distortion results in breaking perfect 

planarity of the cluster 5C-Ag5, raising its energy by ~0.3 eV, compared to its initially non-

planar isomer (Geom-2). In a vacuum, charging the clusters results in significant stabilization of 



 

57 

the nearly planar Geom-1 isomer of 5C-Ag5
+, while breaks initial planarity and the symmetry of 

Geom-1 6C-Ag6
+ destabilizing this structure, compared to other charged isomers. 

Table 3.1: The most stable Ag6 and Ag5 clusters used as initial structures for related isomers of 

6C-Ag6 and 5C-Ag5 DNA-AgNCs optimized in vacuum and water with no charge (neutral) and 

+1 charge. Zero energy is assigned to structures with the lowest energy of their bare AgNC 

counterparts. The red font depicts the optimized final structures with the lowest energies among 

considered isomers. 
 Initial AgNC 

structure 

Optimized Neutral Optimized Charged 

Vacuum Water Vacuum Water 

A
g

6
  c

lu
st

er
s 

 

Geom-1     

0.00 eV 0.00 eV 0.00 eV 0.00 eV 0.00 eV 

 

Geom-2     

0.20 eV 0.88 eV 0.13 eV 0.01 eV 0.26 eV 

 

Geom-3     

0.84 eV 1.29 eV -0.12 eV -0.18 eV -0.11 eV 

A
g

5
  c

lu
st

er
s 

 

Geom-1 

     

0.00 eV 0.00 eV 0.00 eV 0.00 eV 0.00 eV 

 

Geom-2 

    

0.99 eV -0.31 eV -0.13 eV 0.41 eV 0.01eV 
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Table 3.2: Structural parameters of neutral and charged 5C-Ag5 clusters. For the average Ag-Ag 

bond length, ⟨𝐴𝑔 − 𝐴𝑔⟩, only Ag-Ag bonds with a length of less than 3 Å are considered. The 

cluster-based binding energies (Ebind) are calculated using Eq. 3.1, where L1 is the cytosine with 

either the shortest or the longest Ag-N bond length and p=1. The values of the total energy, Etot, 

marked in red, highlight the most stable isomers with the lowest energy.  

N
eu

tr
al

 

5C-Ag5 isomers 
Vacuum Solvent 

Geom-1 Geom-2 Geom-1 Geom-2 

B
o

n
d

 l
en

g
th

, 

Å
 

⟨Ag-𝐴𝑔⟩ 2.75±0.06 2.77±0.09 2.82±0.10 2.84±0.12 

⟨Ag-𝑁⟩ 2.50±0.29 2.36±0.01 2.40±0.04 2.40±0.03 

(Ag-N)Short 2.23 2.34 2.36 2.35 

(Ag-N)Long 3.04 2.37 2.47 2.43 

E
b
in

d
, 

 

eV
 

〈𝐸𝐴𝑔−𝑁〉 0.63 -0.69 -0.34 -0.37 

𝐸𝐴𝑔−𝑁,𝑆ℎ𝑜𝑟𝑡 -0.82 -0.55 -0.07 -0.27 

𝐸𝐴𝑔−𝑁,𝐿𝑜𝑛𝑔 -0.55 -1.14 -0.18 -0.18 

Etot, eV 0.00 -0.31 0.00 -0.13 

 

      

C
h

ar
g

ed
 (

+
1
) 

B
o

n
d

 l
en

g
th

, 

Å
 

⟨Ag-𝐴𝑔⟩ 2.75±0.07 2.84±0.16 2.76±0.07 2.81±0.14 

⟨Ag-𝑁⟩ 2.63±0.52 2.36±0.03 2.38±0.13 2.33±0.02 

(Ag-N)Short 2.27 2.31 2.27 2.30 

(Ag-N)Long 3.64 2.42 2.57 2.35 

E
b
in

d
, 

eV
 

〈𝐸𝐴𝑔−𝑁〉 -1.34 -1.26 -1.17 -0.59 

𝐸𝐴𝑔−𝑁,𝑆ℎ𝑜𝑟𝑡 -1.33 -0.96 -0.39 -0.61 

𝐸𝐴𝑔−𝑁,𝐿𝑜𝑛𝑔 -1.10 -0.43 -0.14 -0.30 

Etot, eV 0.00 0.41 0.00 0.01 

 

Several competing factors influence the overall stability of the cluster. It was shown that 

closed-shell small metal clusters are more stable in their symmetric planar structure.3, 18 This 

agrees with our findings that the planar geometries of the 6C-Ag6 and 5C-Ag5
+ are more stable 

compared to their non-planar 3D isomers, Table 3.1. However, for all structures in a vacuum, 

cytosines are not equally coordinated with Ag atoms, as evidenced from the significant variations 

in the Ag-N bond lengths mainly correlated to the strength of the binding energy between the 

base and the cluster, as presented in Table 3.2 for 5C-Ag5 and Table 3.3 for 6C-Ag6 clusters. 
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Table 3.3: Structural parameters of the 6C-Ag6 cluster. For the average silver-silver bond length, 
⟨Ag-𝐴𝑔⟩, only Ag-Ag bond lengths less than 3Å are considered. For the average Ag-N bond 

length between the cluster and the base, ⟨Ag-𝑁⟩, all six bonds are considered. The bond between 

the oxygen and hydrogen of two adjacent cytosines shorter than 2 Å is considered the hydrogen 

bond (H-bond). The cluster-base binding energies (Ebind) are calculated using Eq. 3.1, where L1 

is the cytosine with either the shortest or the longest Ag-N bond length and p=1. 

6C-Ag6 isomers 
Vacuum Solvent 

Geom-1 Geom-2 Geom-3 Geom-1 Geom-2 Geom-3 

N
eu

tr
al

 B
o

n
d

 l
en

g
th

, 
Å

 

⟨Ag-𝐴𝑔⟩ 2.78±0.02 2.77±0.03 2.86±0.17 2.81±0.05 2.82±0.12 2.85±0.12 

⟨Ag-𝑁⟩ 3.45±1.17 2.97±0.81 2.71±0.60 2.45±0.07 2.61±0.55 2.44±0.03 

(Ag-N)Long 4.52 4.03 3.92 2.57 3.75 2.48 

(Ag-N)Short 2.38 2.33 2.42 2.39 2.36 2.39 

#
 B

o
n

d
s 

Ag-N 3 4 5 6 5 6 

H-bond 6 2 4 1 1 4 

E
b
in

d
, 

eV
 〈𝐸𝐴𝑔−𝑁〉 -0.81 -0.77 -0.80 -0.31 -0.98 -0.55 

𝐸𝐴𝑔−𝑁,𝑆ℎ𝑜𝑟𝑡  -1.21 -1.28 -0.45 -0.19 -0.81 -0.29 

𝐸𝐴𝑔−𝑁,𝐿𝑜𝑛𝑔 -1.21 -0.75 -0.33 -0.16 -1.074 -0.28 

         

C
h

ar
g

ed
 (

+
1
) 

B
o

n
d

 l
en

g
th

, 
Å

 

⟨Ag-𝐴𝑔⟩ 2.77±0.06 2.86±0.10 2.84±0.09 2.85±0.09 2.83±0.11 2.87±0.10 

⟨Ag-𝑁⟩ 2.63±0.55 2.40±0.08 2.36±0.02 2.39±0. 09 2.35±0.03 2.37±0.04 

(Ag-N)Long 3.74 2.56 2.39 2.55 2.40 2.43 

(Ag-N)Short 2.30 2.32 2.34 2.30 2.33 2.32 

#
 B

o
n

d
s 

Ag-N 5 6 6 6 6 6 

H-bond 4 4 5 3 2 4 

E
b
in

d
, 

eV
 〈𝐸𝐴𝑔−𝑁〉 -1.19 -1.21 -1.22 -0.57 -1.11 -0.61 

𝐸𝐴𝑔−𝑁,𝑆ℎ𝑜𝑟𝑡  -0.52 -0.92 -0.97 -0.35 -0.63 -0.56 

𝐸𝐴𝑔−𝑁,𝐿𝑜𝑛𝑔 -1.20 -0.85 -0.56 -0.21 -0.76 -0.34 

 

This behavior is the most pronounced for 6C-Ag6 isomers in a vacuum. For instance, 

only three bases create strong coordinate bonds with Ag at the edges of the planar Geom-1 

structure, while the other three bases are much weaker coordinated with Ag at the sides (see 

Table 3.1 and 3.3). However, weakly coordinated bases form the hydrogen bond (H-bond) with 

the oxygen from the nearest base, thus, encapsulating the cluster minimizing the total energy of 

Geom-1 isomer of 6C-Ag6. Non-planar geometry breaks some of the hydrogen bonds, raising the 
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total energy of 3-D 6C-Ag6 isomers in the vacuum. In contrast, the energy of 3-D 6C-Ag6
+ is 

reduced for Geom-3 due to a larger number of hydrogen bonds and also decreased Ag-N bond 

length for all capping bases associated with the strongest base-cluster interactions. Similar trends 

are observed for Ag5 in the vacuum, where 5C-Ag5 non-planar structure (Geom-2) and nearly 

planar structure (Geom-1) of 5C-Ag5
+ poses both maximum number of hydrogen bonds and the 

strongest base-cluster interactions resulting in the most stable conformations, Table 3.2.  

As a result of significantly different geometries of isomers, the average Ag-Ag bond 

length varies at the range of 2.75–2.87 Å for both 5C-Ag5 and 6C-Ag6 neutral and charged 

clusters, as shown in Table 3.2 and Table 3.3. In all cases, the average Ag-Ag bond length of the 

Geom-1 isomers is the shortest in the vacuum (2.75–2.78 Å) and the most affected towards 

elongation by the solvent because of the planner (6C-Ag6) or nearly planar (5C-Ag5) geometry 

transfers to non-planar 3-D structure in water. In contrast, Geom-3 demonstrates the least effect 

on its Ag-Ag bond by both charge and solvent. Among all isomers, Geom-3 has the longest Ag-

Ag bond of 2.84–2.87 Å for neutral 6C-Ag6 and charged 6C-Ag6
+ clusters insignificantly 

varying in vacuum and solvent. 

The bond length between the cluster and the covalently coordinated base, (Ag-N)short, 

varies at the range of 2.23–2.45 Å. This excludes Ag-N bond length larger than 3 Å, which is an 

outcome of the very weak interaction between the cytosine and the cluster. Note that this weak 

cluster-base interaction is partially compensated by the hydrogen bonding between O and H from 

the NH2 group of the adjacent cytosines, as discussed in the main text. The Ag-N bond length for 

weakly coordinated bases, (Ag-N)Long, significantly decreases in water for all clusters 

approaching the (Ag-N)Short bond length of strongly coordinated bases, which is also 

accompanied by reducing the number of hydrogen bonds.   
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In both neutral and charged clusters, average binding energies between the cluster and the 

bases are weaker in water than in a vacuum. This decrease in the cluster-base binding strength 

originates from the dipole-dipole screening effect of the polar media. Due to the Ag core's 

cationic nature, the binding energy between the cluster and the cytosine with the longest Ag-N 

bond length is stronger in the charged clusters relative to their neutral counterparts. It is 

important to note, however, that the trend in the cluster-base binding energies do not always 

follow the trend in the Ag-N bond lengths so that the binding energy between the cluster and the 

base with the longest Ag-N bond length does not always end up to the largest value of Ebind, as 

expected for the weakest cluster-base interactions. This discrepancy originates from strong 

changes in the optimized conformations when a particular base is removed from the DNA-

AgNC, used for calculations of the binding energy according to equation 3.1 in the main text. 

For example, removal of one of the cytosines – either strongly coordinated one with the shortest 

Ag-N bond length or weakly interacting one with the longest Ag-N bond length – from the 

neutral planar Geom-1 of 6C-Ag6 results in the same 5C-Ag6 structure with additional 

interaction between the cluster and the base via Ag-O coordination, as illustrated in Figure 3.1. 

For simplicity, equation 3.1 can be rewritten as Eopt(6C-Ag6) - E
opt(5C-Ag6) - E

opt(C), where 

each term represents the total energy of the optimized structures of Geom-1 6C-Ag6, 5C-Ag6, 

and pristine cytosine, respectively. Since for both strongly and weakly interacting bases, all the 

terms in this equation are identical. One gets exactly the same value of the binding energies for 

both weakly and strongly interacting bases, Table 3.3. Similar effects are also found in Geom-2 

isomers, which also result in discrepancies between the trends in the cluster-base binding 

energies and trends in the Ag-N bond length. 
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Figure 3.1: Initial and final structures used for calculations of the base-cluster binding energy 

using Eq.1. (a) Neutral 6C-Ag6 cluster optimized from the initial planar Geom-1 structure in the 

vacuum. (b) One cytosine at the edge of the cluster is removed from the Geom-1 6C-Ag6 

resulting in a 5C-Ag6 cluster. (c) Optimized geometry of the 5C-Ag6 cluster in a vacuum. After 

removal of cytosine, vacant Ag atom is involved in the coordinated bond with oxygen from the 

adjacent cytosine at the side, while this cytosine is much stronger coordinated to the side Ag 

atom, compared to those in the 6C-Ag6 cluster.  

It is important to note that the shortest Ag-N bond does not always correspond to the 

strongest binding energy between the base and the cluster, Table 3.3. This discrepancy originates 

from a strong reconstruction of the cluster after removal of the base when used in calculations of 

the binding energy according to equation 3.1. For instance, losing one of the bases from the 

planar Geom-1 isomer of 6C-Ag6 results in a new 5C-Ag6 structure, where the weakly 

interacting base is strongly coordinated to the side Ag atom via the nitrogen and also to the edge 

Ag atom via the oxygen, Figure 3.1. As such, the obtained base-cluster binding energy is 

‘contaminated’ by the additional interaction via the oxygen that is not presented in the initial 

structure. Due to strong structural variations upon removing one of the cytosines, trends in the 

base-cluster binding energies are not well correlated with the trends in the Ag-N bond lengths for 

some isomers. On the other hand, the obtained 5C-Ag6 structure demonstrates that cytosines can 

be coordinated to AgNC via either nitrogen or oxygen or both if there is a limiting number of 

bases available for the cluster capping. This result agrees with computational findings for Ag12 

clusters encapsulated in single-strand DNA scaffold consisted of 12 nucleobases.19 
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A polar solvent, such as water, significantly reduces the number of hydrogen bonds in the 

DNA-AgNCs due to the dipole-dipole screening effect. As a result, all optimized structures in 

water are not planar, and their initial structural symmetry is also significantly distorted in Table 

3.1. Similar to the vacuum calculations, the most stable isomer is preserving the largest number 

of hydrogen bonds and the strongest base-cluster interactions associated with nearly similar Ag-

N bond length for all bases. In water, these conditions are satisfied for Geom-3 isomer of 6C-Ag6 

and 6C-Ag6
+ (Table 3.1 and 3.3) and Geom-1 isomer of 5C-Ag5 and 5C-Ag5

+ (Table 3.2). 

Calculated structures point to three main trends. First, our results well agree with the 

previous studies of larger clusters (> 10 atoms) confirming non-planar 3-D structures of DNA-

AgNCs in polar solvents.20-22 Moreover, our results reveal that a polar solvent governs the planar 

to non-planar 3-D structural stabilization even for DNA-AgNC isomers with less than 7 atoms in 

sizes. Second, the inclusion of a polar solvent significantly changes the conformation of the 

DNA-AgNCs by reducing the number of hydrogen bonds between neighboring bases and 

making all bases nearly equally interacting with Ag atoms. Both of these conditions play a key 

role in the stabilization of a particular isomer. Third, several isomers of DNA-AgNCs are likely 

to coexist in polar solvents due to the relatively small energy differences between their 

conformations (0.1 – 0.2 eV).  In contrast, closed shell 6C-Ag6 and 5C-Ag5
+ clusters in the 

vacuum (or non-polar solvents) have a more distinct tendency for preferential planar 

conformations, with a larger difference in their total energies (up to ~1 eV) compared to non-

planar isomers, which agrees with computational predictions for the bare Ag clusters.3, 18,23 
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3.2.2. Dependence of Optical Properties on Conformations of Clusters Passivated by 

Cytosines.   

Absorption spectra of all considered isomers calculated in vacuum and water are shown 

in Figure 3.3 for 6C-Ag6 and in Figure 3.2 for 5C-Ag5 clusters. The oscillator strength of the 

lowest energy transition of 6C-Ag6 clusters is the most impacted by the isomer conformation, 

resulting in the completely optically inactive (dark) first transition of the Geom-1 isomer and 

optically allowed (bright) the first transition of other neutral isomers both in vacuum and water, 

Figure 3.3a and b. Interestingly, Geom-3 that is the most stable neutral isomer in water, has the 

optically bright lowest energy transition, which is expected to provide favorite conditions for 

high emission of 6C-Ag6 clusters in water. In contrast, the Geom-3 isomer of the charged 6C-

Ag6
+ cluster with the most stable structure has an optically inactive first transition in water, while 

the Geom-1 isomer provides the bright first transition both in vacuum and water, Figure 3.3c and 

d. These results suggest that emissive 6C-Ag6 clusters in polar solvents are likely not charged. 

Contrary, both isomers of the charged 5C-Ag5
+ cluster demonstrate the narrow and highly 

intensive lowest peak with optically active first transitions in water, compared to broader and 

much less intensive first peak of neutral 5C-Ag5 clusters, Figure 3.2b and 3.2d. This suggests 

that charged 5C-Ag5
+ clusters (with the closed shell electronic structure) are expected to be more 

emissive in polar solvents than their neutral counterparts (open shell structures). 

However, the overall shape of the absorption spectra of clusters is not very sensitive to 

the geometry of isomers, with less pronounced changes in spectral features for both charged and 

neutral 6C-Ag6 and 5C-Ag5 isomers in water, compared to those in the vacuum. Despite some 

variations in energies and intensities of spectral peaks of different isomers, the overall number of 

peaks and the spectrum profile are quite similar for all isomers in water. This is evidenced by the 
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shape of the spectrum averaged over considered isomers, which well coincides with each 

individual spectrum of an isomer (dashed magenta lines in figure 3.3b and d). As such, the 

absorption spectrum of various DNA-AgNC conformations unlikely results in distinct spectral 

fingerprints of a specific isomer. On the other hand, the presence of different DNA-AgNC 

isomers in experimental samples is expected to only increase the inhomogeneous broadening of 

the absorption spectra while the main absorption bands stay nearly the same.   
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Figure 3.2: Absorption spectra of two isomers of 5C-Ag5 and 5C-Ag5
+ clusters calculated in 

vacuum and water. (a) and (b) Spectra of neutral clusters in vacuum and water, respectively. (c) 

and (d) Spectra of charged clusters in vacuum and water, respectively. Names of the isomers 

correspond to those in Table 1 in the main text. Grey lines correspond to the absorption spectra 

averaged over both conformations. The vertical arrows denote the energy of the fist optical 

transition of Geom-1 (black lines) and Geom-2 (red lines) isomers. While the spectral profile and 

the energy of the first optical band are noticeably different between Geom-1 and Geom-2 

isomers in a vacuum, they are less distinct in water. As such, the spectra averaged over both 

isomers (the grey line) follow the same shape and optical features as those of Geom-1 (the black 

line) and Geom-2 (the red line) isomers in water for both neutral 5C-Ag5 (b) and charged 5C-

Ag5
+ (d) clusters. 
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Figure 3.3: Absorption spectra of 6C-Ag6 isomers. Neutral 6C-Ag6 in the vacuum (a) and water 

(b). Charged 6C-Ag6
+ in the vacuum (c) and water (d). The names of the isomers correspond to 

those in Table 1. Absorption spectra averaged over three isomers are represented by dashed 

magenta lines. Vertical arrows correspond to the first optical transition with the lowest energy 

for each isomer.   

3.3. Electrochemical Properties of the Ag Nanoclusters  

As we have discussed in chapter 1, Ag nanoclusters are promising for the bight and 

structure dependent emission, especially where background noise is significant.24 Size and 

oxidation state are among the dominating factors in determining fluorescence yield. The 

oxidation state of the nanoclusters is not predictable because bulk Ag has positive reduction 

potential, but Ag nanocluster can have negative reduction potentials.25-27Moreover, emission in 

some metal clusters can’t be assessed accurately due to the oxidation reaction.28 Similarly, one of 

the common synthesis processes of Ag nanocluster is a surface redox reaction. Ag nanoclusters 

formed by free radical induced reduction of AgNO3, which shown higher Agion/Agcluster reduction 

potential.29 In metal clusters, the effective electron transfer is only possible if the metal clusters’ 

relative reduction potential is positive compared to the electron donor. The higher difference of 
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redox potential is utilized in catalytic water splitting reaction.29 But Ag nanoclusters show 

reduction potential alternation by odd-even number of Ag atoms in clusters up to 20 atom size.30 

Accurate prediction of reduction potential is essential to predict the cluster size and oxidation 

states of the Ag clusters, and its electronic properties. Therefore, we have examined the 

computational methodology to calculate the redox potential of the cytosine passivated Ag 

clusters. 

3.3.1. Oxidation and Size Dependent Structure of Cytosine Passivated Ag Nanoclusters  

In the solution phase, the nature of surface passivation dominates the electron transfer 

process between the redox species. The effect of oxidation state is studied in this section. All 

cytosine passivated Agn geometries are prepared from Chen et al.1, as given in detail in section 

3.4. The initial geometries are optimized in the different oxidation states. Table 3.4 is showing 

the 5 and 6 Ag atom size cluster geometries after optimization in cytosine passivated and bare 

clusters. Initial geometry of the five and six cytosines passivated Ag5, and Ag6 clusters are 

planner. Ag5 has five of 5S1 electron, which fit with the Jellium model, where it filled 1S2 and 

1Px
2 and 1Py

1 and formed planner geometry.31 It also agrees with optimizing the passivated 

clusters in the vacuum, which has shown the hydrogen bond network between the nucleobase 

cytosine and retained the planner structure of the core Ag. It is noticed that the cytosine 

passivated clusters become non-planner due to the cytosine-Ag interaction, while bare clusters 

maintain the symmetry. Although the geometry of the two clusters is shown in Table 3.4 as an 

example, it was noticed in the all considered Ag nanoclusters that the anionic and neutral 

nanocluster has similar structural symmetry. 
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Table 3.4: The relaxed geometry of (𝐴𝑔𝐶)𝑛
𝑧  where n=4, 5, 6, and z= 0, 1, 2, and -1, along with 

average Ag-cytosine binding energy and shape of the core Ag cluster. Binding energy is 

calculated as the average binding of all ligands. 

No. of atom 

& ligation 

Neutral +1 +2 -1 

5 

Ligated 

 
-0.63 eV 

 
-1.35 eV 

 
-2.33 eV 

 
-0.71 eV 

Bare 

    

6 

Ligated 

 
-0.81 eV 

 
-1.19 eV  

-2.05 eV 

 
-0.70 eV 

Bare 

    

 

3.3.2. Reduction Potential of the Different Size Ag Nanoclusters  

Ag nanoclusters are passivated by bond formation with electronegative N atom of 

nucleobase cytosine. So, electronegative cytosine should have a stronger bond with the 

electropositive metalcore. The average cytosine binding energy in the different oxidation states is 

calculated using equation-3.2 and shown in Figure 3.4. Due to increasing the volume of the 

nanoclusters, the overall charge density decreases with increasing the nanoclusters’ size. 

Therefore, the strength of the bond between electronegative cytosine and electropositive metal 

nanoclusters decreases with increasing the nanocluster size from 4 to 17. Due to the similar 

effects, cytosine binding energy is the minimum in the reduced Ag4
-1 nanoclusters.  
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Figure 3.4: Average Binding energy of the cytosine in the Ag nanoclusters of the Ag4 to Ag17 

atom size, calculated by using the equation (3.2).  

All the geometries are optimized in the vacuum. The zero-point energy and the thermal 

correction of the Gibbs free energy of the vacuum optimized geometries are calculated by 

vibration frequency calculation. Solvation energy is calculated by running a single point 

calculation of the vacuum optimized geometry using the Conductor polarized model CPCM.13 

The theory of the reduction potential calculations is in the sub-chapter 2.2.  The calculated 

reduction potentials are shown in figure 3.5. First, all considered clusters have negative reduction 

potential for the +1, +2, and neutral clusters despite reduction potential in bulk silver are 

positive.25, 32 Previous theoretical calculation predicted that the smaller nanoclusters’ redox 

potential shows alternative potentials.31 The odd and even number of Ag in a cluster has 

alternatively singlet and multiple spins depending on their oxidation states. Since we have 

calculated the reduction potential of a single electron transfer reaction, all reductions are 

subjected to spin change from singlet to doublet and vice versa. The overall trend is that all 

clusters have oxidation potential (negative reduction potential), and it is maximum when a 

cluster spin changes from doublet to singlet spin.  Due to the stronger confinement in smaller 
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size QDs, an electron transfer reaction has significant effects due to the larger energy splitting.  

As a result, the potential difference between the successive oxidation states is higher in the 

smaller clusters. So, by increasing the QD size, the energy difference is decreases, which is 

minimum in the Ag17 clusters.   

 
Figure 3.5: Calculated reduction potential of the cytosine passivated Ag4-10 and Ag17 clusters 

(top) and bare Ag4-Ag10 cluster (bottom) in 3 different oxidation states. the black, red, and blue 

represent reduction half reaction of 1+ to neutral, 2+ to 1+ and neutral to 1- oxidation state 

respectively. Solid and dash line represents the Ag clusters of the even and odd number of the 

atom, respectively. Panel (a) is a cytosine passivated Ag cluster system, and panel (b) is a bare 

Ag cluster system. 

The reduction potential of the bare silver clusters follows a similar trend except for the 

negative oxidation states, Ε(0|−1). In the cytosine passivated Ag clusters, metal core is 

electropositive, and cytosines are electronegative nucleobase. Because of electropositive bare Ag 
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core and absence of electronegative cytosine, the reduction potential of neutral to negative 

oxidation state is considerably lower, Ε(0|−1) (Higher oxidation potential).   

3.3.3.  Effects of Solvation Methods in Redox Potential Calculations  

The solvation free energy depends on the Gibbs free energy change of the solute in the 

solvent medium and vacuum. Free energy change in solvation can be calculated by using the 

equation-2.26. In the case of a charged system, a free energy change should include the surface 

potential.33 In most cases, it was considered that geometry reorganization is minimum, and 

therefore solvation free energy can be calculated by equation 2.26. In this section, we have 

considered geometry change in the solvent. On the other hand, continuum solvation models are 

accurate to predict the solute's electronic structure, and it cannot predict solvation free energy 

accurately.34 It is reported that the continuum solvation model underestimates the anion’s 

solvation free energy.33 The cluster-continuum solvation model would able to calculate accurate 

solvation energy like explicit solvation in the calculations. The previous report suggested that 

free energy calculations are by using the solvation method like SMD-M062X35 would predict 

solvation free energy more accurately than PCM solvation.36-37 

 
Figure 3.6: Reduction potential of the first oxidation (Agn

+1|Agn) of the all considered Ag NC, 

calculated by four different calculation methods.  
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Figure 3.7: Reduction potential of the first oxidation (Agn

+2|Agn
+1) of the all considered Ag NC, 

calculated by four different calculation methods. 

 

Figure 3.8: Reduction potential of the first oxidation (Agn
+3|Agn

+2) of the all considered Ag NC, 

calculated by four different calculation methods. 
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Figure 3.9: Reduction potential of the first oxidation (Agn|Agn
+1) of the all considered Ag NC, 

calculated by four different calculation methods. 

 

Figure 3.10: Calculated reduction potential of the cytosine passivated Ag4-10 from the water 

optimized geometry and using the CPCM and SMD solvation model. Orange, blue and red 

represent the reduction half reaction of 1+ to neutral, 2+ to 1+, and neutral to 1- oxidation state. 

Solid and dash line represents the Ag clusters of the even and the odd number of atoms, 

respectively. 

We have calculated the redox geometry in four different methodologies based on the 

geometry and solvation free energy. The calculated redox potential calculated in these four 

different methods is shown in figure 3.6-3.3.9. The first series of redox potential is calculated by 



 

74 

optimizing the geometry in the vacuum, and solvation energy calculated by using the CPCM 

theory and SMD in the second series. The remaining two sets of the redox potential are 

calculated using the optimized geometry with the CPCM method and optimized in the SMD 

solvation theory. Comparing these four methods of calculation would provide information on 

how a solvation method affects the overall redox potential of the cytosine passivated Ag 

nanoclusters. 

The significant deviations of the redox potential between the geometry optimized in 

vacuum and water are shown in the smaller nanoclusters – Ag4, and in the Ag10C5, where surface 

passivation in minimum. The highest deviation in redox potential between the SMD and CPCM 

optimized structures are noticed where the stronger cytosine-cytosine hydrogen bond networks 

are present (Ag5C5, Ag10C10). On the other hand, Geometry from the optimization in the vacuum 

produces comparable or underestimated reduction potential in comparison to optimized geometry 

in water. Due to strong confinement and higher surface volume ratio, reorganization energy due 

to solvation is significantly higher. Consequently, the solvation energy and free energy change 

are overestimated in the vacuum. The redox potential of the higher oxidation state (AgN
3+) is also 

negative (positive oxidation potential), except Ag4, Ag5, and Ag6 (Figure 3.8). But in the case of 

the Ag5 and Ag6, only the vacuum/SMD method has positive reduction potential. This the 

outcome of the unreliable optimized structure of the Ag5,6
3+ in the vacuum. Due to the higher 

positive charge in the small metal cluster, Ag4
3+ has positive reduction potential.  

3.3.4. Redox Potential of an Ag Nanocluster Formation and Predicted Conformations  

Using the reduction potential of the nanoclusters, the redox potential of a reaction 

between different oxidation states can be determined. If we consider that the synthesis media is a 
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mixture Ag cluster in different oxidation states, the most favorable oxidation state should have a 

higher yield compared to the counterpart. We are considered the following two redox reaction –  

2𝐴𝑔𝑛
0 → 𝐴𝑔𝑛

+ + 𝐴𝑔𝑛
−                                                          (a) 

2𝐴𝑔𝑛
+ → 𝐴𝑔𝑛

2+ + 𝐴𝑔𝑛
0                                                          (b) 

Table 3.5: Redox potential of the two model reactions. Net positive redox potential would 

indicate a spontaneous reaction. 𝐴𝑔𝑛, n indicates the number of Ag atom in Ag cluster. 

 Redox potential of the model full reaction 

𝐴𝑔𝑛 
2𝐴𝑔𝑛

0 → 𝐴𝑔𝑛
+ + 𝐴𝑔𝑛

− 

V/mole 

2𝐴𝑔𝑛
+ → 𝐴𝑔𝑛

2+ + 𝐴𝑔𝑛
0 

V/mole 

4 -2.12 1.73 

6 -1.98 1.98 

8 -0.43 0.94 

10 -2.68 1.03 

18 -- -0.21 

5 1.03 -1.55 

7 1.31 -1.22 

9 0.18 -0.58 

17 -0.19 -1.26 

 

The overall redox potential of the reaction of each cluster is shown in Table 3.5. Negative 

and positive redox potential is indicating that the backward and forward reaction respectively, is 

thermodynamically favorable. Let assume a reaction mixture has 2 moles neutral and 2 moles of 

+1 oxidation state Ag nanoclusters. If the size of the nanoclusters is even in number, Agn
+1 

converts to the neutral and Agn
+2 by a redox reaction, and the final composition will be 3:1 of the 

neutral and +2 nanoclusters. Similar, in the case of odd number clusters, the final composition 

will be +1 and -1 oxidation states with the composition of 3:1. 
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3.4. Tuning Charge Transfer Characters by Nucleobase Passivation in Optically Active 

Transitions of Ag Nanoclusters 

We focus on small AgNCs models of 5 and 6 atoms in size, which have been already 

computationally studied2, but we include complete encapsulation of clusters with different 

combinations of C, G, and T passivation, as illustrated in Figure. 1. We also elucidate the effect 

of conformations, charges, and a polar solvent on the optical spectra of DNA-AgNCs. Our 

calculations demonstrate that the inclusion of polar media, such as water, drastically changes the 

shape of clusters and optical spectra of DNA-AgNCs. The lowest optical transitions mainly have 

charge transfer (CT) character with the main contribution from C bases to AgNCs, while the 

transitions of CT to the T are relatively dark. On the hand G and T bases increase the average 

transfer character per C bases in the mixed nucleobase passivated AgNCs. Overall, our results 

from the extensive analysis of the hole and excited electron state would help to better understand 

the intrinsic properties of these hybrid DNA-AgNCs chromophores and will complement of 

experimental data. 

 

Figure 3.11: Chemical structures of three DNA bases: cytosine (C), guanine (G), and thymine 

(T) and examples of optimized geometries of charged and neutral Ag6 clusters passivated by a 

different number of C, G and T bases. The colored atoms in schematic representation of bases 

indicate the atoms coordinated with silver atoms in DNA-AgNCs. 
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3.4.1. Dependence of Base-Cluster Interactions on the Base Type 

Since Geom-1 and Geom-3 isomers of charged and neutral 6C-Ag6 clusters represent two 

limiting cases for the lowest energy transition being either optically bright or dark, we use both 

structures as a starting conformation and substitute all six, four, or two cytosines by either 

guanines (G) or thymine (T) (Table 3.6 and Figure 3.12). Figure 3.13 shows the average binding 

energy between each base type and Ag5 or Ag6 clusters calculated by equation 3.1 for the most 

stable isomers of the DNA-AgNC optimized in water. Both Ag5 and Ag6 clusters demonstrate 

very similar trends in their base-cluster interactions. In the charged clusters, the positive charge 

is distributed over the metal atoms, which increases the interaction between cationic Ag and 

electronegative N and O atoms of the bases.38-39 As a result, the base-AgNC binding energy is 

typically stronger in charged clusters, compared to their neutral counterparts, Figure 3.12 and 

Figure 3.13. This trend is the most consistent for cytosines, due to its largest electrostatic dipole 

moment.40 Among the considered bases, T-AgNC interaction is the weakest both for neutral and 

charged clusters, which is rationalized by the smallest dipole moment of T.40 For the charged 

clusters, the presence of other base types noticeably reduces the T-AgNC interaction, changing 

the binding energy from -0.3 eV to -0.05 eV. Such weak binding energy together with high 

flexibility due to the small size of the thymine, suggest that thymines are likely not contributing 

to the coordination of AgNC, when strongly interacting cytosines and guanines are available in a 

DNA strand. 
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Table 3.6: The difference between the total energies of the isomers obtained from the initial 

Geom-1 and Geom-3 structures of neutral and charged Ag6 clusters passivated by various bases 

in water. The values are obtained using the formula: ΔEtot = Etot(Geom-1) - Etot(Geom-3). 

Passivating 

Bases 

Neutral Clusters  +1 Charged Clusters  

ΔEtot  (eV) 
The Most Stable 

Isomer 
ΔEtot  (eV) The Most Stable Isomer 

6C 0.30 Geom-3 0.11 Geom-3 

6G -0.01 Geom-1 0.29 Geom-3 

6T -0.71 Geom-1 -0.76 Geom-1 

4C2G -0.10 Geom-1 0.16 Geom-3 

4C2T -1.05 Geom-1 -0.04 Geom-1 

2C4T -0.38 Geom-1 0.65 Geom-3 

 

 

Figure 3.12: The binding energies of the cytosine (black squares), guanine (red circles), and 

thiamine (blue triangles) bases to Ag6 cluster in water. The geometry of each DNA-AgNC is 

optimized, starting with the Geom-1 (a) or Geom-3 (b) conformations of 6C-Ag6 in water with 

substituted C by T or G bases. Solid and empty symbols correspond to neutral and +1 charged 

clusters, respectively. 
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Figure 3.13: The binding energy of cytosine, guanine, and thymine to Ag5 (a) and Ag6 (b) 

clusters in water. The most stable isomer of each DNA-AgNC is chosen from the optimized 

geometry started with either the Geom-3 or Geom-1 structures of neutral and charged 6C-Ag6 

and 5C-Ag5 in water with all or several C substituted by T or G. Neutral cluster are depicted by 

solid symbols and charged clusters by empty symbols. The X-axis indicates the number and 

types of bases passivating the cluster. 

While strongly interacting (from -0.6 to -0.5 eV), cytosines also show some decrease in 

their interactions with the AgNC when other bases passivate the charged cluster. This trend can 

be rationalized by a reduced number of hydrogen bonds between bases of different types, which 

have larger contributions for charged systems compared to neutral clusters in water, Table 3.3. In 

contrast, for neutral clusters, the C-AgNC and G-AgNC interactions are enhanced due to other 

bases. It is known that the dipole moment of a base noticeably changes depending on its location 

in the DNA sequence or codons40 and the ionization potential of the nucleotide base pairs.20 

Thus, the dipole moment of G significantly increases when it is paired with C, CC, or CT, 

compared to GGG. The dipole moment of C also increases when it is paired with T, G, TT, or 

GG, compared to CCC.40 By analogy, a presence of other bases at the surface of the AgNC in 

close proximity to C or G increases the dipole moment of these bases resulting in their stronger 

interactions with the cluster. Overall, the strength of interactions of cytosines and guanines with 
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AgNCs is comparable, with a very slight enhancement for guanines. It is important to note that 

for charged clusters 6G-Ag6
+ and 4C2G-Ag6

+, a strong dipole moment along with a relatively 

larger size of guanines results in the formation of two Ag3 sub-clusters that are held together by 

weak base-base interactions via hydrogen bonds, Figure 3.11. This result suggests that despite a 

strong G-AgNC binding energy, the charged clusters coordinated by guanines are less stable 

compared to those coordinated by cytosines and likely dissociate into several smaller clusters 

under thermal fluctuations. 

3.4.2. Effect of Different Bases on Optical Response of Clusters 

Absorption spectra of Ag6 and Ag6
+ clusters passivated by various bases for the most 

stable isomers in water are shown in Figure 3.14. The spectra for all calculated structures are 

represented in Figures. 3.15-3.17. For all neutral clusters, one can resolve five main absorption 

bands: (I) a weak peak (or a shoulder) at 2.0-2.5 eV, (II) an intensive peak at ~ 3 eV, (III) 

another intensive peak at ~3.5 eV, which degree of overlapping with the neighboring peak 

depends on the passivating bases, (IV) a less intensive and broader band at 4.0-4.7 eV, and (V) a 

highly intensive peak at ~5.2 eV, Figure 3.14a and b and Figure. 3.15. While the relative 

intensity, width, and energy of the peak maximum are slightly changing depending on the 

passivating bases and conformations, the overall spectral shape with these well-resolved bands is 

consistent for all structures. Interestingly, experimental spectra of bigger Ag10
6+ cluster formed 

by repeated CCX sequences where X ≠ C show similar lower energy absorption bands with a 

weak band at 2.25-2.50 eV followed by a strong sub-structured band at 2.75-3.50 eV, with the 

intensity of the first peak being more sensitive to the sequences and the length of the 

encapsulated strand.41 
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Figure 3.14: Absorption spectra of Ag6 and Ag6
+ clusters passivated by various bases in water. 

For these spectra, the most stable isomer is chosen from the optimized geometry started with 

either the Geom-3 or Geom-1 structures of 6C-Ag6 (a) and (b) and 6C-Ag6
+ (c) and (d) in water 

with all (a) and (c) or several C (b) and (d) substituted by T or G. Vertical arrows indicate the 

lowest energy optical transition. The height of arrows represents the relative intensity of these 

transitions. 
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Figure 3.15:  Absorption spectra of neutral Ag6 clusters passivated by various bases in water 

using the optimized geometry started with either the Geometry-1 (a) and (b) or Geometry-3 (c) 

and (d) of 6C-Ag6 with all (a) and (c) or several C (b) and (d) substituted by T or G. Vertical 

arrows indicate the lowest energy optical transitions. The height of arrows represents the relative 

intensity of these transitions. Green ovals indicate the structures with the lowest total energy, 

according to Table 3.6. 

 
Figure 3.16: Absorption spectra of charged Ag6

+ clusters passivated by various bases in water 

using the optimized geometry started with either the Geometry-1 (a) and (b) or Geometry-3 (c) 

and (d) of 6C-Ag6
+ with all (a) and (c) or several C (b) and (d) substituted by T or G. Vertical 

arrows indicate the lowest energy optical transitions.  
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Figure 3.17: Absorption spectra of neutral Ag5 (a) and (b) and charged Ag5
+ (c) and (d) clusters 

passivated by different bases in water using the optimized geometries started with Geometry-1 of 

5C-Ag5 or 5C-Ag5
+ with all (a) and (c) or several C (b) and (d) substituted by T or G. Vertical 

arrows indicate the lowest energy optical transition. 

These bands are also well pronounced in the calculated spectra of charged Ag6
+ clusters, 

almost independent on the passivated bases and conformations. However, for charged clusters, 

an additional optically weak band appears at the lower energy range of 1.0-2.0 eV, Figure 3.14c 

and d and Figure. 3.16. Similar bands nearly at the same energy ranges are observed for spectra 

of Ag5 and Ag5
+ clusters passivated by various bases, but with the reverse trend for neutral and 

charged clusters: Ag5 exhibits an additional red-shifted weak peak at 1.0-2.0 eV, while the 

spectra of Ag5
+

 exclude this band, Figure 3.17. This reverse trend of spectra between charged and 

neutral Ag5 and Ag6 clusters are rationalized by the difference in the spin multiplicity of 

transitions contributing to these optical bands. The absorption spectra of the closed shell Ag5
+

 

and Ag6 systems are governed by singlet transitions, while doublet transitions contribute to 
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spectra of the open shell Ag5 and Ag6
+ clusters. Thus, the doublet transitions of clusters with 

open shell electronic structure result in the red-shifted optically weak band at the energy < 2.5 

eV, almost independent of the cluster size (5 or 6 atoms), its conformation, and the passivating 

bases. However, its intensity and the energy of its peak maximum are sensitive to the base type. 

It has been computationally predicted and experimentally detected that the lowest excited 

states in small emissive AuNCs42, 43, and AgNCs39, 44, 45 passivated by various ligands often have 

the ligand-to-metal charge transfer (LMCT) or metal-to-ligand charge transfer (MLCT) 

character. Our calculations demonstrate that the stable isomer of 6C-Ag6 has the most intensive 

first optical transition compared to other stable structures of Ag6 passivated by different bases. 

This difference is rationalized by the highest MLCT character of this transition, with the hole 

mainly originated from the metal, while electron density is contributed from both metal atoms 

and cytosines, as evidenced from NTOs depicted in Table 3.7 and Table 3.8. Changing all or 

several cytosines to guanines or thymines reduces ligand contribution to the lowest transition 

and, thus, decreases the MLCT character, which results in the reduced intensity of these 

transitions. For higher energy optical transitions contributing to the second and third peaks at the 

energy range of 2.5-3.5 eV, this trend is the same: optically active transitions with the largest 

oscillator strength exhibit higher MLCT character with a significant portion of the electron 

density distributed over the base bearing π* character, Table 3.7 and Table 3.9. 
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Table 3.7: Natural transition orbitals showing the contributions of the electron-hole pair to the 

transitions with the lowest energy (S1) and with the largest oscillator strength (Os. Str.) at the 

energy range of 2.5-3.5 eV of the neutral Ag6 clusters passivated by different bases in water with 

the most stable conformations. 

State 

E (eV) 

Os. Str. 

Hole Electron 

State 

E (eV) 

fos 

Hole Electron 

 6T   6C  

S1 

2.64 eV  

0.0014 
  

S1 

2.38 

0.0935 

  

S6 

3.18 eV  

0.6339 
  

S2 

2.50 eV 

0.0922 

  

S8 

3.33 eV  

1.1471 
  

S5 

2.82 eV 

0.4517 

  
2C4T 4C2T 

S1 

2.56 eV  

0.0024 

  

S1 

2.41 eV  

0.0300 
  

S6 

3.20 eV  

0.7731 

  

S8 

3.30 eV 

0.4403 

  

 6G   4C2G  

S1 

2.51 eV  

0.0171 
  

S1 

2.42 eV  

0.0126 
  

S4 

2.98 eV  

0.7135 
  

S6 

3.09 eV  

0.7158 
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Table 3.8: NTOs showing the electron and hole contributions to the first optical transitions of 

the neutral Ag6 and charged Ag6
+ clusters passivated by different bases in water (only C, G, and 

T). The structures were obtained either from the optimized Geom-1 or Geom-3. 

Geom-1 Geom-3 

State 

E (eV) 

fos 

Hole Electron 

State 

E (eV) 

fos 

Hole Electron 

6C 

S1 

2.49 eV 

0.0034 
  

6C 

S1 

2.38 eV 

0.0955 

  
6C(+1) 

S1 

1.47 eV 

0.0351 
  

6C(+1) 

S1 

1.32 eV 

0.0015 

  
6G 

S1 

2.51 eV  

0.0171 
  

6G 

S1  

2.02 eV 

0.0026 

  
6G(+1) 

S1  

1.14 eV        

 0.0098 

  

6G(+1) 

S1  

1.32 eV 

0.0042 

  

6T 

S1 

2.64 eV  

0.0014   

6T 

S1  

2.33 eV 

0.0448 
  

6T(+1) 

S1 

1.45 eV  

0.0004 

  

6T(+1) 

S1  

1.16 eV 

0.0011 
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Table 3.8: NTOs showing the electron and hole contributions to the first optical transitions of 

the neutral Ag6 and charged Ag6
+ clusters passivated by different bases in water (Mix passivation 

of C, G and T) (continued). The structures were obtained either from the optimized Geom-1 or 

Geom-3. 

Geom-1 Geom-3 

State 

E (eV) 

fos 

Hole Electron 

State 

E (eV) 

fos 

Hole Electron 

4C2G 

S1 

2.42 eV  

0.0126   

4C2G 

S1  

1.96 eV 

0.0044 

  
4C2G(+1) 

S1 

1.37 eV  

0.0078 

  

4C2G(+1)  

S1 

1.45 eV 

0.0003 

 
  

4C2T 

S1 

2.41 eV  

0.0300 
  

4C2T 

S1  

2.01 eV 

0.0176 

  
4C2T(+1) 

S1  

1.26eV  

0.0510 

  

4C2T(+1) 

S1 

1.34 eV 

0.0011 
  

2C4T 

S1 

2.56 eV  

0.0024 

  

2C4T 

S1  

2.22 eV 

0.0108 

  

2C4T(+1) 

S1 

1.16 eV  

0.0425 
  

2C4T(+1) 

S1 

1.30 eV 

0.0054 
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Table 3.9: NTOs showing the electron and hole contributions to the most optically intensive 

transitions at the energy range of 2.70 - 3.50 eV, of the neutral Ag6 and charged Ag6
+ clusters 

passivated by different bases in water (C, G, and T). The structures were optimized either from 

the Geom-1 or Geom-3. 

Geom-1 Geom-3 

State 

E (eV) 

fos 

Hole Electron 

State 

E (eV) 

fos 

Hole Electron 

6C 

S5 

2.80 eV  

0.5017   

6C 

S5  

2.82 eV 

0.4517 
  

6C(+1) 

S17 

3.31 eV 

0.7090 
  

6C(+1) 

S16  

2.99 nm 

0.3995 
  

6G 

S4 

2.98 eV  

0.7135 
  

6G 

S7  

2.77 eV 

1.0670 

  

6G(+1) 

S10 

3.00 eV 

0.1536 
  

6G(+1) 

S10  

3.05 eV 

0.7289 
  

6T 

S6 

3.18 eV  

0.6339   

6T 

S7  

3.06 eV 

0.8707 
  

6T 

S8 

3.33 eV  

1.1471   

6T(+1) 

S15 

3.22 eV  

0.3383 
  

6T(+1) 

S19  

3.14 eV 

0.2184 
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Table 3.9: NTOs showing the electron and hole contributions to the most optically intensive 

transitions at the energy range of 2.70 - 3.50 eV, of the neutral Ag6 and charged Ag6
+ clusters 

passivated by different bases in water (mix of C, G, and T bases) (continued). The structures 

were optimized either from the Geom-1 or Geom-3. 

Geom-1 Geom-3 

State 

E (eV) 

fos 

Hole Electron 

State 

E (eV) 

fos 

Hole Electron 

4C2G 

S6 

3.09 eV  

0.7158   

4C2G 

S7  

2.88 eV 

0.4228 
  

4C2G(+1) 

S6 

2.17 eV 

0.2609 
  

4C2G(+1) 

S15  

3.00 eV 

0.8107 
  

4C2G(+1) 

S13 

3.08 eV 

0.3475 
  

4C2T 

S8 

3.30 eV 

0.4403 
  

4C2T 

S7  

2.94 eV 

0.6444 
  

4C2T(+1) 

S13 

3.21 eV 

0.8059 
  

4C2T(+1) 

S16  

2.94 eV 

0.4276 
  

2C4T 

S6 

3.20 eV  

0.7731 
  

2C4T 

S7  

3.04 eV 

0.5389 
  

2C4T(+1) 

S11 

3.17 eV  

0.7935 
  

2C4T(+1) 

S17  

3.10 eV 

0.9352 
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Figure 3.18: Absorption spectra and percent of charge transfer in each optical transition of the 

neutral Ag6 and charged Ag6
+ clusters passivated by different bases in water with the most stable 

conformations. (a)-(d) The degree of charge transfer, Pe-Ph, for each optical transition defined as 

a difference between projections of unoccupied (electron) and occupied (hole) orbitals projected 

to the base C (grey), G (teal), or T (green) and the Ag cluster (red). (e)-(h) Absorption spectra of 

the optimized clusters passivated by bases (black lines) and the bare cluster with eliminated 

bases but preserving the same geometry as it has in the passivated structures (red line). Vertical 

black lines with triangle heads identify the oscillator strength of each optical transition 

contributing to the absorption spectra of the passivated clusters. The values of the oscillator 

strength are represented on the right Y-axis. Red arrows indicate the lowest energy transition of 

the cluster of nucleobases removed. 

Figure 3.18 and Figures 3.19 and 3.20 quantitatively represent the degree of charge 

transfer for each transition obtained for the most stable conformations of the charged and neutral 

Ag6 clusters passivated by different bases.  The degree of charge transfer, Dm =Pe – Ph, is 
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identified as a difference between electron and hole orbitals contributing to the excited state m 

and integrated over the base or the AgNC fragments, as defined by equation 2.33 and 3.34. 

Negative values of Dm indicate the charge transfer from the fragment, and positive Dm indicate 

the charge transfer to the fragment. As a result, Dm presented as vertical sticks in Figure 5 and 

Figures S7 and S8 are mirror images of positive and negative values. Very small | Dm | indicates 

that transitions have negligible CT character and are mainly metal-to-metal or base-to-base (π-

π*) transitions.  

 

Figure 3.19: Absorption spectra and percent of charge transfer in each optical transition of the 

neutral Ag6 clusters passivated by different bases with the most stable conformations. Panels (a), 

(c), (e), (g), (i), and (k) show the degree of charge transfer, Dm = Pe - Ph, for each optical 

transition projected to the base C (grey), or T (green), or G (teal) and the Ag cluster (red). Panels 

(b), (d), (f), (h), (j), and (l) show absorption spectra of the optimized Ag6 clusters passivated by 

bases (black lines) and the core Ag6 cluster after removing the bases (red line). 
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Figure 3.20: Absorption spectra and percent of charge transfer in each optical transition of the 

neutral Ag6
+ clusters passivated by different bases with the most stable conformations. Panels 

(a), (c), (e), (g), (i), and (k) show the degree of charge transfer, Dm = Pe - Ph, for each optical 

transition projected to the base C (grey), or T (green), or G (teal) and the Ag cluster (red). Panels 

(b), (d), (f), (h), (j), and (l) show absorption spectra of the optimized Ag6 clusters passivated by 

bases (black lines) and the core Ag6 cluster after removing the bases (red line). 

For all structures, according to this analysis, optical transitions with energies < 4 eV 

exhibit a noticeable degree of MLCT character from 20% to 60%. The lowest energy transitions 

have the largest degree of MLCT (up to ~40%) for 6C-Ag6 and the smallest for 6G-Ag6 (<10 %), 

Figure 3.18a-d. The absorption bands at ~3.5 eV have the largest MLCT character up to 60% for 

all structures, except 6G-Ag6 that has the MLCT degree < 20% for all transitions at this energy 

range, Figure 3.19. In contrast to all other neutral clusters, the optical bands at 2.5-3.5 eV of 6G-

Ag6 are predominantly metal-to-metal transitions, including highly intensive transitions, which is 

also confirmed by NTOs depicted in Table 3.7. It is important to note that the MLCT character 
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of the lowest transitions increases when guanines or thymines are accompanied by cytosines 

(4C2G- and 4C2T-Ag6), Figure 3.19. This increase in an MLCT character is reflected in higher 

intensities of these transitions compared to those of 6G-, 6T-, and 2C4T- Ag6, Figure 3.14a-b. 

However, the MLCT character mainly originates from cytosines (~30%), with less than 10% 

contributions from other bases. Thus, cytosines maintain the MLCT character of the lowest 

energy transitions in a higher degree than other bases. 

3.4.3. Effects of Nucleotide Passivation on the Charge Transfer Characteristics of a 

Transition 

We also compare the absorption spectra of the passivated Ag6 clusters and the bare 

cluster in which passivated bases are deleted, while the cluster is preserving the same geometry 

as it has in the passivated structures, Figure 3.18e-g and Figure 3.19. Interestingly, the lowest 

energy transitions of the neutral bare clusters are optically active, in contrast to those of the 

passivated clusters, except 6C-Ag6 where the passivated cluster has optically active first 

transition, while it is optically inactive for the bare cluster. This trend points to a change in the 

optical selection rules of the lowest transitions of AgNCs due to the delocalization of the excited 

state both over the cluster and the bases bearing MLCT character. In contrast, highly intensive 

absorption peaks at 3.0-3.5 eV, almost coincide between the bare and the passivated clusters, 

especially in 6G-,6T and 2C4T-Ag6, despite the admixture of MLCT character in transitions 

contributing to these peaks, Figure 3.18e-g and Figure 3.19. As such, transitions at this energy 

range exhibit the same optical selection rules for both pure metal-to-metal and mixed MLCT 

states.  

Similar to transitions at 3.0-3.5 eV, the lowest energy transitions contributing to the 2.5-

3.0 eV band of the ligated clusters also exhibit the s-character of holes (50-70%) and p-character 
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of electrons (30-50%), but with a more pronounced admixture of s-orbitals in the electron states, 

Table 3. In contrast, the lowest transitions in the bare clusters show smaller contributions of p-

orbitals to electrons resulting in a predominant s-character of both electrons (60-70%) and holes 

(80-85%). These results agree with literature reports showing that the lower energy transitions in 

small silver clusters with less than eight atoms in size mainly involve s-orbitals, where the hole 

has predominantly s-orbital contribution, and the electron has a more hybridized s+p character.46-

47 However, a significantly stronger degree of s+p character of electrons in the ligated clusters, 

compared to their bare counterparts, is responsible for differences in their optical selection rules 

of the lowest transitions at the 2.0-3.0 eV band. 

The absorption band at 4.0-4.5 eV has the smallest MLCT contribution (< 20 %) for all 

ligated structures, Figure 3.18a-c, and Figure 3.19. NTOs demonstrate either π-π* transitions 

originated from bases or metal originated transitions with predominant s-character of holes and 

p-character with a very small admixture of s-orbitals of electrons, similar to the bare clusters, 

Table 3.7. Notably, there are no d-orbital contributions to electron states for both ligated and bare 

clusters. A lack of d-character also reflects on the reduced MLCT character of these transitions in 

the ligated systems. Due to the reduced hybridization of the electron-hole pairs, the intensity of 

these transitions is noticeably smaller compared to those in the 3.0-3.5 eV range.  Comparing the 

bare and ligated structures, there is a significant splitting between optical peaks at ~4.0 eV in the 

bare clusters, which is not present in the ligated clusters. This is the result of minimizing the 

energy splitting between the bonding and antibonding Ag-associated p orbitals due to the 

perturbation by nucleobases’ electrostatic dipole,47 despite a minimal direct contribution of base 

orbitals to these states. This explains significant deviations between this band in the bare and 

passivated clusters, Figure 3.18e-h and Figure 3.19.  
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For the band at the energy > 4.5 eV, the CT degree increases to 20%-40% for most 

structures but exhibiting mainly LMCT, rather than MLCT character. For these transitions, the d-

orbital contribution to holes becomes significant (40-80%). These results well agree with 

previously reported calculations of DNA-Ag4 clusters, showing that the absorption peaks from 

red to blue wavelengths are predominantly of MLCT character, while absorption in the blue-

violet range are mostly represented by transitions with a mixed character of LMCT or d-d*.11 

The similar trends in CT contributions to all absorption bands are observed for charged 

passivated and bare Ag6
+ clusters, with the difference that the lowest energy optically inactive 

transition (at ~1.5 eV) has a small contribution of MLCT with a dominant metal-to-metal 

character associated with s-orbitals of both electrons and holes, Figure 3.20 and S10. 
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Figure 3.21: Absorption spectra and Ag’s s, p, d angular momentum contribution to the excited 

states (hole and electron) of the all transitions in the most stable nucleobases ligated Ag6 and 

their bare clusters. All panels are labeled with the name of the clusters. In each panel, a-c and e-g 

sub-panel are the contribution of Ag’s s, p, d angular momentum in the ligated and bare clusters, 

respectively.  Panel d and h are the absorption spectra of the respective ligated and bare clusters, 

red vertical line indicates the oscillation strength of the transitions. In case of nucleobase 

passivated clusters, transitions of oscillator strength > 0.01 are plotted to reduce the overlapping 

bar plot. The sum of s, p, and d of the Ag in the hole and electron states indicates the total 

contribution of the Ag in the respective transition. 
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Figure 3.21: Absorption spectra and Ag’s s, p, d angular momentum contribution to the excited 

states (hole and electron) of all transitions in the most stable nucleobases ligated Ag6 and their 

bare clusters (continued). All panels are labeled with the name of the clusters. In each panel, a-c 

and e-g sub-panel are the contributions of Ag’s s, p, d angular momentum in the ligated and bare 

clusters, respectively.  Panel d and h are the absorption spectra of the respective ligated and bare 

clusters; red vertical line indicates the oscillation strength of the transitions. In the case of 

nucleobase passivated clusters, transitions of oscillator strength > 0.01 are plotted to reduce the 

overlapping bar plot. The sum of s, p, and d of the Ag in the hole and electron states indicates the 

total contribution of the Ag in the respective transition. 

3.5. The Size and Charge Dependent Absorption Features of Cytosine Passivated Ag 

Nanoclusters 

The next promising feature of silver nanoclusters is the evaluation of absorption spectra 

with the number of Ag atoms in a cluster and overall charge of the nanoclusters. The molecule 

like discrete optical transitions and their spectra characteristics are diminished when the Ag 

clusters grow to a larger size. Instead, larger Ag clusters show a unique absorption band in the 

UV-vis energy range.48 It was reported that the red-shifted plasmon like absorption band had 

been shown in the size of the nanoclusters, about 20 silver atoms.49-50, While smaller clusters 

have shown the absorption band in the range of ≈3.0 eV51-52. A note to remember that besides the 
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cluster size effects, the optical response of a metal nanocluster can be modified by several 

factors, as we have shown in section 2.4 of this chapter,  

We have considered Ag4-Ag10 and Ag17-Ag21 nanoclusters to study the size effects and 

charge of the system. In the previous section, it has been shown that the lowest energy transition 

has non-zero oscillator strength, which is tuned in the response of structural and ligand 

interactions. Time-dependent DFT (TD-DFT) calculation of the wide range of Ag clusters will 

help understand the size effects. The initial geometries were taken from the previous prediction 

of the bare silver clusters1. The bare clusters are passivated by cytosine with the 1:1 ration up to 

9 Ag size nanoclusters. The predicted energetically stable Ag nanoclusters of larger than nine 

atoms consist of Ag core; thus, the Ag to cytosine passivation ratio is smaller than 1:1 in the 

nanoclusters larger than nine atoms size. Two different types of passivated Ag10 clusters are 

considered- five and ten cytosine passivation.  

3.5.1. Size Dependent Structural Change in Ground State Geometries  

In section 3.4, we have shown the planner and non-planner structure of the Ag5 and Ag6 

cluster dominate the Ag-C interaction, and the Ag-C interactions dominate the charge transfer 

nature of the transitions. The lowest energy conformation of the nanoclusters larger than 6 Ag 

atom is non-planner. The optimized ground state Ag7 is pentagonal bipyramidal, which has D5v 

symmetry, comparable to the geom-3 of the 6C (sub-chapter -3.4). Ag8 has a triangular 

bipyramidal in the center of Ag3 (figure 3.22). Petty et al. also predicted a core bipyramidal 

structure in the Ag10 clusters.53 The larger geometry has shown multiple symmetries or almost 

symmetric geometry. Moreover, Ag20 preserves an almost perfect pyramidal structure. The 

adopted initial geometry of the Ag20
1 is covered by eight cytosine due to a smaller surface area 

compared to other nanoclusters model. Due to the bulk-like conformation, structural 
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reorganization by the cytosine passivation is minimum in the Ag20 nanocluster (Figure 3.23). 

Because of high symmetry, it shows a metal-like brighter absorption peak.   

 

Figure 3.22: The optimized neutral ground state structure of the Ag7-Ag10. All geometries were 

optimized in water solvent using DFT ab initio method   

 

Figure 3.23: The optimized neutral ground state structure of the Ag17-Ag21. All geometries were 

optimized in water solvent using DFT ab initio method   
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3.5.2. Size Dependent Absorption of the Ag Nanoclusters  

Figure 3.24-3.26 are showing the absorption spectra of the neutral and +1 charged Ag 

nanoclusters from 4 to 10 and 17-21 Ag atom sizes. Overall, Ag clusters have two spin 

configurations- singlet and doublet spin. The absorption spectra feature in the range higher than 

2.5eV is comparable in both spin systems (Figure 3.24-3.25). Ag nanoclusters of smaller than ten 

atoms have three distinct absorption bands in the range of 2.5-5.00 eV. The discrete energy 

splitting between the absorption peak decreases with growing cluster size; as a result, the 

intensity is also increased. Although the absorption peaks at around 3.50-4.75eV are insensitive 

to the cluster size, the lowest energy absorption peak at 3.00 eV in the singlet spin geometries are 

red shifted with increasing the cluster size (Figure 3.24-3.25). Because of higher symmetry in the 

Ag5 and Ag6 clusters, the 3.25eV absorption peak is slightly blue-shifted compared to others.54 

In all clusters, the absorption peak at 5.00eV is consistent mainly due to a similar nucleobase 

cytosine molecule (This peak is not shown in the larger nanoclusters' absorption spectra due to 

limitation of required resources in TDDFT calculation for high energy states). 

In contrast to the nanoclusters of singlet spin, doublet spin nanoclusters have a lower 

energy absorption band in the range of 1.00-2.50eV. The overall energy and intensity of the 

absorption in this range are nanoclusters size and charge sensitivity. It has shown that the 

intensity of the at the energy range 1.5eV decreases with the increasing neutral clusters size 

(Ag5, Ag7, and Ag9). In contrast, it increases in the +1 charged clusters (+1 charged 4, 6, 8, and 

10 atom size Ag clusters) (Figure 3.24-3.25). 
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Figure 3.24: Absorption spectra of the neutral (panel a) and +1 charged (panel b) Ag clusters. 

Even and odd number clusters are categorized as singlet spin. All calculation is done in water 

solvent and Cam-B3LYP functional.  

 
Figure 3.25: Absorption spectra of the neutral (panel a) and +1 charged (panel b) Ag clusters. 

Odd and even number clusters are categorized as doublet spin. All calculation is done in water 

solvent and Cam-B3LYP functional. 

 
Figure 3.26: Absorption spectra of the neutral (panel a) and +1 charged (panel b) of the larger 

Ag clusters (n>16). Odd and even number clusters are categorized as doublet spin. All 

calculation is done in water solvent and Cam-B3LYP functional 
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On the other hand, nanoclusters' size and charge have minimum effects on the overall 

absorption feature of the larger Ag nanoclusters. Both the neutral and +1 charged clusters shown 

a low energy absorption band in the range of 1.75-2.50eV and high intensity peak at the 3.25eV 

(Figure 3.26). This absorption feature is comparable with the reported aromatic compounds 

passivated Ag20 nanoclusters, where higher oscillator transitions at the energy 3.25eV are 

insensitive to the surface passivation molecule.48   

The lowest energy transition carries the information of size and charges sensitivity of the 

bandgap and selection rule. The nanoclusters' energy and oscillator strength change over the size 

of the clusters are shown in Figure 3.27. Overall, smaller metal clusters are shown brighter 

lowest energy transition compare to larger nanoclusters. The transition energy decreases with 

increasing the size of the cluster, which is a result of decreasing the confinement energy and 

increasing the bulk metal like feature. The oscillator strength is very sensitive to the charge and 

symmetry when nanoclusters are smaller than 20 atoms.  

 

Figure 3.27: Energy and oscillator strength of the lowest energy transition in the all neutral and 

+1 charged clusters (Ag4 – Ag21). The size of the marker represents the brightness of the lowest 

energy transition. The color bar is also representing the same information-oscillator strength.  

  



 

103 

3.6. Principal Component Analysis of Ag5 and Ag6 Clusters 

From the above studies, the electronic structure of Ag nanoclusters is certainly dominated 

by Ag core structure, surface interaction with the ligand nucleobases, the charge of the systems, 

etc. Because of several degrees of freedom in determining the overall photophysical properties, a 

large-scale structural analysis could determine the dominating feature. In this section, we have 

done principle component analysis (PCA) of the structural descriptor, like Ag-Ag, Ag-N bond, 

relative energy of the clusters, excitation energy, and oscillator strength of the cytosine 

passivated Ag nanoclusters.  

3.6.1. Methodology  

We have randomly generated 500 structures for each of cytosine passivated Ag5 and 

Ag6, charge, and neutral nanoclusters in the first step. We have maintained 1 to 1 Ag and 

cytosine ration, and all cytosine bound with Ag cluster by Ag-N2 of cytosine bond. All the initial 

created geometries are optimized using DFT method55 in water solvent using Cam-B3LYP 

functional7 and a mixed basis set of LANL2DZ8 (for Ag atoms) / 6-31G*9. Because of the 

random creation, some conformations significantly deviate from the chemically realizable 

structure, and those are excluded from the optimization, which is less than 5% of the total 

number of conformations. The excited state energy and oscillator strength are obtained using 

linear response time dependent DFT (TDDFT) using a similar functional, basis set, and solvent. 

All calculations have been done in the Gaussian software packages.  

3.6.2. Data Collection and Categorizing  

Our goal is to determine the dominating structural feature for the higher oscillator 

strength. So, all nanoclusters are divided into four categories according to the lowest energy 

transition's oscillator strength. The four range of oscillator strengths is <0.01, 0.01- 0.03, 0.03-
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0.05, >0.05, and name as dark, bright, brighter, and brighter, respectively. The relative energy is 

the energy relative to the lowest energy conformation of the considered cluster series (Ag5, 

Ag5
+1, Ag6, Ag6

+1). To calculate the Ag-Ag bond length, the Ag-Ag bond is defined by threshold 

value 3.50Å, and the lowest three are considered here. Ag-cytosine bond is defined by the bond 

between Ag and N2 of the cytosine ring. Although all initial geometries were prepared by 

placing on the Ag-N bond, the number Ag-N bond deviates in the optimized structure. We have 

considered a bond as Ag-N if the value is lower than the threshold distance of 3.50Å. All the Ag-

Ag and Ag-N bonds are ordered in ascending order. For example, Ag-Ag1 indicates the strongest 

Ag-Ag bond.  

3.6.3. Principal Component Analysis of the Structural Features  

In the first step, the two-component analysis of Ag-Ag and Ag-N bond combination are 

studied. The PCA plots are shown in Figure 3.28. It is shown that Ag-Ag bond length is 

dominant over the Ag-N bond. We assume that the Ag-N determines the overall structure, which 

led to modifying the Ag-Ag bond and the final geometry of the nanoclusters dominating the 

oscillation strength. Ag-Ag bonds also determine the overall energy. Figure 3.29 is showing the 

two components analysis of the Ag-Ag bond with relative energy. It was noticeable that 

oscillator strength is predominately dependent on the Ag nanocluster structural feature rather 

than the system's relative energy. Due to the variation of charge and symmetry in nanocluster, it 

is also uncertain the basis of the relative energy. In our calculation, the basis is the lowest energy 

of a series in our considered geometries. Ag-N bond with the relative energies is shown scattered 

brightest transitions (Figure 3.30). This indicates that Ag-N bond length will not be the best 

choice as a descriptor. It is also noted that Ag-N bond length is used as unlabeled data, so we 

have not to tag metal atom to determine the Ag-N bond. In section 3.2 and 3.4., it was shown that 
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ligand metal interaction plays an important role in determining transition energy and oscillator 

strength. Our future plan is to explore the correlation between the Ag-Ag and Ag-N bond, 

including binding side label.  

 

Figure 3.28: The correlation between the Ag-Ag bond and Ag-N bond. The data is categorized 

based on the oscillator strength of the lowest energy transitions. In some clusters, number of Ag-

N bond are 3, so maximize the sample pool, three Ag-Ag and three Ag-N bonds are plotted.  
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Figure 3.29: The two-dimensional (2D) correlation between the Ag-Ag bond and relative energy 

of the optimized clusters. 

Moreover, the three descriptors, Ag-Ag1, Ag-N1, and relative energies, are plotted in a 

two-dimensional (2D) plot in figure 3.31. The confidence level is 81%, where component 1 is 

predominant. Another advantageous feature of PCA is the clusterization of the data, which lets 

us categorize based on the features. Figure 3.31 shows that the brightest oscillator strength is less 

scattered compared to the lower oscillator strength transition. This indicates that bright 

transitions can be described using these descriptors. The Gaussian distribution of all the four 

transitions categories shows significant overlap, which minimizes the probability of accurate 

prediction using these three descriptors.  
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Figure 3.30: The two-dimensional (2D) correlation between the three shorted Ag-N bond and 

relative energy of the optimized clusters. 

 

Figure 3.31: The two-dimensional (2D) correlation of the three descriptors –  the shortest Ag-Ag  

and  Ag-N bond- and the relative energy of the optimized clusters. Gaussian distribution of all 

transitions shows a significant overlap between the distribution of all target descriptors.  

3.6.4. Correlation with the Volume of Ag Clusters 

The volume of the silver clusters is an important descriptor. We have described the 

relative shape of the cluster by counting the number Ag-Ag bond. A single atom thick nanorod 
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shape Ag nanocluster has a minimum number of Ag-Ag bond. In contrast, an Ag atom should 

coordinate with the maximum number of Ag atoms in a compact 3D geometry (Figure3.32).   

 
Figure 3.32: The number of Ag-Ag bonds in Ag4 nanoclusters based on the Ag nanocluster 

geometry shape.  

 

Figure 3.33: The two-dimensional (2D) correlation of the three descriptors –  the shortest Ag-Ag  

and  Ag-N bond- and the relative energy of the optimized clusters. Gaussian distribution of all 

transitions shows a significant overlap between the distribution of all target descriptors. 

From the previous discussion, certainly, Ag-Ag bond length and Ag-N bond length, 

especially the shortest bond, along with relative energy, could be a good descriptor. The 2-D 

PCA conversion of the three shortest Ag-Ag bonds, three Ag-N bonds, relative energy of the 

optimized geometry, and the number of Ag-Ag bonds are shown in Figure 3.33. Gaussian 

distribution of dark and bright-brightest transition shows the significant distribution between 

dark and non-dark transitions. These results indicate that the cluster shape is an important 
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descriptor. Although the inclusion of these descriptors shows a separation of the category, the 

sum of the principal factors' variance ratio is lower than 60%.  

We identified a few important structural descriptors for unsupervised clustering analysis. 

A larger dataset is needed to increase the confidence label. In summary, the PCA analysis shows 

that the Ag-Ag bond is a good descriptor, besides Ag-N and relative energy. In addition, overall 

cluster shape (incorporated by the number of Ag-Ag bond) increases the selectivity. 

3.7. Summary 

We have studied all the conditions and features what impacts the optical and structural 

feature of the nucleobase passivated Ag nanoclusters. Our calculations demonstrate that a polar 

solvent like water is an important factor that transforms the geometries of clusters passivated by 

cytosines from planner 2-D to non-planar 3-D structures, while the planar conformations are the 

most stable for the non-passivated Ag5 and Ag6 clusters.3 In addition to the cluster-base 

interactions, the hydrogen bond network between passivating bases significantly impacts the 

cluster geometry and its stability. Therefore, the most stable isomer is the one preserving the 

largest number of hydrogen bonds and the strongest base-cluster interactions. On the other hand, 

the redox potential of an Ag NC would determine the relative stability of the NC. Ag NC has 

shown alternative redox potential strength against the size of the clusters due to the doublet and 

singlet spin of the clusters. Reduction potential difference between a consecutive oxidation state 

is large in a smaller cluster; as such certain oxidation states are preferential. This leads us to 

calculate the redox potential of the two model redox reactions. According to our calculations, NC 

of neutral or +2 oxidation states should predominate when the number of Ag atom is even, and 

the +1 oxidation state should be predominating if the cluster size is odd number Ag atoms.  
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It suggested that several isomers of base-passivated clusters coexist in polar solvents due 

to the relatively small energy differences between their conformations (< 0.2 eV). Comparing the 

cluster-based binding energies, cytosines and guanines interact much stronger than thymines 

even in mixed passivation, due to their larger electrostatic dipole moments, with their 

interactions increasing in charged clusters. T binding energy is almost half of the C and G 

binding energy. It suggests that the thymines likely contribute a minimal amount to the 

coordination of AgNCs, when cytosines and guanines are available in a DNA strand. Despite 

some variations in energies and intensities of spectral peaks of clusters with different 

conformations, passivation bases, and charges, the spectral profile with well resolved five main 

peaks at the range of 2.5-5.5 eV is similar for all studied structures. It was shown that the doublet 

transitions in base-passivated clusters with the open shell electronic structure (Ag5 and 𝐴𝑔6
+) 

result in the additional red-shifted (< 2.5 eV) and optically weak band. Besides, closed shell 

electronic structure (𝐴𝑔5
+ and Ag6) has a higher optical intensity of their lowest energy 

transitions with a high MLCT contribution providing better conditions for emission. In the 

energy range of 2.5-4.5 eV, hybridization in s+p+d orbitals facilitate the delocalization, which 

also modulates the MLCT characters of transitions. The higher energy peak at the range 4.5eV 

can be explained by the degree of the charge transfer from the Ag to nucleobase ligand. For the 

optically intensive band at the energy > 5.0 eV, the charge transfer character increases but 

exhibiting mainly LMCT rather than MLCT character. This change is dictated by significantly 

increased contributions of d-orbitals to hole states leading to delocalization of the hole between 

metal centers and bases. Overall, our results help to understand the intrinsic properties of DNA-

AgNCs chromophores better and complement experimental data. 
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The brightness of the lowest energy transition decreases in the response of increasing the 

cluster size. The lowest energy transition becomes dark when the cluster size approaches Ag20. 

Overall, Ag nanoclusters lose their’ lower energy signature absorption feature and approach to a 

bright abruption at the energy 3.50 eV.  

Besides the NC size, we have shown the structure descriptor, which could determine the 

brightness of the lowest energy transitions. It was shown that Ag-Ag bond length in the small 

clusters like Ag5 and Ag6 has a strong correlation with the oscillator strength. On the other hand, 

we did not find such dependence on the relative total energy of the clusters. These results 

indicate that some higher energy conformation could have brighter lowest energy transitions. In 

addition, our PCA analysis suggests that machine learning or QSAR models can be used using 

the structural descriptor like Ag-Ag and Ag-N bond.  
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4. SURFACE STATES AND TOTAL DIPOLE EFFECTS ON THE ELECTRON 

TRANSFER IN PBS QD-PDI SYSTEMS  

Organic semiconductors-based materials recently get significant attention in 

optoelectronics applications like photovoltaic,1 transistor,2 light-emitting diodes,3 and sensors.4 

But, despite the promising features, the lower device efficiency limits the uses of these materials 

commercially. The energy conversion in the semiconductor-organic materials is mostly 

dependent on the carrier transfer steps. One dominating variable of the photoexcited charge 

transfer is related electronic state energy alignment of the electron acceptor and donor. 

Photoexcited electron transfer from QD to dye or dye to QD increases the overall energy 

conversion rate of dye functionalized QD.5-6 Therefore, surface passivation is a useful tool to 

modulate the electronic structure of semiconductor-organic systems.5, 7  

On the other hand, PDI has a strong reduction potential8, extensive light absorption9, and 

a one-dimensional charge transport promoter.10 The photoinduced electron can transfer to PDI, 

and an anionic PDI system can be utilized for catalysis,8, 11 charge separation. However, the 

photo-induced electron transfer efficiency is susceptible to electronic structure, π-π stacking of 

the PDI, and semiconductor-PDI assembly. Motivated by these promising features, we have 

studied surface passivation and surface state effects on the electronic structure of the PbS-PDI 

system.   
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Figure 4.1: The PbS QD model what we used in this study. The axis angle is defined from the 

center of the QDs and N in the top PDI axis.   

4.1. Methodology 

Since we use deprotonated ligands, we have considered non-stoichiometric PbS QDs. A 

Pb44S40
+8 QD model is prepared from the bulk PbS rocksalt lattice structure (Figure 4.1). (111) 

facet is the most reactive side of a Pb chalcogenide material, PbS QD model prepared as larger 

(111) facets. The calculated PbS model has a total of eight (111) facet, where four Pb and four S 

rich facet. The excess Pb is attached to the S rich (111) facets. In the first stage of calculations, 

each of the Pb rich (111) facets are capped with Cl atom (Pb44S40Cl4
+4). This let us minimize the 

computational model size and resources. So, QD is passivated with a total of four ligands. In the 

second stage of calculations, all the QD surfaces are passivated with different organic molecules 

– oleic acid, cinnamic acid derivatives, and electron acceptor perylene diimide (PDI) derivatives 

of variation in linker group. The effects of ligands on the frontier band of the PbS QDs and 

ligands effects on PDI localized state are studied. PbS quantum dot surfaces are passivated by 

three different cinnamic acid (CA) derivatives – trans-2,6-Difluoro CA (DFCA/DFCA26), trans-

3,4-Difluoro CA (DFCA35) and trans-4-(Trifluromethyl) CA (CFCA) and an oleic acid analog 

propanoic acid (OA) (Figure 4.2).  
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Figure 4.2: Cinnamic acid derivative and an oleic acid analog (propanoic acid) are used to 

passivate the PbS QD surface. The short name we used to describe each of the ligands are given 

in the parenthesis.  

The ground state geometries of all states are optimized using the DFT method (sub-

chapter 2.1) using the PBE0 functional and a mixed basis set of LANL2DZ for QD and 6-31g* 

for the ligands and dye. Dichloromethane is used as a solvent and implemented in DFT 

calculation using the CPCM solvation method. The density of states (DOS) is obtained by 

dressing the electronic energies of the molecular orbitals. The projected density of states (PDOS) 

is plotted by Gaussian broadening the partial occupation of molecular orbitals in a fragment.  

𝑃𝐷𝑂𝑆𝐹𝑟𝑎𝑔(𝜀) =∑𝐹𝑓𝑎𝑔,𝑖𝑒
−
1
2
(
𝜀−𝜀𝑖
𝜎
)
2

𝑁

𝑖=1

                                        (4.1) 

PDOS of the fragment ‘frag’, where partial occupancy of the ith orbitals is 𝐹𝑓𝑎𝑔,𝑖 and N is 

the total number of electrons. To calculate the PDI ligand axis on the surface of the QDs, the QD 

surface is considered a spherical surface. The axis angle (α) is defined by the angle between the 

vector of the center of mass of the QD to carbon in the carboxylic group and the vector of the 

same carbon to N in the PDI core (Figure 4.1). The two different conformational isomers can be 

made by replacing one ligand. PDI can be replaced on the Pb rich or S rich (111) facets (Figure 

4.1).  
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Figure 4.3: PDI molecule and its derivatives of a different linker group. 

Binding energy is calculated by using the energy of the optimized fragments. To calculate 

the PDI binding energy of a system, we optimized both fragments – PDI and QD-Ligands. The 

PDI binding energy, 𝐸𝑏𝑖𝑛𝑑,𝑃𝐷𝐼  as follows -  

 𝐸𝑏𝑖𝑛𝑑,𝑃𝐷𝐼 = 𝐸𝑄𝐷−𝐿𝑖𝑔𝑎𝑛𝑑−𝑃𝐷𝐼 − (𝐸𝑄𝐷−𝐿𝑖𝑔𝑎𝑛𝑑 + 𝐸𝑃𝐷𝐼) (4.2) 

𝐸𝑄𝐷−𝐿𝑖𝑔𝑎𝑛𝑑−𝑃𝐷𝐼 is the total energy of ligand and PDI passivated QD, 𝐸𝑄𝐷−𝐿𝑖𝑔𝑎𝑛𝑑 is the ligand 

passivated QD energy, this fragment is cationic and 𝐸𝑃𝐷𝐼 is the energy of the deprotonated 

anionic PDI molecule. 

4.2. Ligand and PDI Linker Group Effects on Electronic Properties of the PbS-PDI  

Kroupa et al. have shown a surface ligand engineering pathway to tune the frontier band 

edge. In the first step, we have calculated the electronic band structure of the eight OA, DFCA 

and CFCA passivated PbS QDs. Ligand exchange is the common synthesis procedure to make 

dye sensitize QD. So, one ligand in the passivated QD is substituted and replace with a PDI 

molecule. Reoptimized the structure and calculated the MO energy. Figure 4.4 is showing the 

MO energy of the ligand passivated, and one PDI substitutes QD-PDI systems. It is shown that 

frontier band states energy increases with increasing the ligand dipole (CFCA < OA < DFCA) 
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although shifted by >100meV (Black bar in Figure 4.4). It is noted that this model is relatively 

small in comparison to the experimental condition and is passivated by only four ligands. As 

expected, both HOMO and LUMO are localized on the PbS QDs. Substitution of one ligand by 

2-PDI and 5-PDI creates another state in the band edge.  The projected density of states (PDOS) 

shows that the intermediates states are PDI localized states (Figure 4.5). Relative comparison 

with the MO energy of the non-PDI model shown that PDI does not change the QD bandgap, but 

the relative energy alignment of the bandgap states and PDI originated states are modulated. The 

overall QD-PDI junction is a type-II heterojunction. The type of linker group of PDI (5-PDI vs. 

2-PDI) does not alter the PDI bandgap. Figure 4.6 shows the HOMO and LUMO molecular 

orbitals localization of the OA passivated and PDI substitute PbS-PDI.  HOMO orbitals are 

localized on the PbS core, but in the case of PDI, HOMO localized on the PDI core. Due to the 

longer linker group in 5PDI, LUMO is pure PDI core localized state, but LUMO in the 2-PDI is 

partially hybridized with the QD surface states. In the photoexcited carrier transfer process in the 

PbS-PDI model, the photoexcited electron from the QD transfer to the PDI molecules. So, the 

energy offset between the LUMO and LUMO+1 is a driving force. If the geometry 

reorganization energy is minimum, the adiabatic energy offset could be considered to get a 

qualitative electron transfer rate. Therefore, in the following section, we have investigated the 

structural effect on the unoccupied states' energy offset in the PbS-2PDI system.  
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Figure 4.4: Molecular orbitals energies of three different ligands passivated and with the two 

different PDI derivatives. The horizontal dotted line indicates the separation of occupied and 

unoccupied orbitals.  
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Figure 4.5: Projected density of State (PDOS) of the OA (propanoic acid) passivated PbS QDs. 

Two other models are on OA substitute by 5PDI and 2PDI.  

 

Figure 4.6: Frontier orbitals of the OA passivated, and 5PDi and 2PDI substituted models.  
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4.3. Structural Isomers and its’ Effects on the Surface State of QD-2PDI 

In continuation of studies with a different linker, we studied the factor influence the 

structural feature, hence the overall electronic structure. We considered the Pb40S44
+8 PbS QD 

and passivated by seven ligands and one 2-PDI on the Pb rich (111) facet. The optimized 

structure is shown in Figure 4.7. Optimized structures show a qualitative trend between the 

ligand dipole and PDI molecule interaction with the QD surface interactions. The optimized 

structure shows a correlation between the energy offset to the total dipole of the optimized 

structures. 

On the other hand, the qualitative trend on the structure is also presented. The PDOS is 

shown that ligands do not contribute to the electronic frontier states (Figure 4.8). Our 

collaborator at the University of Texas at Austin prepared the PbS-PDI model and measured the 

intrinsic electron transfer rate (Results not published yet). The Calculated binding energy of the 

PDI and total dipole is also shown a linear relationship with the intrinsic electron transfer rate 

(Figure 4.9). All these linear correlations suggest that structural features would dominate the 

overall electron transfer rate, and that could be a result of overall dipole change in response to 

structural variation.  

 
Figure 4.7: The optimized structure of the PbS-2PDI with different ligand passivated. The 

structure features are correlated with the total dipole of the QD-PDI system.  
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Figure 4.8: Projected density of states (PDOS) PbS-2PDI model with the different ligand 

passivation on the surface. 2PDI is attached on the Pb rich (111) facet of the PbS QD.  

 

Figure 4.9: Intrinsic electron transfer rate from the PbS to PDI, PDI binding energy and PDI axis 

angle (α) dependence on the total dipole of the systems. 

To Investigate the structural isomers, we have created a systematic variation of the initial 

QD-2PDI geometries. We used the DFCA, DFCA35, CFCA passivated geometry (Figure 4.7) 

and replaced the ligand with the other two ligands (Scheme 4.1). The new initial geometries are 
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optimized using the DFT method. This procedure shows the effects of ligands on structural 

variation. Due to the structural similarities between the CA derivative, only CA derivatives 

ligand passivated model are used to make structural isomers; The OA passivated QD geometry is 

not used to make isomers.  

 

Scheme 4.1: A scheme to create the different initial geometry of a particular CA derivative 

passivated model from the other ligand passivated optimized geometries. We have skipped OA 

passivated structure due to the significant structural dissimilarity with CA derivative ligand.  

Figure 4.10 is showing the PDI binding energy and intrinsic electron transfer rate with 

the total dipole of the systems. It is noticed that geometry reorganization is minimum in the 

geometry optimization after the ligand modification. We assume that geometries were relaxed in 

the local minima in the potential surface, which is not overcome by ligand modification. These 

structural isomers' variations are comparable with the colloidal QD environment where ligand 

exchange can create different structural isomers. The axis angle α measures the orientation of the 

PDI on the QD surface. The α value of 180° indicates the vertical PDI on the QD surface, and 

90° indicates the lying on the surface. 2PDI is the most tilted on the surface in DFCA passivated 

QD. As such, PDI has the highest binging energy in the structure obtained from the initial DFCA 
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passivated model (solid circle marker in figure 4.10). The PDI binding energy strength is 

correlated with the surface interaction of the QD-PDI. It is shown that the DFCA passivated 

system has the highest dipole in all three series of conformations (Figure 4.10). In each series of 

conformations, PDI binding energy increases with decreasing the total dipole moment, while 

binding energy increases from one series to another series with increasing the total dipole. It 

suggests that PDI's stronger binding minimizes the total dipole of the systems, but the structural 

change would increase the total dipole despite the stronger PDI bond.  

 

Figure 4.10: The binding energy and intrinsic electron transfer rate relationship with the total 

dipole of the ligand passivated PbS-2PDI systems. The total dipole of all structural isomers 

shown a linear statistical relationship.  

The total dipole is linearly correlated with the intrinsic electron transfer rate (Figure 4.9). 

The correlation is shown considering the total dipole of all clusters. Besides the structural 

conformation created by ligand exchange, we have made a model where PDI is on S rich (111) 

facets, with different orientations in initial geometries. The total dipole of the all Ligand-PbS-

2PDI model is plotted with the experimental electron transfer rate in figure 4.10. The 

conformation which is created from the optimized DFCA passivated model is the lowest in total 

energy in the all ligand series. It indicates that the stronger binding energy and QD-PDI 

interaction through the surface state would increase the stability of the QD-PDI systems (cyan 
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line in Figure 4.10). The electron transfer rate shows linearly dependent on the statistical 

average of the total dipole of all considered models (yellow shaded area represents the 95% 

confidence level).  

 

Figure 4.11: The plot of the total dipole (D) and inverse alpha (α) as a function of the energy 

offset between the LUMO and LUMO+1. All the isomers of the all different ligand passivated 

PbS-2PDI are included in this chart.  

Therefore, one of the driving forces for the QD to PDI photoexcited electron transfer is 

the energy offset between the LUMO and LUMO+1. The total dipole and axis angle both 

dominate the overall electron transfer rate. Figure 4.11 shows that the energy (ΔE) linearly 

increases with increasing dipole moment and inverse of α. It is noted that smaller α or larger 

inverse α indicates stronger QD surface – PDI interaction. Despite sparse data points, the overall 

qualitative correlation suggests that experimental electron transfer would be comparable with the 

ensemble average of the computational results. On the other hand, PDI -QD surface interaction 

in the DFCA passivated cluster could have two effects. The redox potential of PDI is a suitable 

core modification. QD surface and PDI core hybridization influence the redox potential of the 
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PDI core,12 which increases the rate of electron-accepting of PDI.13 On the other hand, QD 

surface-PDI interaction would initiate the through-space electron transfer pathway. In a QD-PDI 

system, a photoexcited electron from the QD transfer to the PDI molecule through the bond. In 

addition to this, the through-the-space pathway can be activated by the QD surface-PDI core 

interactions (Figure 4.12). A similar mechanism is suggested in the CdSe-viologens14 and dye-

sensitized CsPbI3 perovskite materials.15 

 

Figure 4.12: Schematic diagram of the two possible photoexcited electron transfer pathways. 

Depending on the PDI molecule’s bond on the PbS QD surface, a photoexcited electron can 

transfer to the PDI only through the bond pathways or both- through the bond and the space 

pathways.  

4.4. Summary 

In summary, our studies have shown the dependence of the excited state electron transfer 

rate on the structure-dependent surface state hybridization. The higher dipole moment of a 

surface passivated ligand would tune the frontier band alignment, but PDI localized LUMO 

states energy dominated by the feature of PDI-QD surface interaction. We hypothesize that it 

increases the PDI core’s electron-accepting capability, and besides, it also initiates an additional 

electron transfer pathway, which could significantly increase the electron transfer rate. Although 

the non-adiabatic and photoexcited electron transfer process is not studied in this study, we able 
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to show a structural relationship with the electronic characteristic of the system. Our result will 

help rationalize the experimental results and design the methodology for the non-adiabatic 

electron transfer process, which is our future plan of study.   
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5. THE EFFECTS OF INTERFACE AND CONFINEMENT ON HOT CARRIER 

DYNAMICS IN PBSE NPL AND QD  

PbSe NPL synthesized by oriental attachment of PbSe QD by Cl-Pb-Cl bridging on (110) 

facet and grown in (100) lattice direction1. The effects of the PbCl2 bridging molecules on the 

hot carrier relaxation process is still unknown, although this method gives more control on the 

orientation of the lateral dimension and thickness. Despite the promising feature of PbSe NPL, 

no detailed study on the excited carrier dynamics in PbSe NPL and confinement effects on 

carrier relaxation are reported yet. Moreover, we have discussed in chapter 1 that how carrier 

relaxation rate would dominate the CM rate in the confined nanocrystals. So, an ab-initio method 

based excited state study would be able to predict the confinement effects and carrier relaxation 

dynamics. Therefore, in this chapter, we have studied PbCl2 bridged PbSe NPL and PbCl2 

passivated PbSe QDs to investigate the effects of the confinement and PbCl2 bridging molecule 

on the hot carrier dynamics. Due to the 1D confinement and symmetry breaking in NPL, 

degenerate frontier states of the bulk PbSe are split and form a frontier band in NPL. Hot carrier 

relaxation rate is slower in NPL compare to 0-D QD, especially the hot electron. High energy 

electronic states of NPL are coupled with optical phonon in the range of 150 cm-1 to 225 cm-1, 

while QDs states are mainly couple with acoustic phonon. 

5.1. NPL and QD Model and Methodology 

5.1.1. Preparation and Consideration of the NPL and QD Models 

The initial structure was made by cutting (PbSe)68 from the bulk PbSe rocksalt structure, 

and then 12 PbCl2 molecules are added to the 12 (110) facets of the Pb68Se68 unit. It was reported 

that PbSe QD’s (110) and (111) facets are the most reactive surface. PbCl2 molecules are 

attached on the (110) surface and form a network between the PbSe QDs. Experimental results 
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show the consistent formation of approximate 2 nm thick NPL1, which is equivalent to 6 layers 

thick of the PbSe rocksalt crystals. Previous theoretical reports are also suggested that 

considerable accurate experimental results can be predicted by using six layers Pb68Se68 QD. The 

periodic cell for the three dimensionally confined QD calculation is prepared by adding an 8Å 

vacuum in all three directions. On the other hand, the NPL model is prepared by maintaining 

periodicity in the X and Y axis and 20 Å vacuum in the Z-direction.1 Z-direction is meant to the 

confined direction of the NPL in all the results in this chapter. Both structures are optimized by 

DFT method2 (details in subsection 2.1) using a GGA functional PBE3 and projector-augmented 

wave (PAW) pseudopotentials4 in VASP software packages5. NPL calculations are performed 

with 2x2x1 and QD in 1x1x1 k-point in Monkhorst pack mesh. NPL has a direct gap of 1.26 eV 

at Gamma point and the lowest direct bandgap of 0.96 eV at the L high symmetry point of the 

first Brillouin zone. Previous experimental study and hyperbolic band model6 suggested that 2nm 

thick PbSe NPL bandgap is ~1.20 eV1. Considering the very large Bohr radius of PbSe (~46nm) 

while the finite dimension of the synthesized NPL, the calculated bandgap (0.96 eV) of the 

infinitely elongated PbSe NPL model is considered as a reasonable agreement. Moreover, it is 

already established from the previous studies that the hybrid and range separated functional, eg. 

PBE07, HSE068 does not change the ground state electronic structure and the wavefunction 

localization of the Pb and Cd chalcogenide nanomaterials. However, hybrid functional increases 

the bandgap compare to the GGA functional9. Spin-orbit correction is not included since it was 

reported that the inclusion of spin-orbit has less than 1% correction in lattice parameters and 

negligible effects on the electronic structure.10-11 
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Figure 5.1:  Geometries of the PbCl2 bridged PbSe nanoplatelets and PbCl2 passivated PbSe 

QDs. Image a and c are the nanoplatelets and QD, respectively optimized at 0K. Optimized NPL 

and QD geometries are heated up to 300K and shown in b and d, respectively. Color scheme: 

dark gray – Pb, yellow – Se, green – Cl 

 

Figure 5.2: The energy band over the first Brillouin zone of the Cl-bridged PbSe NPL. The right 

and left panels are the density of states (DOS) at Gamma (G) and L high symmetry points, 

respectively. The energy band calculations are done at 2x2x1 K-point mesh, with a minimal 

number of K-point along with the NPL thickness. The NPL has the 0.96 eV direct bandgap at the 

high symmetry point L while the direct gap 1.26 eV at the Gamma point. Black lines in the left 

and right panel are the average density of states over the G, X, W, and L high symmetry points. 
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5.1.2. Thermalization and Molecular Dynamics 

We have run a molecular dynamics simulation at room temperature (300K). To attain the 

equilibrium ionic kinetic energy, the optimized geometries are thermalized at 300K by velocity 

scaling for 1.0 ps long with similar functional and other parameters. The structure of NPL 

optimized at 0 K shows that PbCl2 molecules form an in-lattice bridging between the QD units, 

but PbCl2 acts as Cl terminated surface passivated molecule in the 3-D confined QD structure 

(Figure 5.1). Due to relaxing the confinement energy in X and Y directions, surface 

reconstructions are minimum in NPL compare to the PbCl2 passivated QD. Increasing the kinetic 

energy in NPL at 300K, PbCl2 is shown the maximum atomic displacement. However, Cl-Pb-Cl 

is shown only in-plane vibration over the adiabatic trajectory (one snapshot in Figure Ab). On 

the other hand, QD has a minimum overall average surface modification at 300K compared to 

the optimized structure at 0K. The obtained geometry from the thermalization step is used to 

calculate the adiabatic trajectory using molecular dynamics calculation in the VASP software 

package5; the complete theory is given in the sub-chapter 2.5. Although there has no 

computational study on the excited state lifetime of the similar model, the study of the 

comparable PbSe QDs model predicted ≈3.0ps electron lifetime.12 Therefore, we have simulated 

5.0ps and 4.0ps long adiabatic trajectories for the NPL and QD respectively.    

5.2.  Ground State Electronic Structure of NPL and QD  

5.2.1. Consideration of the Band Structure and Initial Condition of the Simulation  

We have calculated the NPL's electronic band structure over G, X, W, and L high 

symmetry points in the first Brillouin zone and 20 points in between each point (Figure 5.2). The 

overall band structure is comparable with the bulk PbSe, but higher energy splitting due to the 

confinement. NPL has a minimum direct bandgap at L high symmetry points. Electronic 
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structure, especially band-edge states, is sparse with a sub-gap at L-point compared to the 

gamma point. Characteristics of the band edge states of materials are more important for 

optoelectrical devices because the hot carrier relaxed to the band edge state, and recombination 

or separation takes place from the band edge states. As such, in the case of NPL, all the 

following calculations are done based on the electronic states at L high symmetry point. 

 

Figure 5.3: Time-dependent total density of states (DOS) of the PbCl2 bridged NPL(a), and QD 

(c) at 300K. DOS of the NPL and QD at 0K is shown in the insets of the respective panels. The 

highest occupied molecular orbital (HOMO) energy is close to the Fermi energy in QD at 0K. 

Absorption spectra of both NPL and QD are shown in the panel (b) and (d), respectively. 

Absorption spectra at 300K are the average absorption spectra of the 100 fs interval over the 

adiabatic trajectory. 

Figure 5.3 is showing the total density of states (DOS) of the PbSe NPL and QD. Ground 

state electronic structure of the NPL at the room temperature has a minimum variation over the 

time while the 3-D confinement leads to the bandgap fluctuation at the room temperature 

(Figure 5.3 a, c), as such effective mass of the band edge electrons and holes in the NPL are 
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comparable in the whole adiabatic trajectory. Strong confinement effect in QD results in almost 

homogeneous and discrete unoccupied states, while NPL has shown a sub-gap in the unoccupied 

band. To understand the effects of the PbCl2 in the PbSe lattice, we have calculated the projected 

density of states (pDOS) of both NPL and QD (Figure 5.4 and 5.5). The occupied band is 

dominated by the Se and unoccupied band Pb. The overall PDOS structure agrees with the 

previously reported PbSe band structure.13 The discrete feature of the NPL in the unoccupied 

band is the result of the Pb localized state. Most importantly, Cl contribution on the band edge 

states is minimum, which implies that PbCl2 bridges do not create any trap state in the frontier 

occupied and unoccupied band. 

 

Figure 5.4: Total density of states (DOS) (a) and the projected density of states (pDOS) of the 

Pb (b), Se (c), and Cl (d) of the PbCl2 bridged NPL. 
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Figure 5.5: Total density of states (DOS) (a) and the projected density of states (pDOS) of the 

Pb (b), Se (c), and Cl (d) of the PbCl2 passivated PbSe QD over time. 

 

Figure 5.6: Time-dependent absorption spectra of the NPL (a) and QD (b). Absorption spectra 

of every 100 fs time steps of the adiabatic trajectory of the NPL and QD. 
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5.2.2. Absorption of the NPL and QD Characteristics of the Transitions 

The overall DOS features reflect on the absorption spectra of both NPL and QD. The 

figure 5.3-b, d shows the absorption spectra of the NPL and QD calculated at the 0K, and the 

average absorption spectra at 300 K.  NPL shows featured absorption spectra (Figure 5.3 and 

Figure 5.7) due to the sub-gap. Increasing temperature to 300K, the absorption peaks are 

broadened, and the discrete lowest energy absorption peak is visible. The time-dependent 

absorption spectra are shown that the lowest energy is consistent over time (Figure 5.6-a). On 

the other hand, due to the homogenous broadening of the occupied and unoccupied band, PbCl2 

passivated PbSe QD shows broader absorption spectra. The lowest energy transition peak is also 

fluctuating over the adiabatic time (Figure 5.6-b). Despite three-dimensional confinement, QD 

has shown the comparatively lower degree of discrete featured absorption spectra because of the 

rocksalt lattice symmetry breaking and surface reorganization on the PbSe QD surface.  

 

Figure 5.7: Analysis of the nature of the NPL and QD transitions at 0K and 300K temperature. 

All transitions are divided as hot-electron, hot-hole, and symmetric transition according to the 

electron (e) and hole (h) energy differences. 
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To understand the nature of the transition, we have categorized all the transitions into 

three categories, asymmetric transitions – hot hole and hot electron, and symmetric transitions. 

Hole and electron energies are defined relative to the HOMO and LUMO energy (𝐸ℎ =

𝐸𝐻𝑂𝑀𝑂 − 𝜀𝑘  𝑎𝑛𝑑 𝐸𝑒 = 𝜀𝑙 − 𝐸𝐿𝑈𝑀𝑂) where 𝐸𝐻𝑂𝑀𝑂 is the highest occupied molecular orbital 

(HOMO) energy and 𝐸𝐿𝑈𝑀𝑂 are the lowest unoccupied molecular orbitals (LUMO) energy, 

𝜀𝑘(𝜀𝑙) is the excited occupied state (unoccupied state) energy of a transition. Based on the 

electron and hole energy, transitions are categorized to the symmetric and asymmetric transition 

based on the electron (e) and the hole (h) energy of a transition, where  |𝐸ℎ−𝐸𝑒|  ≤ ∆𝜀 is 

denoted as symmetric transition and |𝐸ℎ−𝐸𝑒|  ≥ ∆𝜀  is asymmetric transitions, where ∆𝜀 =

0.10𝑒𝑉. Among the asymmetric transitions, a transition is denoted as a hot hole transition if 

𝐸ℎ−𝐸𝑒  ≥ ∆𝜀 and hot electron transition if 𝐸ℎ−𝐸𝑒  ≤ −∆𝜀. The ground state absorption spectra 

of both NPL and QD at and 0K and average spectra at 300K are decomposed to the hot electron 

(hot-e), hot hole (hot-h), and symmetric transitions in Figure 5.7. In the NPL, the first two peaks 

originated from the transition of the two unoccupied bands to the frontier occupied band (L-L+3) 

(Figure 5.7). Nature of homogeneous distribution of occupied and unoccupied bands in QD 

results in broadened absorption spectra (Figure 5.3), where the hot hole (𝐸ℎ > 𝐸𝑒) and hot 

electron (𝐸ℎ < 𝐸𝑒) transitions are almost equally dominated over the whole energy range 

(Figure 5.7). NPL has shown the featured absorption peak (Figure 5.3) due to the sparse 

unoccupied bands. Because of this, optical transitions of hot-e are dominated at the energy range 

of 2.5x𝐸𝑔 (𝐸𝑔 = 𝐸𝐿𝑈𝑀𝑂 − 𝐸𝐻𝑂𝑀𝑂), but both hot e-h are equally dominated at the energy range of 

3.0xEg (Figure 5.7 a, b). 
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5.3. Relaxation Dynamics in NPL and QD  

5.3.1. Initial Condition 

A 5.0ps and 4.0ps long ground state MD trajectories are calculated for the NPL and QD, 

respectively, by using the 2fs nuclear time steps. The first 300 initial trajectories are considered 

as an initial condition to simulate hot carrier relaxation, and it ensures trajectory branching.14 

Phonon mediated relaxation dynamics are calculated using the Fewest Switching Surface 

Hopping (FSSH) method15 with the single-particle approximation for the hole and the electron. 

FSSH gives a time-dependent probability of the carrier transition between the states, which is 

correlated with the Non-Adiabatic Coupling (NAC) term 𝒅𝑘𝑚 ∙ 𝑹̇ = −𝑖ℏ ⟨𝜑̃𝑘|
∂

𝜕𝑡
|𝜑̃𝑚⟩ , where 

𝜑̃𝑚 is the adiabatic Kohn-Sham (KH) basis, and the thermal equilibrium of the hot carrier is 

achieved by ensuring the detail balance16 with considering the Boltzmann factor (Detail in sub-

chapter 2.5).  Since the hot carrier relaxation dynamics could be different in different energy 

ranges, the degree of hot-h and hot-e is important because depending on it, the energy dissipation 

mechanism could be varied. In the case of the CM process, the minimum photon energy when 

carrier generation is more than unity is known as the CM threshold energy of that certain 

materials17. The threshold energy for CM of a material can be tuned by structure and materials 

composition, which is 6 -7 times the bandgap (Eg) in bulk PbSe and 2.2-2.7xEg in QDs18. 

Reducing the confinement to along one dimension (1D nanorods), threshold energy slightly 

improved, 2.6Eg19. Considering the threshold energy in QD and NR, two initial excitation energy 

constrain – 2.5xEg and 3.0xEg are considered in the phonon mediated hot carrier dynamics 

simulation. It was shown in Figure 5.7 that both hot-e and hot-h transitions dominate the optical 

transition in the 2.5xEg and 3.0xEg energy range.  To get the full understanding, we have studied 

the hot carrier relaxation dynamics with the initial constrain - the inclusion of all transitions and 
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selectively all symmetric transitions only. Besides, two limiting cases are also considered, the 

inclusion of selectively all hot-e and hot-h transitions. 

5.3.2. Phonon Mediated Relaxation in NPL and QD  

 
Figure 5.8: Phonon mediated electron and hole relaxation over time of the PbCl2 bridged NPL 

and PbCl2 passivated QD, calculated by initial condition of all symmetric transitions and 

transition energy of 2.5xEg and 3.0xEg. Panels a, e are the time-dependent normalized average 

electron and hole energy over the time in NPL and QD where solid and dash lines represent the 

2.5xEg and 3.0xEg initial excitation energy. Panel b, c, and e, f is showing the time-defendant 

evaluation of the (hot-e) and hot-hole (hot-h) wavepacket of initial excitation of energy 2.5xEg 

and 3.0xEg in NPL and QD, respectively. Solid white lines represent the ensemble average 

HOMO and LUMO states, and dotted white lines represent the ensemble average hot-e and hot-h 

energy over time. 

Figure 5.8 -5.12 shows the phonon mediated relaxation dynamics of the excited electron-

hole of the initial condition of 2.5xEg and 3.0xEg excitation energy. Surface plots show the 

DOSxpopulation of the hole and electron states over the 4.40ps (NPL) and 3.00ps (QD) long 

trajectories. Overall, the hole relaxation rate in QD is about 1ps faster than the hot electron 

relaxation. This result is showing a good agreement with the previous PbSe QD results12. On the 

other hand, relaxation time in NPL is much slower, especially the hot e, independent of the initial 

hot-h and hot-e energy. Since the ratio of the hot-e and hot-h in optical transitions is higher in 
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3.0xEg excitation energy compare to the 2.5xEg (figure 5.7), only hole energy is increased by 

increasing the initial excitation energy constrain (Figure 5.8 a, b, c). Although the overall rate is 

not affected by initial excitation energy constrain, the energy dissipation rate of the initial high 

energy hot-h and hot-e states are high at 3xEg constrain because of the denser unoccupied states 

(Figure 5.8a). The fast continuous intraband relaxation of the excited hole can be realizable from 

the higher average NAC term and smaller intraband splitting in the unoccupied band, which is 

even pronounced in the 3xEg excitation (Table 5.1). On the other hand, hole relaxation 

dynamics of the NPL shows a discontinuity in the initial condition of selective hot-h excitation 

and symmetric excitation (Figure 5.9e, 5.10b), which indicates a multiphoton relaxation 

dynamic. Due to the strong confinement and surface reconstruction, the density of occupied and 

unoccupied states of the QD are widely distributed, as such initial wavepacket is also widely 

distributed, and average hot-e and hot-h energy are symmetric in energy in both initial excitation 

energy constraints (Figure 5.8 d, e, f). In both models, electron and hole energy dissipation 

follow the exponential decay where intermediate states don’t affect the overall relaxation 

mechanism. Exponential fitting of the depopulation of the initial hot e-h and population of the 

final band (L to L+3 / H to H-3) are shown in figure 5.13. Except for the electron in NPL, higher 

energy e-h has a smaller average intraband energy splitting and a larger average coupling term in 

both NPL and QD (Table 1). Therefore, the initial hot carrier relaxation rate is fast in the 3.0xEg 

excitation condition. In contrary, the average coupling term is unchanged, and average intraband 

energy splitting is higher in the case of an electron in NPL in 3.0xEg excitation because of more 

hot-hole (𝐸ℎ ≫ 𝐸𝑒) and sparse band-edge state.   
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Figure 5.9: Phonon mediated electron and hole relaxation over time of the PbCl2 bridged NPL 

and PbCl2 passivated QD, calculated by initial condition of all symmetric transitions and 

transition energy of 2.5xEg and 3.0xEg. Panel a and e are the time-dependent normalized 

average electron and hole energy over the time in NPL and QD where solid and dash lines 

represent the 2.5xEg and 3.0xEg initial excitation energy. Panel b, c, and f, g is showing the time 

defendant evaluation of the  (hot-e) and hot-hole (hot-h) wavepackets of initial excitation of 

energy 2.5xEg and 3.0xEg in NPL and QD, respectively. Solid white lines represent the 

ensemble average HOMO and LUMO states, and the dotted white line represent the ensemble 

average hot-e and hot-h energy over time.  
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Figure 5.10: Phonon mediated electron and hole relaxation of the PbCl2 bridged NPL overtime 

where (panel a, c) hot electron (hot-e) and (panel b, d) hot hole (hot-h) transitions are selected as 

an initial condition. Solid white lines represent the ensemble average HOMO and LUMO states. 

 
Figure 5.11: Electron and hole relaxation where (panel a, c) hot electron (hot-e) and (panel b, d) 

hot hole (hot-h) transitions are selected as an initial condition. The dotted white line represent the 

ensemble average hot-e and hot-h energy over time. 
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Figure 5.12: Waterfall graph of the phonon mediated electron and hole relaxation of PbCl2 

bridged NPL and PbCl2 passivated QD with the initial condition of 2.5xEg and 3.0xEg transition 

energy. Black and blue line represent the ensemble average hot-h and hot-e energy over time. 

Figure 3 of the main article is another representation of similar calculations. 

Table 5.1: Nonadiabatic Coupling (NAC) constant, intra-band splitting, and e-h relaxation rate 

constant of the NPL and QD. di,i+1  and di,i+2-n are the ensemble average NAC constant between 

the nearest states and between all other states, respectively, ΔENN is the average energy 

difference between the states and average over the ensemble. τ is the hot carrier relaxation rate 

constant calculated by the exponential fitting.   

  Hole Electron 

2.5xEg 3.0xEg 2.5xEg 3.0xEg 

N
P

L
 

di,i+1, meV 13.11 17.07 11.67 11.69 

ΔENN, meV 28.33 21.21 37.78 41.40 

di,i+2-n, meV 1.86 1.56 1.03 0.96 

τ, fs 1.18 0.81 2.40 2.22 

Q
D

 

di,i+1, meV 20.53 22.98 15.86 21.71 

ΔENN, meV 23.07 20.67 32.74 27.72 

di,i+2-n, meV 2.26 2.27 1.71 1.89 

τ, fs 0.58 0.51 0.75 0.66 
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5.3.3. Phonon Modes Coupled with Electron and Hole States   

Overall, PbCl2 passivated Pb68Se68 QD shows a similar relaxation mechanism of Pb68Se68 

QD12 and the absence of the phonon bottleneck. Hot-h relaxes slightly faster than hot-e, and 

occupied band edge states get 80% populated by 1ps (Figure 5.13). Figure 5.14 shows the 

ensemble-average spectra of phonon coupled with initial hot-e (hot-h) and the final LUMO 

(HOMO) states in both initial conditions. The spectra are obtained by the fast Fourier transform 

(FFT) of an electronic state over the adiabatic trajectories.  

𝐴𝑘 = ∑ 𝑎𝑛 𝑒
−𝑖
2𝜋
𝑁
𝑘𝑛

𝑁−1

𝑛=0

                                                   (5.1) 

Where N is the number of discrete data (𝑎𝑛), k is known as the Nth roots of unity and k=0....... 

N-1    

 

Figure 5.13: Ensemble average population of the initial excited state and final band (LUMO to 

LUMO+3, and HOMO to HOMO+3) over the time, when initial excitation energy was 

constrained to 2.5xEg (a & c) and 3.0xEg (b & d). dash-dotted lines are the exponential fitting 

line of the initial decay of the hot carrier. In few trajectories of the ensemble in 2.5xEg excitation 

constrain in QD, ground state electron is excited to the frontier unoccupied states, which is 

considered the final state, as such exponential function is not fitting correctly. 
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Independent of initial hot e-h states, initial hot e-h states of both NPL and QDs are 

coupled with weaker acoustic phonons (Figure 5.14). Similar hot carrier acoustic phonon 

coupling reported in the experimental and computational study of Pb chalcogenide 

nanomaterials.9, 20 Spectral density of the acoustic phonon in QD are dominating due to the 

symmetry breaking in spherical 3D confined QD and substantial surface reconstruction by PbCl2 

passivation, which results in smaller energy gap, leads to the hot e-h relaxation by coupling with 

weak acoustic phonon. On the other hand, e-h of NPL is coupled with both acoustic phonon and 

optical phonon in the range 100-250 cm-1 frequency, where an initial hot-e couple with 75 cm-1 

and 150 cm-1 while hot-h is coupled with 55 cm-1 and 110 cm-1. Coupling with the phonon of 55 

cm-1 and 110 cm-1 governed the hot hole relaxation dynamics; as such, its’ spectral density 

increases with increasing excitation energy (Figure 5.14 a, b), resulting in faster energy 

dissipation (Figure 5.9a). The final state, homo-lumo, in both NPL and QD has noticeable 

acoustic phonon coupling. In addition to coupling with phonon in the range of 100-250cm-1, 

NPL’s HOMO-LUMO is predominantly coupled with the phonon 200cm-1. Considering the 

average energy gap between the states, NPL should have the phonon bottleneck or multi-phonon 

relaxation process, especially for the electron relaxation. A smaller surface to volume ratio and 

relatively rigid surface should decrease the electron-phonon interaction21. Hot electron is relaxed 

to the sub-gap edge states, and electrons are distributed according to Boltzmann distribution. 
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Figure 5.14: Spectral density of the autocorrelation function of the hot-e and hot-h energies over 

time (average over ensemble) of the both 2.5xEg and 3.0xEg initial condition in the panel a, b 

and d, e of the NPL and QD respectively. Panel c and f is the Fast-Furrier transform (FFT) of the 

final state (homo and lumo) of the NPL and QD.   

5.4. The Spatial Separation of Electron and Holes 

In the sub-chapter 1.3, we have discussed how the initial and final states' population and 

spatial separation dominates the overall Auger process. We have studied the spatial distribution 

of the hot carrier over time. Despite relaxing the momentum conservation and higher Coulomb 

interaction, PbS QD does not show the expected very high CM efficiency because of sparse 

electronic states and very fast energy dissipation rate22, as we observe the ps range relaxation in 

PbCl2 passivated PbSe QD. But as reported in the 1D nanorods (NR) 23, 1-D confinement and 

spatial separation of hot carriers could enhance the CM process.24-25   
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Table 5.2: Four examples of the charge density of PbCl2 bridged NPL from the adiabatic 

trajectories. All images are viewing from the Z-X plane (The vacuum in the unite cell along Z-

axis is omitted). In the following row, charge density is projected to Z-axis (black line), and the 

projected wave function of Pb, Se, and Cl are projected on Z-axis (green, red, and blue for Pb, 

Se, and Cl, respectively).  

 T=0.0ps T=2.0ps T=4.0ps T=5.0ps 

H
O

M
O
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Figure 5.15: Ensemble average of the Pb, Se, Cl projected charge density of the electron and 

hole and plotted by projecting in Z-axis. The Z-axis of the unit cell is 4 nm, where 1nm vacuum 

on both sides along the Z-axis of the cell. All calculations were done with the initial condition of 

3.0xEg eV optical transition energy.  

 
Figure 5.16: Ensemble average of the Pb, Se, Cl projected charge density of the electron and 

hole and plotted by projecting in Z-axis. The Z-axis of the unit cell is 4 nm, where 1nm vacuum 

on both sides along the Z-axis of the cell. All calculations were done with the initial condition of 

2.5xEg eV transition energy. 



 

152 

The charge density of the final states (HUMO/LUMO) are mainly delocalized over the 

entire unit or occupied, and unoccupied states are partially delocalized on the core and surface 

layer of NPL, respectively (few snapshots of the HOMO and LUMO from the Adiabatic 

trajectory are shown in Table 5.2).  We have calculated the ensemble average sum of the Kohn-

Sham wave function norm |Ψ𝑖(𝑟)|
2 of the highest populated state at a certain time (t) in the X 

and Y direction and projected on the Z direction over NAMD time (Figure 5.15, 5.16). 

Independent of initial excitation energy constrain, both the initial hot hole and electron mainly 

delocalized on the core layer of the NPL. But the hole is delocalized over the surface layer 

(Figure 5.15, 5.16) after the dissipation of energy. Hot hole and hot electron confined in the core 

layers would increase the Coulomb interaction and hence intraband relaxation rate26. Smaller 

intraband spacing and intraband coupling of the occupied states facilitate the decoherence of the 

e-h at the initial moment of time, and electron and holes are spatially separated by about 1.0 ps. 

Delocalization of the hot h to the surface by 1ps increases the coupling with surface acoustic 

phonon, and decreases electron-hole Coulombic interaction. On the other hand, a core layer 

confined electron relaxation rate is much slower than the phonon mediated relaxation rate. 

Despite relaxed e-h spatial separation in QD, Coulomb interaction leads to faster electron energy 

losses through the Auger process. But due to the larger volume of NPL, spatial separation 

minimizes the rate of the electron’s energy loss, which indicates that NPL could have an optimal 

condition of Coulomb interaction for slower relaxation and higher CM. 

5.5. Summary 

The electronic structure and excited state relaxation dynamics of the PbCl2 bridged NPL 

and QDs are studied using the DFT based FSSH method. NPL has a direct bandgap at the L high 

symmetry in the first Brillion zone. NPL has shown symmetric density of the states in 
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conduction and valance band but sparse valance band. On the other hand, PbCl2 passivated PbSe 

QD has broadened and symmetric valance and conduction band due to the surface reconstruction 

and 3D confinement. The electronic transitions of the hot-e are dominated in the NPL in the 

range 2.5xEg while hot-h and hot-e are symmetric in the QD.  

The hot carrier relaxation rate is relatively slower in the NPL compared to QDs. Stronger 

coupling and dense electronic states in QD lead to faster hot carrier relaxations. The valance 

band of NPL has wider average energy splitting, and weaker coupling results in slower hot 

electron relaxation dynamics. Increasing the initial excitation energy increases the hot hole 

energy in NPL. As a result, initial excitation energy doesn't change the electron dynamics 

significantly. In contrast, the energy dissipation rate of the hole increases in the initial condition 

of 3.0xEg excitation. Hot electron and hot hole states are coupled with lower energy acoustic 

phonon in QD, while NPL shows the coupling with the phonon mode in the range of 150-250cm-

1. Discontinuity in the energy dissipation of hole in QD suggested that hole energy dissipated via 

multiphonon processes. Our calculations are also shown that the initial hot holes and electrons 

are predominately NPL core localized. The hot hole dissipates the energy and transfers to surface 

layers by 1ps. The spatial separation of the hole and electron would minimize the Auger process, 

and which is favorable for the CM process. 
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6.  INTERFACIAL PROPERTIES OF THE PBSE|CDSE JANUS QDS 

The importance of the interfacial layers is discussed detailed in the sub-chapter 1.2. An 

interfacial layer is used and tuned for minimizing the surface reorganization and tuning the 

multi-carrier process as well. It also dominates the carrier transport process. An interfacial layer 

plays a dominating role in overall device efficiency1-3, along with the electronic properties of the 

semiconductor materials in the Janus type heterostructure.1, 4-5 Kroupa et al. predicted that the 

high energy holes (hot-h) are trapped in the interfacial layer, which slows down the hole’s energy 

dissipation.1 Subsequently, a higher CM yield was predicted. In the core-shell structure, the 

Auger process is tuned by smoothening interfacial layer potential.2, 6-7 Considering the 

importance of an interfacial layer, we have studied the interfacial states and overall geometrical 

parameters in PbSe|CdSe Janus type heterostructure. PbSe has the rocksalt lattice structure, while 

the most stable crystal lattice of the CdSe is Wurtzite type. So, the degree of mismatch between 

the PbSe and CdSe lattice and surface reconstruction is needed to consider before making a 

model for the computational calculations. Most recent syntheses reported that PbSe|CdSe Janus 

QDs are synthesized by cation exchange of CdSe QD, and PbSe continue to grow in the presence 

of PbCl2 solution. The lattice structure after the cation exchange or the lattice of extended PbSe 

needs to be explored first to evaluate the electronic properties of QD.  We have considered three 

common chalcogenide lattice – rocksalt and wurtzite to identify the most probable Janus 

structure and their electronic properties. 

6.1. Methodology 

We have used PbSe Rocksalt, CdSe Wurtzite structure for Janus QD structure. The 

previous theoretical calculation was reported about 2.00 nm in diameter six layers Pb68Se68 are 

optimal big QD model which can predict considerably accurate electronic and photophysical 
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properties.8-10 Three different Janus QD models were prepared by cutting the Pb68Se68 QD in 

(100) and (111) facets and replaced one half of the Pb by Cd. Dividing along (100) facet 

generates a symmetric QD. On the other hand, (111) facets create an asymmetric QD, so two 

types of Janus QD are considered- Pb rich (Pb37Cd31Se68) and Cd rich (Pb31Cd37Se68). The next 

considered model prepared by replacing half of the Cd by Pb in CdSe wurtzite lattice QD, Since 

Janus QD synthesis is reported as cation exchange of the CdSe QD in the presence of PbCl2 

precursor. Considering the result from both types of models, the third type model is made by 

placing wurtzite and rocksalt structure in a position of minimum lattice mismatch. This non-

stoichiometric QDs are passivated by the 8 Cl to balance the charge. All the models are 

optimized by using the DFT method11 in Gaussian software12 with using the functional 

PBE1PBE13 and LANL2DZ basis set14. LANL2DZ pseudopotentials are used for the core 

electron. To investigate the characteristics of the electronic states, the projected density of states 

is calculated by considering fragments – Pb, Cd, Se in Pb, and Se in Cd.  

Absorption spectra are simulated by using the line response Time-Dependent DFT (TD-

DFT).15 We have calculated a total of 150 excited state transitions energy and oscillator strength. 

Due to the limitation of the required resources and dense electronic state, we have simulated 

absorption spectra up to ≈3.00 eV. Absorption spectra are simulated by Gaussian dressing of the 

excited energy and oscillator strength with the 0.07 eV thermal broadening. Natural transition 

orbitals (NTOs)16 are generated to visualize the special localization of the electron and hole 

particle of the higher oscillator strength transitions. All NTOs are visualize using 0.20 iso value 

using the VMD visualization software. 
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Figure 6.1: The initial and optimized structure of the PbSe|CdSe Janus clusters made from the 

PbSe rocksalt crystal lattice structure, prepared by replacing Cd in one part along (100) and (111) 

plane in Pb68Se68 QD.  

6.2. Result and Discussion 

Figure 6.1 is showing the preparation of the PbSe|CdSe Janus QD from the rocksalt QDs. 

Although (100) facets make symmetric Pb and Cd parts, the CdSe fragment has significant 

surface reconstruction. Due to the formation of the wurtzite type surface in the CdSe part, the 

core part of the CdSe part has less density of metal atoms. In contrast, the PbSe part of the Janus 

QD retained the rocksalt lattice structure. Consequently, Pb34Cd34Se68 Janus QD has a significant 

lattice mismatch in the core interfacial layer. On the other hand, the Cd surface in the (111) facet 

in Pb and Cd rich Janus QS has minimal surface reorganization in comparison to the (100) facets 

in Pb34Cd34Se68 QDs. Because of only two layers in Pb31Cd37Se68 QD, the Pb part has significant 

distortion from the rocksalt lattice structure, which is minimum in Pb37Cd31Se68.  
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Figure 6.2: Projected Density of the State (PDOS) of the PbSe|CdSe Janus QD obtained from 

the PbSe rocksalt crystal lattice. (a) Symmetric stoichiometric, (b) Pb rich, and (c) Cd rich 

asymmetric QDs.  

All three types of Janus QD from rocksalt lattice have a ≈2.00 eV bandgap (Figure 6.2). 

The occupied states are dominantly Se localized, and unoccupied states are metal (Pb and Cd) 

localized. In all cases, the frontier bands are localized on the PbSe part of the QD, which agrees 

on the previously predicted results. On the other hand, the energy offset between the unoccupied 

Cd localized and Pb localized states are minimum in Pb rich Janus structure, which is a result of 

interfacial Se in the both Pb and Cd rich QDs. Because of comparable electronic structure in all 

three Janus QDs, absorption spectra show the comparable features. The frontier band is localized 

on the Pb part of the QD in all three Janus QDs. As such lowest energy absorption peak is 

brighter, where electron and hole both are localized on the PbSe part of the QDs. Qualitative 

features of the absorption spectra are well agreed with the experimental absorption spectra.1 The 

lowest energy absorption peak is localized in the PbSe part, although energy is blue-shifted due 

to the smaller size of our model.  
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Figure 6.3: Absorption spectra of PbSe|CdSe Janus QD obtained from the PbSe rocksalt crystal 

lattice. (a) Symmetric stoichiometric, (b) Pb rich and (c) Cd rich asymmetric QDs 

 

Figure 6.4: Janus QD from the CdSe Wurtzite lattice. Janus QD models are prepared by two 

methods, replacing half of Cd by Pb in bulk pristine Wurtzite lattice and half of Cd in optimized 

Cd68Se68 Wurtzite lattice.  

Considering the cation exchange synthesis procedure,5 the next possible lattice structure 

is growing from the wurtzite lattice since it the energetically favorable lattice structure of the 

CdSe QDs. We have prepared PbSe|CdSe Janus QD from the Wurtzite lattice in two different 

methods. In the first method, we have cut an “almost spherical” size Cd68Se68 QD from the bulk 
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CdSe Wurtzite lattice. We have cut through (1120) plane, and Cd is replaced by Pb. The 

resulting geometry is optimized (It is labeled as ‘bulk initial’ in the figure) (Figure 6.4). In the 

second method, Cd68Se68 is optimized using a similar condition in the DFT method, and half of 

the Cd is replaced by Pb (this geometry is labeled as ‘(CdSe)68 initial’) (Figure 6.4). w-

PbSe|CdSe Janus QD has significant reorganization, especially in the Pb part due to the surface 

tension and lattice mismatch. Both clusters have shown the trap state localized in the interfacial 

layer (Figure 6.5). PDOS shows that both clusters have trap states in the band edge or between 

the frontier band (Figure 6.5).  Due to the lowest energy discrete conduction band in the Janus 

QD from the bulk initial, absorption spectra show a redshifted discrete absorption peak compare 

to the Janus QD from (CdSe)68 initial geometry. The transition to the trap state in both models is 

optically bright, creating the lowest energy discrete absorption peaks (NTOs in Table 6.1). 

 

Figure 6.5: PDOS of the PbSe|CdSe Janus QD, where Janus QD models are prepared from the 

CdSe Wurtzite lattice.  



 

162 

 
Figure 6.6: Absorption spectra of the two models which are prepared from the CdSe Wurtzite 

structure. 

Table 6.1: NTOs of the dominant transition of the two lowest absorption peaks in the PbSe|CdSe 

Janus QD prepared from the CdSe Wurtzite lattice structure. NTOs are calculated in Gaussian 

software and visualize in the VMD. 

Bulk initial (CdSe)68 initial 

Energy 

OS 

HOLE Electron Energy 

OS 

HOLE Electron 

S1 

1.23 eV 

0.0092 

  

S1 

1.62eV 

0.0068  

  
S5 

1.64 eV 

0.0119 

  

S4 

1.85 eV 

0.0092 

  

 

To avoid the lattice transformation during the optimization, the next model we studied are 

prepared from the combination of both wurtzite and rocksalt lattice for the CdSe and PbSe part, 
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respectively Figure 6.7. A larger model is needed to consider minimizing the lattice mismatch 

and capped with 8 Cl atoms to balance the stoichiometric charge – Pb52Cd52Se100Cl8. Capping Cl 

is added on the three Pb rich (111) facet of the PbSe part of the QDs. Due to the different lattice 

parameters of Wurtzite and rocksalt crystal, the lattice mismatch is not completely avoided; as a 

result, a trap state is formed in the PbSe part of the Janus QDs (Figure 6.8). PDOS of this model 

shown that frontier unoccupied are localized in PbSe and energy offset between the PbSe and 

CdSe are minimum. 

On the other hand, due to the smaller bandgap of the PbSe semiconductor materials, the 

highest energy states of CdSe and PbSe localized has higher energy offset. Without the 

consideration of the trap states, overall, this Janus QD model has a type-I electronic structure, 

where the valance band has a larger energy difference. This electronic structure agrees with the 

predicted result from the experimental results1. Table 6.2 is showing the spatial localization of 

the four frontiers occupied and unoccupied states. The modeled Janus QD is not perfectly 

symmetric in space. As a result, the trap states are formed in the thin PbSe layer and the QD's 

interfacial area. We suggest that more capping would eliminate the trap states, but it will make 

the model unfeasible for an ab initio computational calculation.   

 
Figure 6.7: PbSe|CdSe Janus QDs prepared by the PbSe rocksalt and CdSe Wurtzite lattice 

structure. QD is capped with 8 Cl atom on the 8 Pb rich (111) facet to make it stoichiometric 

structure.  
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Figure 6.8: Projected density of state (PDOS) of the rocksalt -wurtzite PbSe|CdSe Janus QDs. 

The electronic structure showed strong agreement with the experimental result suggested.  

6.3. Summary 

We have studied the effects of structure and lattice symmetry on the electronic structure 

and photophysical properties of the Janus QDs. We have shown that wurtzite to rocksalt lattice 

transformation of PbSe would create an unfeasible electronic structure, and this model won’t 

predict the acceptable results. On the other hand, a model from the PbSe rocksalt lattice 

suggested that the interfacial layer in Janus QD is in (111) facets. It has a type-I electronic band 

between the two parts of Janus QD, where higher energy offset in the Pb and Cd unoccupied 

states. A larger model is needed to consider simulating the acceptable result, and an interfacial 

surface atom needs to be capped with a ligand. It minimizes the trap states. Independent of Pb 

and Cd chalcogenide lattice, PbSe|CdSe Janus QD has type-I electronic structure, where Pb and 

Cd localized valance band shows higher energy offset than conduction band. This observation 

suggested that high energy hole dynamics would dominate the overall energy relaxation rate. Our 
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future plan is to study the hot carrier dynamics in the Janus QD. This study elucidates the 

electronic properties of the Janu QD and presentative model to excited state process calculations.  
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7. CONCLUSION 

In the disquisition, we have studied how the photophysical properties are affected by the 

surface passivation and interface in metal nanoclusters and chalcogenide nanocrystal. We used 

ab initio method like DFT and TDDFT to study the ground state and excited state electronic 

properties, and semi-classical method DFT based FSSH to study the excited hole and electron 

dynamics. We have focused on the two classes of materials, nucleobase passivated Ag 

nanoclusters, and Pb and Cd chalcogenide nanocrystals like PbX (X=S, Se) QDs, PbCl2 

incorporated PbSe NPL, and CdSe|PbSe Janus QD. 

In chapter 3, it was shown that the inclusion of polar solvent in calculations significantly 

change the nucleobases’ hydrogen bond network. In response to it, a nanoclusters structure and 

optical response are significantly modified. Besides, the redox potential of an Ag nanocluster 

determines the most probable oxidation states in the reaction mixture. Ag nanoclusters have 

alternative high-low reduction potential, where the difference in reduction potential decreases 

with increasing the cluster size. Accurate prediction of redox potential helps to determine the 

thermodynamically favorable cluster size and oxidation states. On the other hand, different 

structural isomers from the different nucleobase passivation have smaller energy difference, 

which suggests that they can coexist in a solution. Among the three nucleobases C, G, and T, 

cytosine (C) has stronger binding energy. Despite the different binding energy and structural 

differences, all Ag6 clusters shown the characteristic three absorption peaks in the energy range 

of 2.5-4.5 eV. The lowest energy transition of open-shell nanoclusters is always dark, while it 

can be bright in a closed shell structure depending on the structure and nucleobase type. The 

absorption peaks' intensities are shown a correlation with the charge transfer to the cytosine and 

s+p+d hybridization. The optically active transitions of energy higher than >5.0 eV are 
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predominately ligand to metal type transitions and which are mainly Ag-d orbital localized 

states. Besides the effects of nucleotide passivation, the effect of the size of the clusters is 

explored in the next sub-chapter. It was found that the three characteristics absorption bands 

become dark while size increases to 18-20 atom.  

In chapter 4, we have explored the surface passivation and surface bond effects on the 

photoexcited electron transfer to the perylene diimides (PDI). The frontier electronic states' 

energies can be tuned by ligand dipole. Besides, the total dipole of the PbS-PDI system is PDI 

axis angle-dependent. PDI linker group and attached PbS facet lead to a different structural 

isomer. Our study hypothesizes that the PDI core and PbS QD surface interaction would increase 

the PDI redox potential and initiate an additional electron transfer pathway, which could increase 

the photoexcited electron transfer rate.   

The excited carrier dynamics of the PbCl2 incorporated PbSe NPL and PbCl2 passivated 

PbSe QD are studied in chapter 5. PbSe NPL has a direct bandgap at L high symmetry point in 

the first Brillion zone, where the conduction band has sub-gap in the conduction band. The 

density of states (DOS) of the valance band and conduction band of QDs are homogeneously 

distributed due to the confinement and high degree of surface reorganization. In both NPL and 

QD, the frontier bands are mostly distributed on Pb and Se. The overall relaxation rate is slower 

in NPL than QDs because of smaller coupling terms and wider intraband energy splitting.  It was 

shown that increasing the initial excitation in NPL increases the ensemble average hot hole 

energy. The hole energy dissipation rate is higher due to the denser valance band, in result 

stronger coupling and smaller average intraband energy difference. It is also shown that the 

initial excited hole and electron state energy in QD dissipated via coupling with lower energy 

acoustic phonon mode while NPL states show coupling with 150-250 cm-1 phonon mode. We 
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have found that the initial hot e-h states are localized on the core layer of the NPL. e-h are 

separated by 1 ps where the hole states are predominately localized on the surface layers, which 

should increase the hole relaxation state. The separation of electron and hole would prevent the 

Auger process and could increase the CM process in QDs.  

The interface and lattice structure-dependent electronic properties of the Janus QD are 

studied in chapter 6. Interface along (100) facet of the rocksalt lattice has a higher lattice 

mismatch due to stoichiometric Pb and Se balanced interface. On the other hand, (111) interface 

creates Pb or Cd enriched Janus QDs where frontier states are PbSe part originated and shows 

energy offset between Pb and Cd originated valance band states. The interfacial mismatch is 

minimum in the model prepared from the wurtzite and rocksalt lattice despite it shows a trap 

state localized on the interface on the QD surface. Capping the surface could prevent the trap 

states. 


