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ABSTRACT

Heart disease is the leading cause of death globally. Aorta is extremely important because

of its critical function in blood circulation. Abnormal hemodynamics of aortic valve and arch is

related to many severe diseases and has intrigued a growing of fluid dynamic researches over

decades. However, due to the complexity of transient flow and fluid-structure interaction, many

aspects of aortic hemodynamics have not been fully understood. The goal of this dissertation is to

design and construct an in-vitro cardiovascular flow simulator for PIV hemodynamics research and

understand the pulsatile flow characteristics of human aortic valve and arch under normal and

diseased conditions.

First, we investigated the fluid dynamics of a complaint aortic root model under varied

cardiac outputs. High turbulence kinetic energy was observed after peak systole. A reduction in

cardiac outputs resulted in a lower post-systole turbulence, smaller circumferential deformation,

smaller geometric orifice area, and a shortened valve-opening period.

Second, we investigated the pulsatile flow through stenotic aortic valve models. Results

indicated that a severe prosthetic stenosis causes significant changes in the flow fields

downstream. The hemodynamic changes, e.g., increased jet velocity and viscous shear stress,

were associated with the stiffened leaflet materials, rather than the stent base structure.

Third, we presented a combined experimental and numerical study of the pulsatile flow

characteristics within Gothic and Romanesque aortic arch models. The results revealed

significantly different primary and secondary flow characteristics between two models. Low and

oscillatory wall shear stress and the abnormal secondary flow in the Gothic arch are correlated to

vascular endothelial cell remodeling and might provide hints to the increased risks of

atherosclerosis, late systemic hypertension, and other cardiovascular complications.
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Overall, this dissertation provides physical insights into pulsatile flow characteristics

through aortic valve and arch models under varied normal and diseased conditions. In-vitro

experiments using PIV can capture prominent flow characteristics within prosthetic aortic

models, providing better controllability and spatial resolution that complements clinical

diagnosis and a source of validation for computational simulations. Future improvements of

artificial models’ designs and the advanced flow diagnostic techniques can further enhance the

accuracy and credibility of in-vitro flow researches.
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1. GENERAL INTRODUCTION

1.1. Aims and Scope

Aortic diseases related to aortic valve and arch lead to significant mortality all over the

world. As one of the major risk factors, aortic hemodynamics is generally complex and attracts a

growing number of interdisciplinary studies over the past decades. As the major diagnostic tool,

clinical imaging has its own limitations in terms of spatial and temporal resolutions and limited

controlled over flow conditions. Recent years, computational fluid dynamics (CFD) and

advanced optical flow diagnostics based on in vitro mock flow loops have emerged as an

efficient and powerful method to help understand the fluid dynamics related to the aortic disease.

In particular, particle image velocimetry (PIV) method could provide detailed quantitative flow

field data and is valuable for both clinical references and computational simulation validations

under various physiological conditions.

The main goal of this Ph.D. dissertation research is to design and construct an in-vivo

cardiovascular flow simulator for PIV hemodynamics research and to understand the pulsatile

flow characteristics of human aortic valve and aortic arch under normal and diseased conditions,

such as aortic stenosis and aortic arch deformations. The overall structure and main contents of

this thesis, as shown in Figure 1.1, are summarized as follows:
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Figure 1.1. Roadmap of this thesis.

In Chapter 1, a comprehensive introduction to physiology and literature review on fluid

mechanics of aortic valve and aortic arch are presented based on previous academic and clinical

research.

In Chapter 2, the optimization and design of an in-vitro cardiovascular flow simulator

with PIV system for this research are introduced and described.

In Chapter 3, we present a paper “An Experimental Study of Pulsatile Flow in a

Compliant Aortic Root Model under Varied Cardiac Outputs”, published in Fluids. The objective

is to study the pulsatile flow characteristics and structural responses in a compliant aortic root

model under varied cardiac outputs was investigated using PIV method.

In Chapter 4, we present a paper “Effects of Heart Rate On the Pulsatile Flow

Characteristics of a Stenotic Aortic Valve Model: An in Vitro Experimental Study”, published in

Journal of Fluids Eng. and a paper “Experimental Analysis of Pulsatile Flow Characteristics in

Prosthetic Aortic Valve Models with Stenosis”, published in Medical Engineering and Physics,

respectively. The objective is to study the flow characteristics in the stenotic aortic valve models
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under pulsatile conditions generated by a closed-loop cardiovascular flow simulator using Phase-

locked PIV method.

In Chapter 5, we present a manuscript “Experimental and Numerical Study of Pulsatile

Flow Characteristics in Romanesque and Gothic Aortic Arch Models”, submitted to Medical

Engineering & Physics for review. The objective of this study is to investigate the pulsatile flow

characteristics of the deformed aortic arches - Romanesque and Gothic aortic arch models and

compared under pulsatile employing 2D and Tomographic PIV method. Computational Fluid

Dynamic (CFD) method was used to verify the consistence with the PIV experimental results.

In Chapter 6, the research findings were summarized and the limitations associated with

the directions for future research were also discussed in the end.

1.2. Heart

1.2.1. Anatomy and Function of Heart

It is known that the human heart plays a vital role in the blood circulation of the whole

body. As a hollow muscular organ, heart is divided into right and left sides via partition septum

and each side of heart has two chambers, i.e. four heart chambers, named as right atrium (RA),

left atrium (LA), right ventricle (RV) and left ventricle (LV), respectively. Under normal

conditions, there are four valves that connect the chambers working as the check valves to

maintain the one-directional blood flow. These heart valves between the atria and the ventricles

are called atrioventricular valves including tricuspid valve (TV) and mitral valve (MV). The TV

is located between the right atrium and the right ventricle, while the MV is situated between the

left atrium and the left ventricle. The remaining two heart valves are called semilunar valves –

aortic valve (AV) and pulmonary valve (PV). The AV is located between the aorta and the LV



4

while the PV is situated between the pulmonary artery and the RV. The basic structure of heart

and its key portions are shown in Figure 1.2.

Figure 1.2. Schematics of the human heart and heart valves [1].

Heart works as an engine to pump blood through the entire body via two important

circulations of body - pulmonary circulation and systemic circulation [2]. The right heart actually

controls the pulmonary circulation. In this circulation, the deoxygenated blood returns to the

vena cava and then transports into the RA of the right heart. The deoxygenated blood moves into

the RV via the TV. After that, the deoxygenated blood in the RV pumps into the pulmonary

arteries through the PV and moves to the lungs where Carbon dioxide and oxygen exchanging

procedure occur. In the meantime, the left heart drives the systemic circulation. After being

oxygenated in the lungs, the oxygenated blood from the pulmonary veins moves into the LA of

the left heart. The oxygenated blood then pumps into the LV through the MV and then ejects

from the LV through the AV to the aorta. Then the oxygen-enriched blood transports to all the

organs and tissues of human body. After releasing the oxygen to organs and tissues, the

deoxygenated blood travels back through vena cava again to the RA of the right heart [2], [3].
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The whole process repeats and almost happens at the same time for the right and left heart during

one heartbeat.

1.2.2. Cardiac Cycle

A heartbeat is also called a cardiac cycle. Typically, the adults’ resting heart rate is

between 60 and 90 beats per minute (bpm). During one heartbeat, it can be divided into systole

and diastole stages. Figure 1.3 shows the systole and diastole timing with the valve

configurations in an example cardiac cycle (0.8s / 75 bpm).

Figure 1.3. Systole and diastole process in one cardiac cycle [4].

Systole is the contraction of the heart muscle. From this figure, it can be seen that the

atrial systole normally happens about 0.1s ahead of ventricular systole and then ventricular

systole starts and lasts about 0.3s after previous atrial systole. During the atrial systole, the

pressure inside the atria increases to push the atrioventricular valves (TV and MV) open. These

TV and MV remain open until much higher pressure forms in the ventricles to push them back to

close during the ventricular systole.

Diastole is the relaxation of the heart muscle. During the atrial systole, the ventricles

experience blood refiling, the process of which is called ventricular diastole. The ventricular

systole starts after being filled and the atrioventricular valves closed. In addition, after the
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previous ventricular systole, the atria and ventricles are undergoing refilling process that indicate

they are both in diastole. Both of the semilunar valves (AV and PV) remain closed. Although the

atria and the ventricles both have their own systole and diastole during each heartbeat, the term is

normally referred to the ventricular ones when they are mentioned.

A full cardiac cycle can be mainly divided into seven phases [5]. The left heart and 75

bpm (0.8s) are selected as an example. The events and details can be seen in Figure 1.4.

 Phase 1: Atrial contraction

Atrial contraction is the starting point of the whole cardiac cycle. At fisrt, all four

chambers are relaxed. When the atria starts to contract, the inside pressure goes up, pumping the

blood flow into the LV quickly. This process lasts about 0.1s during the whole cardiac cycle. At

the end of this phase, the blood volume in the LV is called end-diastolic volume (EDV).

 Phase 2: Isovolumetric contraction

Phase 2 is defined as isovolumetric contraction which represents the ventricular systole.

After atrial contraction, the ventricles start to contract,and then the pressure inside the LV

increases quickly. The MV is forced to close when the pressure inside the LV becomes larger

than that in the LA. At this point, the LV is a fully closed chamber with the inside pressure

increasing. It still experiences contraction but no volume changes in the chamber.

 Phase 3 - 4: Ejection

Phase 3 – Rapid blood ejection: The AV is forced to open at this phase when the LV

pressure exceeds the aortic pressure. The blood flow starts to pump into the aorta very quickly.

The pressure gradient between the LV and the aorta is very small at this moment.

Phase 4: Reduced blood ejection: The LV pressure decrease due to the relaxation of the

muscle. When the LV pressure becomes a little lower than the aortic pressure, the blood flow
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keeps moving into the aorta due to inertial force. In the end, the LV pressure drops quicker and

the aortic valve closes to prevent the blood back flow to the LV. The volume of blood flow in the

LV now is called the end-systolic volume (ESV). So the stroke volume (SV) that means the

ejected blood volume during the ventricular systole: SV = EDV – ESV.

 Phase 5: Isovolumetric relaxation

Phase 5 is isovolumetric relaxation. After blood ejection (aortic valve close), the LV

remains relaxed and the pressure inside keeps decreasing. All the valves close at this point and

the blood volume in the LV is constant. Then the ventricular diastole starts.

 Phase 6 – 7: Rapid inflow and diastasis (refilling)

Phase 6: Rapid inflow: the MV opens quickly when the LA pressure exceeds the LV

pressure. The accumulated blood in the LA drops into the LV. After that, the LV continues to

relax causing more blood in the LA flow into the LA.

Phase 7: Diastasis which is also called reduced inflow. In this process, the LV keeps

filling and the LV pressure starts to rise, which shortens the pressure difference between the LV

and LA.

Figure 1.4. Events and details in one cardiac cycle.
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1.3. Aortic Valve

1.3.1. Anatomy and Function of Aortic Valve

All four valves of heart play a very significant role in blood flow regulation to prevent the

reversed flow. Among them, the aortic valve is in the most important position in maintaining

efficient cardiac function especially for the systemic circulation. The AV locates at the junction

of the LV and the aorta (the largest artery of human body). Because LV pumping power is the

strongest among the four chambers, the AV sustains the highest blood pressure compared with

the other three valves.

A normal AV (diameter ≈ 25 mm) has three thin semilunar cusps or leaflets (thickness ≈

1.5 mm) within a connective tissue sleeve [6]. The three cusps are the left posterior (left coronary

cusp), anterior (right coronary cusp) and right posterior (non-coronary cusp), respectively [6].

Each leaflet has three different layers, which is called fibrosa, spongiosa and ventricularis,

respectively [7]. The side of the valve facing the aorta is the fibrosa, which the opposite side is

the ventricularis that is made of collagen and elastin. Meanwhile, the ventricularis is thinner and

smooth layer than the fibrosa. The mid-layer of the valve is the spongiosa that is composed of

connective tissue and proteins [5]. When the AV is closed, the three leaflets will form a small

overlapping surface (coaption surface) to make the valve sealed better. The fibrous annular ring

is attached to the LV that is the inlet of the LV outflow tract. There are three bulges at the aortic

root (structural support for leaflets) that are superior to the annular ring of the AV, which are

called aortic sinus or sinus of Valsalva. The junction between the sinuses and the aorta is named

the sinotubular junction (the outlet of the aortic root into the ascending aorta), while the junction

facing the LV is called aortic annulus. Figure 1.5 shows the key components terminologies of

AV in latitude and three major sites of aortic valve in longitude direction. The white arrows in
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the Figure 1.5 (b) from the left to right indicate the blood flow from the LV to the ascending

aorta direction.

Figure 1.5. (a) Key components terminologies of aortic valve in latitude direction (b) three major
sites of aortic valve in longitude direction.

The key function of the AV is acting as the check valve to ensure unidirectional flow,

which prevents the blood backflow to the LV from the ascending aorta. When the LV contracts

(during the ventricular systole), the pressure increases rapidly in the LV (larger than the pressure

in the aorta) to push the AV open and then the high velocity and pressure blood flow pumps out

from the LV via AV to the ascending aorta [8]. Thus, the inappropriate opening and closing of

the AV may result in the abnormal flow velocity and pressure compared with the normal

condition. Given its significant physiological function, a variety of aortic diseases can result

from the dysfunction of the AV, including but not limited to aortic calcification, stenosis and

regurgitation. Severe conditions could lead to heart failure or sudden death [9].

1.3.2. Aortic Valve Diseases

In the United States, approximately five million people are affected by the valvular heart

diseases every year. According to the studies, the AV diseases are dominant and the most
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prevalent of them are valvular stenosis and regurgitation [10]. Meanwhile, they are also

considered to be the crucial predisposing causes for many cardiovascular diseases which include

but not limited to aortic aneurysm, thromboembolism, and stroke [11], [12].

 Aortic valve regurgitation:

aortic valve regurgitation is the phenomenon that the blood flow reverses to the LV from

the ascending aorta during ventricular diastole. This regurgitation may be given rise to the valve

dysfunction or leak. This may be caused by many reasons such as aging processes and bacterial

infection, etc. Therefore, the heart will work harder to compensate for the blood leakage to meet

the body’s need, which means that this abnormal blood flow condition can progressively lead to

the volume and pressure overload of the heart and ultimately result in other cardiovascular

complications or even heart failure.

 Aortic valve stenosis:

Aortic stenosis (AS) usually occurs when the leaflets of AV become stiff, which can lead

to a narrowed valve orifice area. This valvular abnormality will result in an increased pressure

gradient between the LV and the aorta. Different from the other AV diseases, AS is a progressive

disease that can lead to a very high risk of mortality if untreated and usually asymptomatic

before midterm stage, which means that AS is relatively difficult to be detected at its early stage

(mild and moderate) [13]. In addition, AS is also the third prevalent cardiovascular disease

except hypertension and coronary heart disease in the Western countries [14]. Therefore, AS has

emerged as a study target for many researchers in recent decades.

Nowadays, the treatments of aortic valve regurgitation and stenosis are normally through

surgical procedures such as valve repair and replacement.
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1.3.3. Aortic Valve Repair and Artificial Valves

Aortic valve (AV) repair surgery is normally the first option due to its advantages such as

lower infection risk and long-tern meditation, etc. AV repair is also called AV reconstruction,

which is usually the traditional open-heart surgery to reconstruct the form and function of a

diseased valve in order to enhance the blood flow. There are several kinds of surgical methods

for the AV repair treatment frequently.

 Commissurotomy: Replace a wide valve cusp

 Vavuloplasty: Open a stenotic (stiff) valve using a balloon

 Annuloplasty: Reinforce the ring around annulus through inserting an artificial ring

 Decalcification: Eliminate the calcium from leaflets or annulus to stop blockage

 Reshaping: Reshape the tissue to make it open and close correctly

 Patching: Conceal or fix holes of valve by inserting tissue to prevent leakage

 Repair of Chordae tendineae: Fix or reshape the structural support of the valve

The AV repair approaches summarized above are selected depending on the realistic

patients’ health conditions. Specially, the repair of AV stenosis only can be treated through

commissurotomy and decalcification [15].

When the patients have the severe aortic valve problems that cannot be treated through

surgical repair, aortic valve (AV) replacements are often recommended with an artificial valve.

Nowadays, there are basically two types of artificial replacement valves that dominate the

current clinical market commercially, i.e. mechanical and bio-prosthetic valves.

 Mechanical valves:

Mechanical valves are the most traditional and widely-used valvular prosthesis in valve

replacement surgery due to its long-term technical improvement, good durability (low risk of
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valve deterioration), high level of commercialization and, as a result, relatively lower price [16].

However, because of its non-physiological structure and interactions, it may lead to abnormal

hemodynamics which could result in the increasing risks of platelet activation and even

hemolysis [17]-[19]. Therefore, patients who received mechanical valve implantation are often

needed to take the anticoagulant medicines in the rest of their life. In the opposite, the use of bio-

prosthetic valves has significantly increased in the last decades [20].

 Bio-prosthetic valves:

Compared with traditional mechanical valves, bio-prosthetic valves are relatively newly-

invented valve type but quickly attracted a great number of clinical and academic attentions. The

bio-prosthetic valves are normally made of porcine or bovine tissues with the native valve

structures - three leaflets [21]. Because the anatomy and materials of bio-prosthetic valves are

more similar to the native valves, the risks of thrombosis and hemolysis are relatively low

compared with the mechanical valves [22]. However, the tissue-based bio-prosthetic valves are

more prone to tissue failure due to its deteriorated materials [23]. This often result in its shorter

durability than the traditional mechanical valves [24].

 Polymeric valves:

Polymeric valves, similar as mechanical valves, has emerged as another artificial valve

prostheses alternative. It was a flexible polyurethane (PU) mitral valve that firstly implanted into

humans [25], [26]. During that time, polymeric materials like silicone, Polytetrafluoroethylene

(PTFE), Polyethylene terephthalate (PETE or Dacron) and Teflon were all possible choices due

to great flexibility and biocompatibility. However, even with different designs, polymeric valves

made in those materials had a lot of shortcomings, which, as a result, greatly limited its

application. For instance, they are normally of lower durability due to rapid hydrolysis and low
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resistance to thromboembolism, which made them unsuitable choices for fabricating valve

prostheses [27], [28]. In the past 20-30 years, more superior polymers have been developed,

which were more durable, bio-stable, and can better reproduce the real hemodynamics of natural

valves.

Overall, a further understanding of valve hemodynamics is of significant importance to

enhance the clinical assessment, deployment, and management of valve prostheses. Therefore,

recently, numerous studies have been performed in attempts to quantify the fundamental

hemodynamics and fluid-structure interactions of artificial heart valves using various

computational and experimental methods.

1.4. Aorta

1.4.1. Anatomy and Function of Aorta

Aorta is the largest artery of the human body, which connects the heart (LV), ascending

aorta, aortic arch, descending aorta and down to the abdominal aorta together (deriving from the

LV of heart to the abdomen). Aorta carries the oxygenated blood flow from the LV to the

systemic system of the body [29]. Generally, human aorta is an about 1-foot long in length and

over 1-inch wide in diameter tube, which contains ascending aorta (normal diameter <

2.1 cm/m2), descending aorta (normal diameter < 1.6 cm/m2), thoracic aorta and then abdominal

aorta (normal diameter < 3 cm) along the tube and three small branches (brachiocephalic artery,

left common carotid artery and left subclavian artery) on the top of aortic arch (proximal to distal)

[30]. This indicates that the aorta is the widest at the junction between the LV and the ascending

aorta and becomes gradually narrower when it extends to the distal abdomen. The aorta basically

consists of three layers including tunica intima (inner layer with a smooth surface), tunica media

(middle layer made of smooth muscle, elastic tissue, and collagen) and tunica adventitia (outer
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layer made of connective tissue), the wall of which has a very high elastic compliance (normal

wall thickness < 4 mm, Young's modulus ≈ 3-6 N/m2•105) [31], [32]. Figure 1.6 below shows the

terminologies of each important part of the human aorta in detail.

Figure 1.6. Schematic of human aorta with labeled terminologies of key segments [33].

In the cardiovascular system, fully turbulent flow is not common as most of the blood

flow in human arterial and venous systems is normally laminar (Re < 30). However, turbulent

flow condition at a high flow velocity can be observed in the human aorta (especially the

descending aorta) [5]. In in vitro experiments, two non-dimensional parameters, i.e., the

Womersley number and Reynolds number, are normally used to describe the periodicity and the

dynamic similarity of physiological pulsatile flow. Generally speaking, the blood ejects from the

LV to the aorta with a very high pressure and high velocity. This high pulsatile (high Womersley

number around 13.83, normal artery ≈ 2.21) and turbulent blood flow (peak Re number ≈ 4500
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indicates a high instability of blood flow passing through the aorta [34]. The aorta experiences

this continuous type of shock and high working load through this repeated cardiac cycle.

Furthermore, the aorta has a curved arch structure connecting the ascending aorta, descending

aorta and the branched arteries towards head and neck. Due to the complex structure, the aortic

flow tends to be more complicated and three-dimensional. The hemodynamics of the aortic arch

and its relation to the potential diseases are still not fully understood and required a systematic

study.

1.4.2. Aortic Arch Diseases

Due to the complex structure and hemodynamics of the aorta, the dysfunctional aortic

arch can lead to the many fatal aortic arch diseases. Several common aortic arch diseases include

aortic aneurysm, aortic dissection, and coarctation of aorta. Aortic aneurysm is the abnormal

bulge of the aorta and the diameter of its injured part is normally 1.5 times larger than normal

condition [35]. When the aortic aneurysm gradually forms, it can weaken the blood vessel wall

and raise the possibility of rupture. Aortic dissection is a fatal condition which occurs when the

blood flow into the layers through the injured inner layer (tunica intima). Aortic dissection can

happen at any point of the aorta [36]. Aortic dissection will result in death very quickly due to

insufficient heart blood supply or the complete aortic rupture [37]. Aortic dissection is actually a

rare disease, which has an occurrence rate around 3/100000 people every year [38].

Coarctation of the aorta (CoA) is the narrowing of the aorta and occurs around the aortic

arch portion, leading to altered hemodynamics in the aorta as well as a rising working load for

heart. Different from other aortic arch abnormalities, CoA is a congenital defect which often

occurs at birth and nearly occupies 6-8 % of the congenital heart diseases currently [39], [40].

Surgery is often necessary to remove the narrowed section of the aorta, however, even if the
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patients received successful treatments, many young patients still develop cardiovascular related

complications due to its complicated structure, particularly systematic hypertension (20-40 %

young adult survivors) later in their adulthoods [39], [41], [42]. Recently, the reasons behind this

complication have been investigated and one of the suggested causes has been proposed to be the

deformation of aortic arch after successful surgeries due to the induced irregular hemodynamics

[43]-[45].

The pathologies behind aortic arch diseases are usually varied and many of them are

asymptomatic and life-threatening. The complicated hemodynamics increases the difficulty of

diagnosis and always pose enormous challenges for the patients’ treatments especially surgeries

in the realistic life.

1.4.3. CoA Treatment and Deformed Aortic Arch

Catheterization or surgical removal are clinical options to treat the coarctation of the

aorta. The catheterization is actually angioplasty method with or without stent. During this

procedure, a long and thin catheter attached with a balloon at the end would be transported to the

aorta through leg artery. As the thin catheter arrives the destination (coarctation), the balloon is

inflated to enlarge the narrowed part. When the coarctation is corrected, the catheter and balloon

will be removed. For the severe coarctation patient, a stent (a small mesh tube) will be inserted

into the narrowed area to keep it open normally. The open surgery is another way to treat this

defect. Normally, when the coarctation of the patient is small, the end-to-end anastomosis

surgical method will be recommended to remove the small narrowed area. In addition, various

kinds of bypass graft surgery are the other surgical alternatives for the patients. Even if the

patient survives from the successful surgery, the medication care and the regular medical tests

are still necessary to follow up the recovery.
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However, according to researches, even if many young patients repair it successfully,

they still have a large chance to develop other cardiovascular complications such as systematic

hypertension (20-40 % young adult survivors) later in their adulthoods [41], [42], [46]. There are

two mainly types of the deformed arch - Gothic and Romanesque based on statistics. Both of

them are named based on the geometric structure of the architecture. While the Romanesque arch

is close to a normal aortic arch with a round and smooth arch section, a Gothic arch is

characterized by a triangular shape and an increased overall height/width ratio. Due to the

induced irregular hemodynamics, the reasons behind this kind of complication have been widely

investigated and one of the suggested causes has been confirmed to be the deformation of the

aortic arch after successful surgeries [43]-[45].

1.5. Blood Flow

The blood flow problems was first studied by Young and Poiseuille [47]. Blood mainly

consists of the blood plasma with the blood cells suspended. The blood plasma makes up

approximately 55% of the overall blood volume, which is made of about 93% water, 6-8%

proteins and 1.5% other solutes but it may vary [48]. The density of the plasma is about 1030

kg/m3 and the normal plasma itself behaves as a Newtonian flow having a dynamic viscosity of

1.4×10-3 Pa·s under the normal body temperature [49]. There are mainly three types of blood

cells: the white blood cells (leukocytes), the red blood cells (erythrocytes) and the platelets. The

red blood cells take up around 45% of the blood volume, the shape of which is biconcave discoid

with a diameter around 7 µm. This special shape of the red blood cells make them easier to

squeeze and transport to small size capillaries [50]. Although the amount of the white blood cells

and the platelets are small compared with the red blood cells, they play a very significant

function in our immune system and blood clotting.
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Since there are small numbers of the white blood cells and the platelets inside the blood,

the rheology of blood is mainly impacted by the red blood cells. Thus, blood is known as a non-

Newtonian fluid. However, the non-Newtonian effect is small and really depends. When the

blood transports through small vessels (the red blood cells squeeze), it behaves like a non-

Newtonian fluid. However, in the large vessels such as aorta, the non-Newtonian effect is really

weak, so the blood can be approximately treated as a Newtonian fluid with a dynamic viscosity

of 3.5×10-3 kg/(m·s) [47]. The most of blood flow inside the vessels are laminar, however, the

blood flow in the arteries is highly pulsatile.

1.6. Fluid Dynamics Research

The relationship between hemodynamics and the pathology of aortic valve, aortic arch

and related diseases underscores the need to further understand aortic fluid dynamics. In recent

years, Hemodynamics related to aorta has been investigated by researchers employing multiple

approaches such as computational fluid dynamics (CFD) and Particle Image Velocimetry (PIV),

etc.

1.6.1. CFD Research Related to Aortic Valve Hemodynamics

Over the years, CFD simulation has evolved into a powerful technique to help understand

the complicated physiological flows, and it also has been widely utilized to investigate the

hemodynamics including instability, vorticity and fluid-structure interactions of artificial valves

under various conditions.

Ge et al. [51] investigated the steady-state flow passing through a fully open mechanical

valve with the help of CFD simulations. Shim and Chang [52] investigated a mechanical valve

under steady flow conditions using three-dimensional modeling and found out the absence of the

vortical flow downstream. Furthermore, through direct numerical simulation, Dasi et al. [53]



19

further revealed that the complicated vortical flow characteristics under the pulsatile flow

conditions and its associated flow characteristics of a rigid bi-leaflet mechanical heart valve

downstream. More recently, researches have attempts to study the relationships between the

hemodynamic features and the leaflets motions with the assistance of CFD simulations. For

example, Shi et al. [54] analyzed the pulsatile flow through bi-leaflet mechanical valves when

they are in the opening condition using moving boundary to simulate the moving leaflets features

via CFD method to figure out the impact of blood-leaflet interaction. In addition, Kelly et al. [55]

predicted the 3D and time-dependent flow through a bi-leaflet mechanical valve via establishing

the accurate CFD model and found out the small-scale flow around the pivot regions. Yun et al.

[56] simulated the motion of platelets to detect the possibility of blood damage through fluid-

structure interaction within the hinge recess of a bi-leaflet mechanical heart valve.

To date, the compliant artificial aortic valves, such as tissue-based bio-prosthetic valves

have similar leaflets structures with native valves and, thus, could have better hemodynamics

than mechanical valves. However, the bio-prosthetic valves still have the obvious shortcomings.

For example, the characteristics of the bio-prosthetic valve make it easier to generate high

pressure gradient than mechanical valves, so this feature increases the risks to acquire the

stenosis and shortens its lifetime [21]. Hence, due to its durability and tissue rupture issues, the

bio-prosthetic valves under simulated physiological conditions has also drawn great attention and

its fluid dynamics have been widely investigated in recent years [57]-[61].

Bio-prosthetic valves have the flexible leaflet structure as the native valves and the

computational simulation play a very significant role in accessing the performance of the valve

structures and hemodynamics of bio-prosthetic valves. However, the primary shortcoming of this

type of valve is the short durability. Thus, the computational analysis can provide insights into



20

the manufacturing processes and also contribute to improve the design of valves. Numerical

analysis has attempts to detect the mechanical failure of bio-prosthetic valve, Krucinski et al. [62]

simulated the leaflet open and closure of a tri-leaflet bio-prosthetic valve fabricated with bovine

pericardial tissue using non-linear finite element and commercial finite element methods together

and their results exhibited that the high flexural and compressive stresses occurs near the vicinity

of sharp leaflet curvatures. Meanwhile, fluid-structure interaction (FSI) simulation is a common

research direction to evaluate the hemodynamics of bio-prosthetic valves. Due to the flexible

movement of the valve leaflets, Kamensky et al. [63] analyzed a three cusps bio-prosthetic valve

during the entire cardiac cycle employing computational FSI method with immerse geometric

analysis. Hsu et al. [64] further evaluated a bio-prosthetic valve inserted in the flexible artery

using FSI simulation with various immersed-boundary and arbitrary Lagrangian–Eulerian

methods. Furthermore, Makhijani et al. [65] combined the three-dimensional model with fluid-

structure model to simulate a bio-prosthetic valve under various flow conditions such as pulsatile

and laminar. Their simulation results around the valve orifice area agree well with the previous

experimental data.

1.6.2. Experimental Fluid Dynamics Research Related to Aortic Valve Hemodynamics

In vitro experimental studies could greatly improve the understanding of artificial valve

hemodynamics due to the controllable flow conditions and the enhanced spatial and temporal

resolutions compared with the traditional clinical method [66]. PIV technique has emerged as a

powerful visualization tool to utilize for in vitro studies of artificial valves.

Lim et al. [67] studied the fluid dynamics in four different prosthetic valves including

mechanical valves under steady flow conditions employing PIV technique. Balducci et al. [68]

investigated the downstream flow fields of a bi-leaflet mechanical valve using PIV and PTV
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measurements. The results showed highly unsteady flow status and the presence of large-scale

vortices in the two areas - aortic sinus and leaflet wakes, which came up with the similar results

with the simulation studies [52], [53]. Bellofiore and Quinlan [69] conducted PIV experiments

on flow passing through a mechanical valve with substantially enhanced spatial and temporal

resolutions. This led to a better understanding of a Lagrangian analysis of blood cell trajectories

and the platelet activation at different stages of the cardiac cycle. Li et al. [19] performed the PIV

experiments to estimate the Reynolds stresses and the viscous dissipative stresses of a

mechanical valve, which indicated that the valve-induced viscous stresses could possibly lead to

platelet rupture. Apart from general flow characteristics, researchers have been able to

investigate other flow indicators, e.g., energy loss, through various in vitro experimental studies

to evaluate aortic stenosis associated with the performance of mechanical valves [70]-[72].

PIV method has also been used to investigate the hemodynamics of bio-prosthetic valves

[23], [73]-[75]. Avelar et al. [76] employed PIV method to detect the leaflet flutter conditions

and differences of two bio-prosthetic valves with various materials. Lim et al. [67] investigated

the flow behaviors of four different prosthetic valves including a porcine bio-prosthetic valve

and three different mechanical valves under the steady conditions using PIV technique and

noticed that the porcine valve showed the highest pressure loss and Reynolds stresses in the

experiments. In addition, Lim et al. [77] conducted the pulsatile flow PIV measurements to

further investigate the velocity fields and Reynolds stresses downstream of a porcine bio-

prosthetic valve during systole to make the estimation of the shear-induced damage. Saikrishnan

et al. [78] also performed in vitro PIV experiments of a porcine tissue valve and the results

showed that the turbulent kinetic energy (TKE) and vorticity of the flow downstream of the

valve were significantly increased. Three-dimensional flow fields conditions of a bio-prosthetic
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valve have been analyzed through Tomographic PIV technique by Toninato et al. The bio-

prosthetic valve was inserted into different size aortic roots and their results exhibited that the

aortic jet diameter can impact the characteristics of the flow fields [79]. A combination of

doppler echocardiography and flow visualization imaging method is also another in vitro

experimental approach to access the hemodynamics performances of a bio-prosthetic aortic valve

[80].

Polymeric valves that have a similar structure as the natural valves have emerged as

another artificial valve prostheses alternative. For instance, Haj-Ali et al. [60] predicted the

kinematics and the structural behavior of the polymeric tri-leaflet aortic valves through nonlinear

structural simulations and compared the simulation results to the experimental data to provide a

benchmark for future artificial valve designs. Leo et al. [23] examined the velocity and Reynolds

shear stress (RSS) downstream of tri-leaflet polymeric heart valves with PIV technique.

1.6.3. Hemodynamics Research of Aortic Arch

Multiple methods have been utilized to elucidate the hemodynamics of aortic arch for

further understanding the pathologies behind the aortic arch diseases. Clinical imaging tools such

as magnetic resonance imaging (MRI) is widely used to help doctors study and diagnosis the

patients. Computational approaches are very powerful commonly employed to reveal the

hemodynamics of aortic arch and clinical validation, thus many computational studies have been

widely utilized by researchers to assess the flow fields of aortic arch and discuss the relations

between the hemodynamic characteristics and aortic abnormalities [81].

Wall shear stress (WSS) and the secondary flow are usually treated as critical factors in

the progression of the atherosclerotic lesions. Efstathopoulos et al. [82] analyzed the correlation

between WSS in the ascending aorta and three different Poiseuille based flow conditions during
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a full cardiac cycle through studying 20 non-atherosclerotic patient-specific MRI data and they

found that this type of research method is feasible and helpful. Employing the MRI to acquire

patient-specific data, Kliner et al. [83] revealed the relation between the retrograde secondary

flow with the atherosclerotic formation due to the curvature of aortic arch. Through the direct

computational method, Shahcheraghi et al. [84] simulated a human aortic arch through three-

dimensional reconstruction and analyzed the flow fields of aortic arch under pulsatile condition.

Their results showed that the primary and secondary flow were observed along aortic arch

associated with high WSS along the outer wall near the branches and low along the inner wall

that may lead to the development of early atherosclerotic lesions. Fujioka et al. [85] also studied

the flow patterns of the realistic aortic arch model through the computational analysis, and they

observed that the secondary flow near the inner wall which can induce the large WSS variation.

Meanwhile, with the assist of MRI , the CFD results of aortic arch hemodynamics were validated

by Miyazake et al. and agreed well. They observed the secondary flow in the distal aortic arch

and WSS distribution [86]. The impact of different inlet boundary conditions on aortic arch

hemodynamics also have been studied through computational methods with the help of MRI by

several authors [87], [88]. Among them, Jin et al. [89] employed MRI dataset to build a

computational model to study the effects of wall motion on the flow patterns around the

ascending aorta.

Studies of aortic arch hemodynamics have also been conducted and studied for diseased

aortic arch. For instance, the patients suffer aortic aneurysm or congenital aortic arch defect.

Hardman et al. [90] utilized the various patient-specify inlet boundary dataset generated from

MRI combined with the CFD method to analyze their impact on aortic aneurysm hemodynamics.

Based on FSI modeling, Yeh et al. [91] simulated three ascending thoracic aortic aneurysms with
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different diameters according to patient–specific data under different blood pressure. They

observed that the aneurysm geometry and blood pressure have significant impact on the WSS.

Shang et al. [92] evaluated the peak WSS for various thoracic aortic aneurysm models with

different diameters through computational methods and they found that the growth rate of

aneurysm was highly related to peak WSS that is an important predictor for treatments. For the

most common congenital defect – CoA, the hemodynamics of the deformed aortic arch after

surgery of coarctation have drawn much attention due to its debates of hypertension in recent

years. Based on MRI study, Frydrychowicz et al. [93] suggested that in the altered shapes aortic

arches, secondary flow characteristics such as helix and vortex flow were less common. Szopos

et al. [94] studied the hemodynamics of idealized Gothic and Romanesque aortic arch employing

CFD and FSI methods together and the results indicated that a Gothic arch resulted in an

eccentric and higher wall shear stress (WSS) on the ascending and horizontal aortic segments.

Olivieri et al. [95] also conducted a steady flow CFD simulation of three different deformed

aortic arch geometries. Their results showed that Gothic arch has a unique location of peak WSS

in the descending aorta compared with that in Romanesque and Crenel arches.

Overall, these findings imply the complex hemodynamic mechanisms and highlight the

needs for detailed fluid dynamic studies of aortic arch hemodynamics. However, common

clinical imaging has limited spatial and temporal resolutions, which is also limited to specific

boundary conditions. Most of the previous CFD studies were concentrated on steady flow

conditions in idealized geometries. Currently, there is a lack of experimental data of aortic arch

hemodynamics, which is important for direct validation of particular flow phenomena. Therefore,

in recent years, many researchers have used in vitro PIV experimentation as an important
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approach to assist the in vitro hemodynamic studies associated with biomedical researches [75],

[96], [97].

1.7. Motivation of Current Studies

Overall, based on the previous literature reviews and researches, there are several

research gaps in the field of aortic hemodynamics, as summarized below:

1) The resolution of clinical imaging is very limited so that the detailed and time-dependent

data are not easy to obtain. Also CFD studies need experimental data to validate. In vitro flow

loop that simulates pulsatile flow waveforms provides a controllable method to research effects

of different conditions. PIV measurements could provide detailed quantitative flow data that is

valuable for both physiological understanding and computational simulation validations.

2) For the most of the above-mentioned aortic valve research that addressed the

hemodynamics of the artificial aortic valves, the stented replacement valve models were mostly

placed into simplified or rigid straight tube models. The geometric complexity and compliance of

the aortic root and the valve leaflets were seldom considered. In addition, the influence of

reduced flow rate or cardiac output (CO) on the aortic hemodynamics, which is often linked to

the LV systolic and diastolic dysfunctions [98], has not been fully investigated.

3) Stenotic aortic valve is a very significant valvular disease which happens progressively.

However, it is not easy to capture the flow field characteristics via clinical methods in vivo. At

the same time, the questions of how the flow characteristics across a stenotic valve would change

under varied physiological conditions and how these changes would affect the assessment results

of stenosis severity have not yet been extensively studied in previous researches.

4) The key differences in the flow patterns and the relationship with the cardiovascular

complications between these two types of deformed arches even if after successful surgeries, i.e.,
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Gothic and Romanesque arches, have not been comprehensively investigated using experimental

methods especially PIV technique.

1.8. The Objectives of Current Studies

To further study those research gaps, the detailed objectives of this thesis are listed in the

following parts:

1. To mimic the physiological condition of in vivo pulsatile flow, in-vitro experimental

apparatus relied on a mock circulatory loop was built. Along with the experimental setup, a

phase-locked PIV system was employed to obtain clear instantaneous images so that the

ensemble-average velocity, vorticity, and turbulence were calculated and analyzed for different

phases under different conditions.

2. Conduct experimental tests to study the flow field characteristics in a compliant aortic

valve root model under varied cardiac outputs using phase-locked PIV technique. In this study,

the influence of the cardiac outputs on the hemodynamic and structural responses of the aortic

root model was investigated and compared the results to the corresponding clinical studies.

3. Conduct experimental tests to investigate the flow characteristics of stenotic aortic

valve models under pulsatile condition generated by a closed-loop cardiovascular flow simulator.

Phase-locked PIV method was used to quantify the turbulent flow field information. Pressure

gradient waveforms were generated to estimate the severity of the stenosis.

4. Conduct experimental tests to understand the significant differences in the flow

patterns between these two typical deformed arches after successful CoA employing planar and

tomographic PIV measurements, i.e., Gothic and Romanesque arch models, under typical aortic

flow conditions. Conduct numerical simulations to validate the obtained experimental results.

The abnormal flow behaviors of the Romanesque and Gothic arches was obtained and discussed.
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2. DESIGN OF AN IN-VITRO CARDIOVASCULAR FLOW SIMULATOR FOR PIV

RESEARCH

2.1. Design of Mock Circulatory Flow Loop

To simulate the physiological condition of actual aortic pulsatile flow, a mock circulatory

closed-loop experimental system was constructed and utilized in this study as illustrated below in

Figure 2.1. The design of this type of apparatus was firstly described by Rosenberg et al. [98]

and have been reviewed by Deutsch et al. [99]. The details of each component in the mock

circulatory system will be described in the following paragraphs.

Figure 2.1. Schematic of a mock circulatory loop used for current pulsatile studies.

A programmable pulsatile pump (PD-1100, BDC Laboratories) was utilized to generate

user-defined skewed sinusoidal waveform function with a frequency ranging from 2 to 240 beats

per minute (bpm) and a stoke volume ranging from 0 to 300 ml. The corresponding flow rates

can range from 0 to 10 L/min. A pump head module equipped with a left ventricular diastole

module (BDC Laboratories) was connected to the pump to generate unidirectional flow and
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adjust the diastolic negative pressure during the suction stroke of the piston pump. Either built-in

or arbitrary physiological waveforms can be generated through using software installed on the

computer, making the pulsatile pump suitable for generating different physiological flow

conditions.

A compliance chamber and a flow resistance are installed to simulate arterial compliance

and resistance in this circulation, which is crucial in adjusting the pressure waveform during the

whole cardiovascular cycle (i.e., systolic or diastolic periods). A 20-liter fluid reservoir was

installed upstream of the pulsatile pump to collect the returning fluid mixture and a magnetic

stirrer was attached to mix the seeding particles to prevent particles clustered.

A test section was installed in the center of the system, which is a transparent acrylic

cubic box with the silicone aortic valve models or aortic arch models placed inside. The aortic

models (BDC laboratories) used in these experiments were manufactured by silicone molding

based on a clinically scanned three-dimensional (3D) CAD model of an actual aortic root or arch.

High frequency pressure transducers (BDC-PT, BDC laboratories, normal sensitivity: 5

µV/mmHg, < +/−1%, frequency response 5 kHz, operating pressure range −362 mmHg to 3878

mmHg) are implemented at several locations along the system to monitor the pressure changes

either through the pump head or across the models upstream and downstream. The pressure data

was acquired through a LabView DAQ module (National Instruments, Austin, TX, USA) and

fully calibrated with a linear correlation between voltage and pressure values.

Particle Image Velocimetry (PIV) visualization setup was also employed to investigate

the movement of fluid flow inside the aortic valve or arch models for data post-processing in this

experiment. PIV technique will be detailed described in the following section.
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2.2. Particle Image Velocimetry (PIV) System

PIV is a flow visualization method, which is utilized to capture instant velocity

measurements and flow properties. A typical PIV system consists of light sources (lasers), optics

(cylindrical and spherical lens), digital image recording - normally CCD (charge-coupled device)

cameras, small seeding particles, a synchronizer and post-processing algorithm [100]. Figure 2.2

briefly shows a typical setup for PIV experiment. In our PIV system, the working fluid is seeded

with small diameter seeding particles which could follow the fluid flow and are illuminated by

the light sources emitted from lasers so the movements of seeding particles become visible. The

CCD camera and the lasers were connected to a delay generator to synchronize PIV components

as well as the external triggering signal from the pump. Temporal offsets between the external

triggering signal and the laser trigger were controlled to get desirable phase-locked

measurements from cycle to cycle. Then the captured raw images were used to post-process the

speed and direction of the fluid flow in the experiments.

Figure 2.2. Schematic of a typical setup for PIV experiment [101].
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There are several kinds of gas lasers used as light sources in PIV, including Helium-neon

lasers (He-Ne lasers λ = 633 nm), Argon-ion lasers (Ar+ lasers λ = 514 nm, 488 nm),

Semiconductor lasers, Ruby lasers (CrH lasers λ = 694nm, very first lasers) and Neodym-YAG

laser (Nd:YAG lasers λ = 532nm) [101]. In our research, the Nd:YAG lasers (four-level system)

are used, which are the most important and commercially used solid-state lasers in PIV. The first

specific operation of Nd:YAG lasers was revealed by J.E. Geusic et al. in the year of 1964 [102].

In general, the Nd:YAG lasers are pumped through using a flash-lamp and it could be operated

in either pulsed mode or continuous mode [103]. Normally, the Nd:YAG lasers operated in the

pulse mode are also called the Q-switching mode. Under this Q-switching mode, there is an

optical switch installed in the cavity of the laser, which is waiting for a max population inversion

in the neodymium ions before it turns on. After that, the light wave from the lasers could go

through its cavity, decreasing the excited laser medium [104]. The high energy pulses generated

from the lasers could be successfully frequency doubled to form a wavelength of 532 nm laser

light, or higher frequency. Generally, the Nd:YAG laser system and all requirements are made

regarding a wavelength of 532 nm (green, visible) and a repetition rate of 10 Hz of the two

pulses. The trigger signals from this type of laser are all TTL compatible. The basic operating

properties of the Nd:YAG laser are listed in the Table 2.1.

Table 2.1. Basic properties of the Nd:YAG laser [101].

Property Parameter
Working temperature 15°C - 35°C
Cooling water 10°C - 25°C
Power requirements 220-240 V, 50Hz
Resolution 5 ps
Repetition rate 10 Hz
Pulse energy for each of two pulses 320 mJ
Delay between two laser pulses 0 – 10 ms
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In the PIV experiment, the laser beam emitted from the lasers need to be shaped into a

very thin laser sheet to illuminate the seeding particles in the test section. Normally, the

cylindrical and spherical lens are typical and good combination for various experiments in PIV.

The function of cylindrical lens is to expand the laser beam into a plane and the spherical lens

could compress the formed plane into a very thin laser sheet. This is very important because the

PIV technique itself could not measure movement perpendicular to the sheet. The minimum laser

sheet thickness depends on the wavelength of the laser and happens at a specified distance from

the optics. Figure 2.3 shows the example of light sheet generation using cylindrical and spherical

optics under different views. Theoretically, this is the best place to arrange the analysis area.

However, the combinations of those lens do not have a very strict rules of numbers and positions

as long as it could shape the laser beam into the required laser sheet of high intensity based on

the actual experimental conditions. Actually, in some experiments, the triangular mirrors are also

usually employed to adjust the path of the laser beam coming from the laser to the target optics

workbench.

Figure 2.3. Example of light sheet optics arrangement.
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In addition, the accuracy of the PIV measurement mostly depends on the quality of the

captured images. Thus, a high quality and accuracy camera is critical and necessary to capture

the images between a quite short time of double-pulsed lasers. Usually, the CCD faster digital

camera that is made of semiconducting substrate material (usually silicon) is chosen as an

electronic device to achieve this goal to take double frames at a very high speed during the PIV

experiment, which could capture the frames within several hundred ns. Although the CCD

cameras make it possible to take a pair of shots at a very high speed, they are much more

expensive than the traditional cameras usually used at a slower speed. Nevertheless, the CCD

cameras are selected in the actual PIV experiments due to making every exposure isolated, which

is much more convenient and also could obtain a more precise cross-correlation analysis for the

data post-processing in the PIV experiment. The CCD camera utilized in the current PIV study is

shown in Figure 2.4 below, which was commercially manufactured and bought from LaVison

Inc., Germany.

Figure 2.4. CCD camera used in the current PIV experiment.

Furthermore, the synchronization is also of great importance in the PIV experiment. In

our PIV system, the lasers and CCD camera were synchronized by a delay generator (BNC

Model 577, Berkeley Nucleonic Corp.), which was externally triggered by a digital signal from

the programmable pulsatile pump. The delay to the trigger signals was then controlled
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specifically for each test case to obtain phase shifts. The uncertainty of the synchronizing (based

on the rise time of TTL signal) was less than 3 ns. In order to trace the movement of the flow

field, the timing between each laser pulse and the camera exposure is quite critical, which can

influence on the velocity data post-processing. Figure 2.5 shows a typical external trigger

diagram.

Figure 2.5. A typical external trigger diagram [105].

2.3. PIV Data Post-Processing

After collecting data, the analysis and processing of the obtained data are a great

challenging that decide the final results of the flow field. In our studies, the post-processing are

done by DaVis software commercially bought from LaVision Inc. to evaluate the instantaneous

velocity vectors of the flow fields. During the PIV data processing, cross-correlation technique

plays a key role, which is a signal processing methodology used to compute the similarity of two

series (displacement of one relative to the other).

The algorithm processes two frames of particle images with multi-pass interrogation

process. Most of the data processing procedure depends on the commercial software that uses

multiple pass methods and interrogation-window choices to further improve the analysis to
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obtain a more accurate results in the end. A certain percentage effective overlap was also chosen

in order to satisfy the Nyquist criterion. Here, the cross-correlation are used to find the

movement of the same particle in a very short of time (Δt) in order to determine the peak

velocity vector in the certain interrogation domain, which is based on the two exposures during a

very short time. The Fast Fourier Transform (FFT) algorithm is used in the cross-correlation

processing. In addition, the quality of the raw images has a direct impact on the PIV results. So

image pre-processing procedure need to be done to improve the quality of the obtained raw

images before getting into cross-correlation procedure. Figure 2.6 illustrates the basic procedure

of the cross-correlation technique during the data processing. In the selected interrogation

windows, you can find f(i,j) in image 1 and g(i,j) in image 2 are selected at the same location

with in a very short of time Δt (time gap). The cross-correlation procedure in this area can be

described as follows: ∅ i, j = F[f i, j , g i, j ] . Then, the cross-correlation peak’s location

related to the average shift of seeding particles (dx(i,j),dy(i,j)) within the interrogation windows

can be found in this cross-correlation domain. This particle shift is converted to physical space

that provides a velocity vector for flow fields [106].

Figure 2.6. Schematic of cross-correlation technique in processing data [107].
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In this study, during the image pre-processing, the sliding background of the raw images

was subtracted with the scale length 16 pixel. The interrogation window was selected from

window size of 32 × 32 to 16 × 16 pixels. A 50% overlap was chosen to meet requirements and

saves more processing time (around 8 times faster than 75% overlap). The time-averaged

quantities were obtained from a cinema sequence of 300 frames of instantaneous velocity fields

for each case. The commercial tecplot 360 software was utilized to generalize the graphical flow

fields based on the post-processed PIV data. Figure 2.7 indicates the realistic operational

parameters for PIV data post-processing on the DaVis software.

Figure 2.7. Operational parameters for data post-processing on the DaVis software.
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2.4. Selection of Working Fluids

As blood analogs, the working fluid should comply with the properties of the blood and

also suitable for the in-vitro experiment without involving too much errors or uncertainties. Fluid

should be colorless, clear and transparent to avoid blocking and disturbance, and to ensure a

minimal visual distortion. Therefore, the refractive index (RI) of the operating fluid is very

important, which should be equal or close to that of the test section to forbid or minimize optical

distortion under a certain light wavelength [108].

Two classic formulas for RI matching estimation are listed here. One of them is called the

Newton equation which is shown in equation 2.1 below.

Nmix
2 = ∅1N1

2 + ∅2N2
2 (2.1)

where Nmix is the RI of the mixture; N (i = 1, 2) is the index of refraction of each pure liquid; Φ

(i =1, 2) is the component volume fraction of the mixture of each pure liquid.

The other one is the Gladstone-Dale equation and it is the simplest one which is easy for

understanding and calculating especially for the water-glycerin mixture [109]. The equation 2.2

below shows the Gladstone-Dale relationship in detail:

Nmix−1
ρmix

= N1−1
ρ1

p1 +
N2−1
ρ2

p2 (2.2)

where ρmix is the density of the mixture; ρ (i = 1, 2) is the density of each pure liquid; p (i = 1, 2)

is the component weight fraction of the mixture of each pure liquid.

It should be noted that all the derived theoretical formulas are according to the basic

electromagnetic theory of light and, thus, are limited to mixture that has no volume changed after

mixing together [110]. For current PIV experiments, RI matching need to be examined ahead of

each experiment due to the varieties of the experimental models used.
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Representative operating fluids that fulfill this requirements using in PIV experiments are

shown below in Table 2.2, in which the usage and properties of operating fluids are also

summarized according to related literature reviews. Solution of around 40% glycerin and 60%

water by volume is the most common and widely used operating fluid, which can maintain a

viscosity of around 3.5 centistokes (cSt) and a RI about 1.42 (Table 2.2). However, given a high

proportion of glycerin included, the viscosity of it may be greater than real blood. And also given

its relatively low RI, the range of the choice of test section is relatively limited in fact. As a result,

saturated aqueous sodium iodide or chloride is often included to replace some glycerin and water

and increase the RI of the operating fluid. As an example, the solution of 79% saturated aqueous

sodium iodide, 20% glycerin and 1% water can generate a RI of 1.49 which perfectly suits that

of Polymethylmethacrylate (PMMA). In addition, glass, Polyformaldehyde (POM) and

Polysiloxane (Silicon rubber) are also possible choices for other experimental conditions. Due to

the limitation of RI that operating fluid can reach, materials like Nylon 6,6, Polycarbonate (PC)

and Polystyrene (PS), etc. with RI higher than 1.57 - 1.58 are normally not applicable for test

section [110].
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Table 2.2. Summary of selected operation fluids in different PIV studies. 
 

References 
Test fluid Viscosity 

(cSt) 
Density 
(kg/m3) 

Refractive 
index 
(-) Water Glycerin Sodium 

iodide 
Sodium 
chloride 

Lim et al. [67]; Lim et al. [77]; 
Brucker et al. [111]; Manning 
et al. [112]; Kaminsky et al. 
[113]; Brunette et al. [114] 

✔ 
60-64% 

✔ 
35-40%   3.5 1010-

1200 1.41 

Brunette et al. [115]; 
Buchmann et al. [116]; Hegner 
et al. [117]; Hasler et al. [75]; 
Büsen et al. [118] 

✔ 
39-43% 

✔ 
57-61%   3.6 1110-

1150 1.41-1.43 

Ge et al. [51]; Leo et al. [23]; 
Dasi et al. [53] 

✔ 
1% 

✔ 
20% 

✔ 
79%  3.5 - 1.49 

Haya and Tavoularis [119] ✔ 
47% 

✔ 
37% 

✔ 
16%  3.65 1230 1.41 

Vennemann et al. [120] ✔ 
24% 

✔ 
57% 

✔ 
19%  3.5 - 1.48 

Hasler and Obrist [121] ✔ 
50% 

✔ 
33%  ✔ 

17% 4.8 - - 
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Based on detailed previous research, the information of selected experimental liquid is

stated below in detail. The experimental aortic models used in these studies are made of silicone

which is nearly clear and soft material with a refractive index (RI) around 1.43 (slightly varies in

models). To minimize the optical distortion caused by structure and material, a mixture of water

- glycerin (40% and 60% respectively by volume) was chosen as the working fluid in the current

experiments. The RI of the fluid mixture was measured by a digital refractometer under the

ambient temperature, which technically matched the RI of the experimental silicone models.

Meanwhile, to check the accuracy of the calculated data and the experimental data by ourselves,

the RI of the mixture of water - glycerin by volume has been estimated through Eq. 2.1 and Eq.

2.2 mentioned above and compared with the experimental data shown in Figure 2.8. The RI of

the water and glycerol used in calculation through the theoretical equations were 1.3334 and

1.4737 respectively, which were all measured in this experiment under ambient temperature. It

could be seen that the experimental data showed a very similar trend as that of the calculated

data (i.e., both through Eq. 2.1 and Eq. 2.2). Although some difference was observed, it was

deemed as completely acceptable. It may be due to the limitation of the experimental conditions

and the uncertainty of the experimental facilities themselves. Overall, the obtained experimental

RI data of the mixtures for different fractions are all within the reasonable ranges based on the

research of Cozzi et al. [122]. In addition, according to the measurements, the selected working

mixture has a density of ρ = 1,160 kg/m3 and a dynamic viscosity of μ = 0.012 Pa∙s.

Figure 2.9 below shows the schematic of silicone models (aortic valve and arch) and RI

matching. It should be noted that the non-Newtonian fluid property of blood due to the existence

of red blood cells were not considered in the present studies. Although the non-Newtonian

property of blood was found to have an impact on the increased wall shear stress (WSS),
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numerous studies also suggested that non-Newtonian property does not significantly affect the

overall flow patterns and characteristics particularly at mid-to-high flow velocities, as suggested

by a lot of previous PIV studies [123], [124].

Figure 2.8. Comparison of experimental RI data (green dot) with those calculated by Eq. 2.1
(blue solid line) and Eq. 2.2 (orange dashed line).

Figure 2.9. Schematic of silicone models and refractive index matching.
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2.5. Selection of Seeding Particles

PIV relies on scattering particles suspended in the flow to provide velocity information of

the working fluid. The selection of seeding particles has been summarized in a number of review

papers [110], [125]. To obtain a good imaging resolution, the particles, firstly, should not absorb

any radiation from the illumination source and also show a good reflectivity. Potential materials

including groups of plastics, glass, and some certain synthetic rubbers could be selected as the

candidates for this sort of experiments [110].

Besides, since PIV works in measuring the distance of particles moved in a certain period

of time instead of measuring the velocity directly [126], the accuracy of PIV is usually related to

the particles’ quality to trace the movement of the flow field. This ability depends on the

aerodynamic diameter of the particles, which is a function of the geometric diameter and density

following the formula of da = dgρ. However, various factors need to be considered in choosing

the optimal particle diameter. Basically, the seeding particles should be small enough to follow

the working fluid and does not disturb the fluid characteristics. In the meantime, the seeding

particles should also be large enough to reflect the required amount of light so that the movement

of them could be captured [125], [127], [128].

In addition, to obtain the suitable aerodynamic diameters, the particles should also be

better around the density of the liquid to obtain a good suspension condition by adapting to the

liquid. It is permitted to be a little bit higher or lower because the density varies due to small

variation in temperature and the existence of Boycott effect. But, normally, the density should be

within a reasonable range, which is quantified by the sedimentation or rising time inside the fluid

following the equation below (Eq. 2.3) [110], [129], [130]:

Vsedim = (1 − 6.55∅)
(ρp−ρf)gdp

2

18∙η
(2.3)
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where, Vsedim is the sedimentation velocity; ρp and ρf are the porosity of particle and fluid,

respectively; dp is the diameter of the particle; η is the dynamic viscosity of the fluid.

As a result, the selection of tracer particles should be made by considering the

specification of the laser, the selection of operating fluid and the choice of particle materials. A

compromise among the particle types, diameter and density can be obtained. Melling [125] has

given the recommended diameter ranges for different particle types under different laser

specifications. Seen from Table 2.3, particles with diameters ranging from 1 to 100 µm have

been utilized with great variation among studies. Titanium dioxide TiO2 particle is the smallest

among all, which ranges from 2 – 5 µm [115]. Particles of melamine resin and hollow-glass

particles are mainly around 10 – 20 µm [51], [112], [116], and Rhodamin B-particle ranges from

10 µm [111] and 20 – 50 µm [75]. Aluminum particles are the biggest among all, which is

around 100 µm [67], [77]. The density of seeding particles does not vary too much, which

normally ranges from 1,016 to 1,200 kg/m3.

Therefore, based on careful consideration about previous studies and the experimental

conditions, the working fluid was seeded with hollow glass microspheres with a seeding density

of 0.1 ppm in our PIV experiments, which has been adopted by many experimental studies

previously [51], [116]. The diameter of seeding particles we used range from 10 to 50 μm, and

the density is about 1,100 kg/m3, which was quite close to the density of the working mixture. A

dimensionless parameter – Stokes number (Stk) is used to characterize the behavior of the

seeding particles suspended in the fluid flow. The definition of Stroke number is the ratio of the

characteristic time of the particle to a characteristic time of the obstacle. The definition equation

of Stokes number is shown below (Eq. 2.4) [131]:

Stk = t0u0
l0

(2.4)
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where t0 means the relaxation time of the particle, u0 means the fluid flow velocity well away

from the obstacle, l0 is the diameter of the obstacle. In this experiment, the Stokes number of the

particle flow was much less than 1, which indicates that the seeding particles could follow the

flow streamline very well.

Table 2.3. Summary of selected particle in valve and non-valve PIV studies.

Seeding particles Diameter

(μm)

Density

(kg/m3)

References

Aluminium particles 100 - Lim et al. [67]; Lim et al. [77]

Hollow glass spheres 10 1,100 Manning et al. [112]; Ge et al. [51];

McNally et al. [132]

20 - Buchmann et al. [116]

30 1,016 Susin et al. [133]

Polyamide particles 60 - Hegner et al. [117]

PMMA micro

particles

20-50 1,180 Hasler et al. [75]

1-20 - Leo et al. [23]; Dasi et al. [53]; Büsen et al.

[118]; Okafor et al. [134]

Titanium dioxide

particles

2-5 - Brunette et al. [115]; Brunette et al. [114]

Rhodamin B-particle 10 - Brucker et al. [111]

35 1,200 Vennemann et al. [120]

Others 50 1,050 Kaminsky et al. [113]

- - Amatya et al. [135]

- - Hasler and Obrist [121]
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3. AN EXPERIMENTAL STUDY OF PULSATILE FLOW IN A COMPLIANT AORTIC

ROOT MODEL UNDER VARIED CARDIAC OUTPUTS1

3.1. Introduction

Valve replacement is one of the major treatments for valvular heart diseases. Each year,

approximately 300,000 patients go through either percutaneous surgeries or transcatheter aortic

valve replacement procedures [136] to replace calcified aortic valves [137]. However, the

clinical outcomes of valve replacements are still far from satisfactory. Patients with replacement

valves suffer from a 14 % chance of recurrence of regurgitation and more than a 60 % risk of

death in five years [137]. Thus, an improved understanding of the fluid and structural dynamics

in the real aortic geometry is very critical to enhance clinical outcomes and future prosthetic

designs. Recently, experimental studies employing particle image velocimetry (PIV) technique

have been an important method in cardiovascular hemodynamic researches. PIV studies on

physiological phantoms provide reliable flow simulations resembling the in vivo flow from

magnetic resonance imaging (MRI) [138] and help set benchmarks for patient-specific

computational fluid dynamic (CFD) simulations [139]. Over the past years, in vitro experimental

studies have made a great contribution to the knowledge of hemodynamics within the soft-tissue

organs, such as heart and other vascular systems [140]-[144], and the evaluation and validation

of cardiovascular assist devices [145], [146].

The hemodynamics of the aortic replacement valves have been a focus of experimental

and fluid visualization studies in the past two decades. Lim et al. [67] investigated the fluid

dynamics in four prosthetic mechanical valves under steady flow conditions using PIV

measurements. Similar research on the mechanical valves has also been conducted under

1 The material in this chapter is adapted from the publication - R. Zhang, and Y. Zhang, “An experimental study of pulsatile flow in a
compliant aortic root model under varied cardiac outputs,” Fluids, vol. 3, no. 4, Oct., pp. 71, 2018. https://doi.org/10.3390/fluids3040071.

https://doi.org/10.3390/fluids3040071
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pulsatile flow conditions [111]. Apart from flow characteristics, researchers have also been able

to analyze other biomedical indicators through various in vitro experimental setups, e.g., energy

loss, to assess aortic stenosis and the performance of mechanical valves and stented valve

prostheses [70]-[72]. In addition, the fluid dynamics and fluid-structure interaction (FSI) of

compliant aortic valves such as bio-prosthetics and native tissue aortic valves, which have soft

leaflets that could result in better hemodynamics, have been studied extensively [57]-[59], [147].

For example, Leo et al. [23] assessed the fluid dynamic characteristics downstream of polymeric

prosthetic valves through PIV measurements. Saikrishnan et al. [78] assessed aortic valves with

native tissues leaflets, i.e., bicuspid aortic valves, and found that the turbulent kinetic energy and

vorticity of the flow downstream of the valve were significantly increased in a bicuspid porcine

tissue valve. Pisani et al. [148] and Salica et al. [149] further demonstrated the important role of

the sinuses of Valsalva (aortic sinus) in the regulation of the aortic hemodynamics. They found

that the presence of the sinuses of Valsalva increases the effective orifice area when the cardiac

output increased, which helps minimize the flow energy loss during ejection. However, most of

the above-mentioned research addressed the hemodynamics of the artificial aortic valves, where

the stented replacement valve models were placed into simplified or rigid tube models. The

geometric complexity and compliance of the aortic root and valve leaflets were seldom

considered. Additionally, the effect of reduced cardiac output (CO) on the aortic flow

hemodynamics, which is often associated with the left ventricular dysfunctions [150], has not

been extensively studied. The reduced CO is not a rare medical condition, and particularly the

low cardiac output syndrome (LCOS) is the most common and serious complication associated

with short and long-term mortality after cardiac surgeries [150], [151], in which the cardiac
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index can be lower than 2.0 L/(min·m2). These research gaps result in a scarcity of important

validation benchmark data for CFD and FSI simulations in realistic aortic root models.

In this chapter, we investigated the fluid dynamics of a 1:1 scale silicone aortic root

model with a realistic three-leaflet aortic valve based on an experimental cardiovascular flow

simulator in a closed flow loop. The system, which was equipped with high-frequency pressure

sensors, was then synchronized with a PIV system to gather flow field data at different phases.

The results were analyzed to obtain average flow information, ensemble turbulent characteristics,

as well as the corresponding structural deformations. The results were then compared with those

from experiments under varied COs to generate insights on the impacts of this common variation

of physiological boundary conditions.

3.2. Experimental Methods

3.2.1. The Cardiovascular Flow Simulator

The experiments have been conducted in a closed-loop flow circulation system, as

illustrated in Chapter 2 and shown in Figure 3.1. The pulsatile flow conditions were generated by

a programmable pulsatile pump (PD-1100, BDC Laboratories, Wheat Ridge, CO, USA), which a

pump head module is customized to simulate the left ventricle (LV) function. Compliance

chamber and resistance units were used downstream to maintain appropriate flow and pressure

conditions. And a reservoir was used to store the working fluid and seeding particles. Pressure

transducers (BDC-PT, BDC laboratories, normal sensitivity: 5 µV/mmHg, < +/−1 %, frequency

response 5 kHz, operating pressure range −362 mmHg to 3878 mmHg) have been installed to

monitor the pressure either inside the pump head or across the model. A silicone aortic root

model was fixed in a transparent acrylic test section. The model was constructed (Figure 3.2,

commercially obtained from BDC laboratories) by silicone molding based on a clinically
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scanned three-dimensional (3D) CAD model of a realistic aortic root, which has an inner

diameter of 25 mm and an average wall thickness of 2 mm. The average thickness of the leaflets

is less than 1 mm, and they are tapered from the root to the tip. Under room temperature and low

frequency (1-Hz) loading, the dynamical mechanical analysis of the material shows high

elasticity (storage modulus 1.3 MPa) and low viscosity (loss modulus 0.086 MPa), suggesting

that minimal energy dissipation will occur during deformation under the current cyclic loading. It

should be noted that although the silicone model represents a certain degree of the compliant

nature of the aortic root and valve leaflets, the material properties do not replicate those of the

non-linear viscoelastic native tissues.

Figure 3.1. Schematic of the cardiovascular flow simulator.

Figure 3.2. The silicone aortic valve model and refractive index matching.
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3.2.2. Particle Image Velocimetry (PIV)

The quantitative flow parameters were measured by utilizing a phase-locked PIV system.

A double-pulsed Nd:YAG laser (Gemini 200, New Wave Research, Inc., Fremont, CA, USA,

100 mJ, 532 nm) was used to illuminate the flow field. A set of spherical and cylindrical lenses

and a 2M-pixel CCD (charge-coupled device) camera (LaVision, Ypsilanti, MI, USA) were

together used to shape laser beam and catch images. Then, they were connected to a delay

generator that synchronizes these components. The PIV system was externally triggered by the

pulsatile pump signal to capture phase-locked images. For this study, instantaneous PIV velocity

vectors were computed through cross-correlation method, which involved successive frames of

patterns of particle images in a multi-pass interrogation process from a window size of 32 × 32 to

16 × 16 pixels. An effective overlap of 50 % was employed to satisfy the Nyquist criterion. The

time-averaged quantities were obtained from a cinema sequence of 300 frames of instantaneous

velocity fields for each case. The field of view is set to be 65 mm by 45 mm, resulting a spatial

scale of approximately 0.0375 mm per pixel. Thus, the resolution of vector data based on the 16

× 16 pixels investigation windows is estimated to be 0.6 mm. The uncertainty factors affecting

the PIV measurements are the optical error of the CCD camera and numerical error of the cross-

correlation algorithm. The uncertainty of the PIV results in such an experimental setting is very

low (approximately 0.2%) according to a similar study using the same LaVision CCD camera

[78].

To minimize the optical distortion, a mixture of water–glycerin (40 % and 60 %

respectively by volume) was used as the working fluid, which has a density of ρ = 1,160 kg/m3

and a dynamic viscosity of μ = 0.012 Pa∙s. The refractive index (RI) of the mixture measured by

a digital refractometer was 1.43 under ambient temperature, which matched the RI of the silicone
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valve model. It should be noted that the non-Newtonian fluid properties were not considered in

the present study. The fluid mixture was seeded with hollow glass microspheres (10 μm in size,

and of density at 1,100 kg/m3) with a seeding density of 0.1 ppm, which has been adopted by

many previous experimental studies [51], [116]. These particles were quite close to the density of

the working liquid and results in a Stokes number that is much less than 1.

3.2.3. Experimental Conditions

In normal healthy population, the cardiac output (CO) varies from person to person due

to aging. A significant reduction in CO could occur in relevant heart diseases, such as valvular

stenosis, cardiac arrhythmia, and heart failure [152]. To study the effect of cardiac outputs on the

flow and structure responses, three different flow rates, i.e. 4 L/min (normal), 2 L/min, and 1

L/min were tested in the present experiments, corresponding to a stoke volume of 66.7 mL, 33.3

mL, and 16.7 mL, respectively. In this experiment, a pressure waveform was generated by

setting a 50 % systolic duration (compression of the LV) of a complete cardiac cycle. According

to Sarnari et al. [153] and Chung et al. [154], the systole-to-diastole (S/D) ratio varies

significantly among patients within different age, body surface area, and heart rate groups. Out

of 752 patients from children to young adults [153], the S/D ratio ranges from 0.397 to 1.62, with

a mean of 0.995 ± 0.23. Therefore, based on this clinical evidence, a 1:1 ratio sinusoidal wave

(50% systole) has been used in many previous fluid dynamic studies [75], [78]. In all of these

tests, the heart rate was fixed at 60 beats per minute (bpm), i.e., one second between two

heartbeats, to enable a better synchronization between the pump and the laser system.

Two non-dimensional parameters, i.e., the Womersley number and Reynolds number, are

normally used to describe the periodicity and the dynamic similarity of physiological pulsatile

flow in in vitro experiments. The Wo and peak Re are defined by:
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α = da ωρ/μ (3.1)

Re = ρdaua/μ (3.2)

where da is the diameter of the valve; ua represents the velocity of the maximum jet flow; ρ

represents the density of the working liquid; μ is the dynamic viscosity; ω is the angular

frequency of the pulsatile flow. The Wo and peak Re results from this experiment are listed in

Table 3.1. The peak Re is 4,370 for 4 L/min at the peak flow rate of a cycle, which is slightly

lower than the normal range of peak Re for healthy subjects (around 4,500 – 10,000 reported

from different literatures, e.g. Stein [40] and Fung [155], [156]) due to the current limitations of

the setup. According to Trip et al. [157], when the mean Re is above 2,500, the turbulent

statistics of the pulsatile pipe flow become almost independent of Re and Wo. Therefore, many

similar research studies using a moderately lower Re between 3,000 – 4,500 have all successfully

captured the major characteristics of the pulsatile flow [75], [147], [158].

Table 3.1. Basic hemodynamic and non-dimensional fluid dynamic parameters.

Cardiac Output Stroke Volume Re Wo[L/min] [mL]
1 16.7 903

11.72 33.3 2,249
4 66.7 4,370

To evaluate the structure deformation under the pulsatile flow, two parameters, i.e., the

area strain (AS) and geometric orifice area (GOA) were analyzed by digitizing the phase-

averaged PIV raw images. The concept of AS is adapted from an in vivo clinical study of aortic

valve [159], which quantifies the deformation of the aortic root wall based on the following

equations:

AS = (dmax2 − dmin
2 )/dmin

2 (3.3)
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where dmax and dmin represent the maximum and minimum diameters during a cardiac cycle for

a specific cross-section. Specifically, AS was quantified at three sites, i.e., aortic annulus, sinus,

and sinotubular junction, as shown in Figure 3.3a.

Figure 3.3. Example raw image of the aortic root demonstrating (a) three major sites (aortic
annulus, sinus, and sinotubular junction) for deformation analysis and (b) the effective length of

the orifice (L).

The GOA can be estimated by calculating the area of an assumed triangular-shape

opening, which is defined as:

GOA = 9 3
16
L2 (3.4)

where L represents the length of the orifice in the investigated two-dimensional (2D) plane,

which can be seen in Figure 3.3b. It should be noted that the GOA does not stand for the exact

opening area due to the two-dimensionality of the measurements, but rather serves as a close

estimate. Both the diameters and orifice length were measured manually using a computer image

digitizer from the raw PIV images. The uncertainty of these calculations is estimated to be within

10% based on the limited temporal resolution of the measured PIV image data, which is

calculated based on the standard deviation from many digitized data in a single phase. Since the
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phase-locked results do not fully resolve the temporal variations, the current calculations

regarding structural deformation only served as an estimation of the quantitative trend as a

function of varied flow conditions.

3.3. Results and Discussion

3.3.1. Phase-Averaged Flow Patterns in a Typical Cardiac Cycle

In the present experiments, the pulsatile flow was driven by the time-dependent pressure

gradient across the aortic valve generated by the reciprocating piston pump, i.e., the LV function.

Figure 3.4 shows the pressure gradient across the valve model as a function of time and the

relative piston displacement during two cycles for 4 L/min. It is clear that during the systolic

stroke of the pump (LV contraction), the positive pressure gradient spikes, and the peak value

occurs at the mid-systole (maximum piston velocity). Through the transition from systole to

diastole (LV relaxation), a mild negative pressure gradient briefly occurs due to the reversed

piston displacement. The pressure gradient restores to approximately zero toward the end-

diastole phase. The pulsatile flow variation was in accordance with the changes of the pressure

gradient over time. To quantify the variations, PIV measurements were conducted at eight phase-

locked conditions, as illustrated by the red dots in Figure 3.4a. Figure 3.4b shows that the peak

pressure gradient and the magnitude of the negative pressure gradient during diastole both

decrease proportionally as the CO reduces from 4 L/min. Meanwhile, the time to reach the peak

pressure gradient is also slightly delayed due to the reduced CO. It should be noted that the

maximum pressure gradient generated in the present study under 4 L/min CO is higher than that

which is normally expected in a healthy native tissue aortic valve [78]. This is potentially caused

by the greater flow resistance of the stiffer silicone valve leaflets in this bioengineering model

compared with that of a native tissue valve.
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Figure 3.4. Pressure gradient waveforms (a) the pressure gradient in two cardiac cycles and the
particle image velocimetry (PIV) measurement phases; (b) the pressure gradients under different

reduced cardiac outputs.

Figure 3.5 shows the ensemble-averaged velocities in x and y directions inside the

silicone model at different phases of a typical cardiac cycle. The boundary shapes of the aortic

root and valve leaflets were also plotted as bold black lines based on the data extracted from the

raw images, so that the interaction between the fluid and structures could be correlated. The

dashed lines indicate the hinge locations of the valve leaflets. At phase 1 (Figure 3.5a), the heart

valve was almost closed, and the phase-averaged flow velocities upstream and downstream of

the valve were both very small. The v velocity contour clearly shows that a pair of vortices

started to develop at the tip of the valve leaflets. At phase 2 (Figure 3.5b), the valve was pushed

open, and the jet flow started to build up. The strength of both the u and v velocity components

increased significantly. At phase 3 (Figure 3.5c), a clear central jet was developed, and the flow

velocity increased dramatically both upstream and downstream (Figure 3.5c). At this peak

systole phase, the valve reached its maximum opening, and started to close gradually afterwards.

A strong out-of-plane vorticity (ω = ∂v/∂y − ∂u/∂x ) was observed at the interface of the jet

flow (Figure 3.6a). At phase 4 (Figure 3.5d), the valve opening area decreased substantially, and

the jet flow was weakened due to the decreased pressure gradient. The strength of flow
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recirculation (vortices) was clearly enhanced at this phase at a few sites downstream from the

valve, particularly in the sinus and near the wall boundary around the sinotubular junction

(Figure 3.6b). At phase 5 (Figure 3.5e), due to the development of the negative pressure gradient,

the jet started to dissipate, and the flow was split into a v-shaped pattern. The magnitude of

vorticity downstream from the valve became much weaker (Figure 3.6c). At phase 6 (Figure 3.5f)

and afterwards, the jet flow dissipated due to the vanishing pressure gradient and the closure of

the valve. It is also clear that at this phase, the remaining flow upstream of the valve induced

vortices near the root of the leaflets. Overall, it is evident that the variation of flow patterns is

strongly associated with both the time-dependent pressure gradient and the dynamics of the

flexible structures.
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Figure 3.5. Contours of PIV phase-averaged velocity in x and y directions.
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Figure 3.6. Out-of-plane vorticity fields at selected phases.

The level of turbulence during the pulsatile flow process was also obtained by evaluating

the ensemble turbulence kinetic energy (TKE). The normalized 2D TKE were calculated as:

TKE = 0.5(u'2� + v'2 �)/Upeak
2 (3.5)

where u' and v' are the velocity fluctuation components in the horizontal and vertical directions,

respectively, and Upeak is the peak centerline flow velocity, which is used for normalization for

all of the phases. Figure 3.7 shows the TKE distributions at a few selected phases. It is clear that

the turbulence was minimal at the beginning of the phases during the acceleration phase of the

systole (Figure 3.7a,b). Particularly at phase 3 when the peak systolic velocity developed, the

TKE was very low, and moderate TKE areas were only found near the interface of the jet flow

downstream due to the fluid shear. However, at phase 4 (Figure 3.7c), right after the peak systole,

the TKE downstream from the aortic valve increased dramatically as the valve started to close

and the flow decelerated. At phase 5, when the negative pressure gradient built up, the overall

magnitude of TKE was reduced. The flow energy dissipation caused a fan-shaped TKE

distribution downstream from the narrowing orifice (Figure 3.7d). In the following phases, the

TKE in the entire flow field quickly decreases to near-zero values (not shown for brevity) until
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the next systolic jet flow develops. The entire process demonstrates that the instability of the

pulsatile flow past the aortic valve bursts into turbulence during the initial deceleration phases

and quickly dissipates (a quarter of a second in this study) during the diastole phases before the

next cycle starts.

Figure 3.7. Normalized turbulence kinetic energy.

In sum, the PIV results clearly demonstrated the process of initiation and transportation

of tip vortices, the development of the jet flow, as well as the dissipation of the jet at selected

phases during a normal cardiac cycle. Strong vortices are also observed in the sinus region at this

phase, which corresponds well with the results regarding the tension release of the compliant

wall downstream from the valve [118]. The sinus vortices, which have been exclusively studied

in previous in vitro experimental studies [160], are believed to contribute to the blood supply of

the coronary arteries that originate from the sinus in the natural aortic root hemodynamics.

Meanwhile, the highest jet velocity was found at the peak systole phase, with the highest TKE

observed to occur during the deceleration phase of the pulsating flow (right after the peak
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systole). This phenomenon corresponds well with the well-known instability growth in the

deceleration phase of a pulsatile flow in a rigid pipe flow [157], and is also a prominent feature

of human arterial blood flow [155], [156]. The present results suggest that the deceleration

instability also occurs in the pulsatile flow within the complex aortic root wall boundaries.

In comparison to a PIV study by Saikrishnan et al. [78] in which native tissue valves with

bicuspid and tricuspid morphologies were studied, the results show certain differences and

similarities. On one hand, the orifice area of the current model is smaller than that measured for

the tissue valves, resulting in a higher pressure gradient in the present study. This is potentially

due to the stiffer material properties of the silicone material that was used in the present study.

However, on the other hand, both trileaflet valve results show similar symmetric velocity,

vorticity, and TKE distributions near the peak systolic phases. The magnitudes of TKE of the

downstream jet flow at peak systole were also on the same order of magnitude (0.1 J/kg), despite

the different experimental models and conditions that were used.

3.3.2. Structural Deformation in a Typical Cardiac Cycle

The deformation of the compliant model under the pulsatile flow was quantified by the

variations of the tubular diameters and the leaflet orifice areas as shown in Figure 3.8. Figure

3.8a displays the changes of the normalized diameters (D/D0, D0 is the initial diameter at phase 1)

during the cardiac cycle at the aortic annulus, aortic sinus, and sinotubular junction, respectively.

The results show that the aortic annulus experiences the largest radial deformation during the

course of the systole due to the direct exposure to the high upstream left ventricular pressure. In

addition, it is interesting to note that while the maximum deformation of the aortic sinus and the

sinotubular junction happened at phase 3 when the maximum jet flow occurs, the maximum

deformation of the aortic annulus occurred at an earlier phase ahead of the peak systole. This
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early area increase of the aortic annulus (base) was also found in previous clinical studies of

aortic root dynamics [161]. Figure 3.8b shows the dynamic motion of the leaflet in terms of the

changes of GOA, which was normalized by its maximum value in a cycle. It is clear that a

significant increase of the orifice area also started to occur at an earlier phase before the peak

systole. The opening area of the leaflets then increased as the systolic jet developed and

decreased quickly past the peak systolic phase. It should be noted that the GOA is not completely

zero during diastole due to the small gaps between the silicone leaflets and the limitation of the

molding manufacturing process.

Figure 3.8. Deformation of the aortic root: (a) diameters at three sites; (b) the geometric orifice
area of the valve during a cycle under the 4 L/min cardiac output.

3.3.3. Effects of Reduced Cardiac Output

Various cardiac diseases, such as myocardial infarction, hypertension, congenital heart

disease, and arrhythmias, may lead to a reduction in cardiac outputs (CO). In this section, the

results of the flow and structure responses of two reduced COs, i.e., 2 L/min and 1 L/min, were

analyzed and compared with the results of the normal 4 L/min. Figure 3.9 summarizes the jet

flow velocity both upstream and downstream of the aortic valve for all three cardiac outputs. The

inlet and exit jet velocities were extracted from the PIV results along the centerline at the

locations of the aortic annulus and the sinotubular junction, as illustrated in Figure 3.3a. It is
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clear that when the CO was reduced from 4 L/min to 2 and 1 L/min, the peak flow velocity

upstream of the valve decreased to a half and a quarter, respectively (Figure 3.9a). These linear

trends were less obvious downstream of the valve due to the interaction of the leaflets (Figure

3.9b). Specifically, when the CO was reduced from 4 L/min to 2 L/min, the peak exit jet velocity

decreased only by approximately 34%. A reduced CO also caused a faster dissipation of the

downstream jet flow manifested by the sharp decrease of velocity right after the peak systole

(phase 3 to 4).

Figure 3.9. The inlet (a) and exit (b) jet centerline velocities at different phases under three
cardiac outputs.

The effects of reduced CO on the diastolic turbulence have been analyzed using the

ensemble 2D Reynolds shear stress (RSS), which is defined as:

RSS =− ρu'v'� (3.6)

where u' � and v' � represent the velocity fluctuations in x and y dimensions, respectively, and ρ is

the density of the fluid. The RSS distributions are compared among the normal 4 L/min, and the
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reduced CO, i.e., the 2 L/min and 1 L/min cases, at phases 3 (peak systole) and 4 (after peak) are

shown in Figure 3.10 using the same color scales. At the peak systole phase (phase 3), the RSS

magnitudes and distributions do not show apparent differences in reduced CO cases (Figure

3.10a). At phase 4, although the maximum values of RSS downstream of the valve are

comparable among three CO cases, more scattered small-scale RSS distribution patterns are seen

under reduced CO conditions (Figure 3.10b). Particularly, more small flow structures were

observed near the center region downstream of the valve in the low CO cases. These results

suggest that the turbulence is dissipated faster after the peak systolic phase under low CO

conditions.

Figure 3.10. Reynolds shear stress under reduced cardiac outputs (a) peak systole (phase 3); (b)
after peak systole (phase 4).

The deformation of the wall and the aortic valve leaflets is also different under reduced

COs. Figure 3.11a shows the area strain (AS) at three different locations (aortic annulus, sinus,

and sinotubular junction) and the corresponding peak systolic pressure under different cardiac

outputs. It shows that the deformation at the aortic annulus is the most significant among the
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three locations in all of the CO cases. As the CO is reduced from 4 L/min to 2 L/min and 1 L/min,

the AS at the annulus decreased from 14.3 % to 11.3 % and 8.1 %, respectively. In comparison,

the AS of the sinotubular junction downstream of the aortic valve is relatively small, and the AS

at the aortic sinus is the least in all of the CO cases. However, the decreasing trends of the AS at

these two sites are also apparent as the CO is reduced. These reductions are associated with the

decreased peak systolic pressure when the CO is reduced.

Figure 3.11b displays the variation of geometric orifice area (GOA) over time for three

different CO cases. As expected, the maximum GOA was significantly reduced as the cardiac

output decreased. The maximum GOA at peak phase 3 was around 0.7 cm2, 1.0 cm2, and 1.6 cm2

for cardiac outputs of 1 L/min, 2 L/min, and 4 L/min, respectively. It is also evident that the

GOA started to increase at phase 2 in the 4 L/min case, while in low CO cases, the orifice area

did not increase before the peak systole phase. These results imply that the blood transport

efficiency would be significantly reduced under low CO conditions, since both the maximum

orifice area and the effective time for pumping blood out of the ventricular chamber are

decreased.

Figure 3.11. The structure deformation under reduced cardiac outputs. (a) The area strain; (b)
geometric orifice area.
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The structure deformation under different cardiac outputs were summarized and

compared to some in vivo data in Table 3.2. It is clear that the maximum GOA of the silicone

aortic valve under 4 L/min cardiac output was reasonably close to the in vivo value reported in

Clavel et al. [162], in which the GOA of a transcatheter Edwards SAPIEN valve (Edwards

Lifesciences, Irvine, California, USA) was evaluated. The area strain at the sinotubular junction

under 4 L/min was found to be smaller, but close to that of a natural aortic valve from a magnetic

resonance imaging (MRI) study [159]. These comparisons suggest that some major pulsatile

flow characteristics are replicated in the present in vitro experiments. However, it should be

noted that the current silicone model does not have the same stiffness and other viscoelastic

properties of the natural myocardium tissue. The structure deformation results that were

observed in the present experiments could not be directly translated into an in vivo biological

setting, where the material properties and the extravascular environment are inherently different.

Table 3.2. Area strain (AS) and maximum geometric orifice area (GOA) comparisons.

Cardiac Output 1 L/min 2 L/min 4 L/min
Effective orifice area of
a Bioprosthetic Aortic
Valve [162]

Area Strain
(Mean) [159]

GOA (cm2) 0.7 1.0 1.6 1.37–1.9 -
AS (%) at
Aortic Annulus 8.1 11.3 14.3 - -

AS (%) at
Aortic Sinus 2.8 4.6 7.0 - -

AS (%) at
Sinotubular
Junction

2.9 7.2 7.9 - 8.1

3.4. Conclusions

An in vitro experimental study has been conducted to investigate the pulsatile flow

characteristics in an intact silicone aortic root model. Particularly, the turbulent flow

characteristics and structural deformation in response to varied COs were examined. The
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pulsatile flow was generated using a programmable piston pump in a closed-loop cardiovascular

flow simulator. A phase-locked PIV system and high-frequency pressure sensors were used to

obtain the quantitative flow field and pressure time series data. The key results can be

summarized as follows:

1) The flow field characteristics during a typical cardiac cycle have been revealed using

phase-locked PIV. Both the jet flow patterns and the turbulence kinetic energy vary significantly

at different phases with changes of the pressure gradient. High TKE was observed after the peak

systole when flow started to decelerate.

2) The pulsatile flow caused noticeable structural deformations under normal cardiac

output. The largest circumferential deformation was found at the aortic annulus upstream of the

aortic valve at a phase prior to the peak systole. The significant increase of the valve orifice area

was also found at a phase prior to the peak systole under the baseline 4 L/min condition.

3) Cardiac output (CO) plays an important role in the hemodynamics and structural

responses of the aortic valve root. A decrease of CO from 4 L/min to 2 L/min and 1 L/min

resulted in a reduced exit jet flow velocity and a deceased turbulence downstream. Reduced CO

also contributed to a decrease in circumferential deformation, a decrease in orifice area, and a

shortened valve opening period.

Overall, this study shows a preliminary effort to quantitatively investigate the fluid

dynamics of an intact aortic root model under varied input flow conditions. The results

demonstrate that an in vitro pulsatile flow system is capable of capturing some of the most

prominent flow characteristics within a flexible aortic root, while providing better controllability

and spatial resolution that complements the clinical imaging research. The results could provide

validation benchmarks for future patient-specific CFD and FSI simulations.
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4. EXPERIMENTAL ANALYSIS OF PULSATILE EXPERIMENTAL ANALYSIS OF

PULSATILE FLOW CHARACTERISTICS IN PROSTHETIC AORTIC VALVE

MODELS WITH STENOSIS2

4.1. Introduction

Clinical research suggests that about 5 million people were diagnosed with valvular heart

diseases each year in the United States, such as aortic calcification, stenosis and regurgitation

[10]. Among them, aortic stenosis (AS) is the most prevalent condition and leads to high risk of

mortality. Thus, in this chapter, we would like to investigate the flow characteristics inside

stenotic aortic valve models. Normally, AS is predisposed by age-related calcification,

congenital aortic diseases, rheumatic valve diseases, etc. [12], [163] and is considered as the

potential cause of some other cardiovascular complications [11]. As a progressive disease, AS is

very difficult to be predicted due to the fact that it is an asymptomatic disease at its early stage

(mild and moderate stage) [164] and the main predictors change with time irregularly given the

influence of many factors [165]. Numerous clinical studies have been performed in attempts to

clearly understand the hemodynamic characteristics for AS severity assessments and to evaluate

the potential benefits provided by aortic valve replacement surgery or minimally invasive

transcatheter aortic valve replacement (TAVR) [165]-[167].

Nowadays, two types of artificial valves dominate the market - mechanical and bio-

prosthetic valves. While mechanical valves provide superior material strengths and lifelong

durability, they also form increased wall shear stress (WSS) and turbulence due to the non-

physiological interactions with the pulsatile blood flow [169], [170]. These alterations in

2 The material in this chapter is adapted from two publications - R. Zhang and Y. Zhang, “Effects of heart rate on the pulsatile flow
characteristics of a stenotic aortic valve model: an in vitro experimental study,” Journal of Fluids Engineering, vol. 142, no. 10, Oct., pp. 101205,
2020. https://doi.org/10.1115/1.4047410, and Zhang, Ruihang, and Zhang, Yan. “Experimental analysis of pulsatile flow characteristics in
prosthetic aortic valve models with stenosis,” Medical Engineering & Physics, vol. 79, May, pp. 10-18, 2020.
https://doi.org/10.1016/j.medengphy.2020.03.004.
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hemodynamics increase the risks of platelet activation and even hemolysis [17]-[19]. In contrast,

bio-prosthetic valves are normally fabricated from porcine or bovine valve tissues with the

natural three-cusp configurations, which the anatomy is close to native valve and the risks of

thrombosis and hemolysis are low [21], [22]. However, bio-prostheses suffer from material

deteriorations and their durability is often much shorter than the mechanical valves [24]. A

deeper understanding of valve hemodynamics is of critical importance for the clinical assessment,

deployment, and management of aortic valve prostheses. However, how flow behaviors across

stenotic valves would change under varied physiological conditions have not yet been

extensively studied previously. Recently, interdisciplinary biomedical engineering research has

made significant contributions to the fundamental hemodynamics and fluid-structure interactions

of artificial heart valves. In the past decades, in vitro experimental fluid dynamics studies have

made significant contributions to the understanding of aortic valve hemodynamics related to

diseases and replacement valves [51], [67], [111], [146]. In particular, PIV has been employed in

many of these experimental studies to clearly quantify the flow characteristics of aortic valves

[67], [68]. PIV has also been used to compare the hemodynamics of congenital bicuspid and

tricuspid aortic valve models [78] and to provide validations of the computational results of

aortic valve disease hemodynamics [51], [53].

In this chapter, we applied the phase-locked PIV and high-frequency pressure

measurements to study the pulsatile flow through polymeric aortic valve models with stenosis

under varied physiological conditions. The first valve model was fabricated using

polydimethylsiloxane (PDMS) by molding the leaflets and the aortic root wall together as a

whole. The second model was constructed by installing a stented fabric-reinforced silicone valve

into the PDMS aortic root. Due to the different material selection, a different degree of stenosis
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was achieved as evidenced by pressure measurement data. High frequency pressure sensors were

used to measure the pressure fluctuations across the stenotic valve models. The phase-locked

ensemble-average flow fields and derived unsteady flow information were analyzed and

discussed to reveal the impacts of stenosis on the flow inside the aortic root at 75 beats per

minute (bpm) as a baseline. In addition, the flow characteristics of second constructed valve

model were also investigated using PIV method under varied heart rates (50, 75 and 100 bpm).

4.2. Experimental Methods

4.2.1. Polymeric Aortic Valve Models

Two polymeric aortic valves representing different stenotic conditions were tested in this

study. Figure 4.1(A-C) shows the first intact PDMS model (Model #1) which was fabricated via

molding process based on a physiologically-realistic aortic root geometry with a tricuspid valve

(Figure 4.1A, BDC laboratories). The model has three leaflets with an average thickness of about

1 mm, located within the three bulges of the sinus of Valsalva (i.e., aortic sinus). The inlet and

exit coupling tube sections are both 1 inch (25.4 mm) in diameter. The PDMS (RI = 1.43) is soft,

elastic, and easily customizable material, making it an excellent candidate for fabrications of

biological models and phantoms. PDMS also has perfect optic property that is suitable for in

vitro PIV testing. Figure 4.1B shows that the optical distortion was eliminated by using the RI

matching fluid. The picture of the PDMS valve without pressure gradient is shown in Figure

4.1C. To understand the viscoelasticity of the material, dynamical mechanical analysis (DMA

Q800) was performed on a rectangular isotropic PDMS model specimen with dimensions of 17.3

× 4.3 × 2.7 mm (length × width × thickness) under ambient temperature. A drive force of 0.0136

N (0.0869 % strain) was applied on the specimen at a low frequency of 1 Hz. Data showed that

the sample has a storage modulus of 1.3 MPa, a loss modulus of 0.086 MPa, and a low modulus
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ratio (damping) tan δ = 0.0011, suggesting that the viscous energy dissipation was minimal and

the PDMS deformation was highly elastic.

Figure 4.1. Two polymeric aortic valve model: model #1 (A–C) and model #2 (D-F). (A) Model
#1: the molded PDMS aortic root with three leaflets; (B) Model #1 with optical distortion and
after refractive index matching; (C) the internal view of the molded valve leaflets of Model #1;
(D) the 3-D printed stent base for Model #2; (E) Model #2 implanted in the same aortic root

model; (F) internal views of the implanted stented valve of Model #2.

Figure 4.1 (D-F) shows the second polymeric valve model (Model #2) to be considered.

This model used exactly the same PDMS aortic root model, while the leaflets were replaced by a

stented silicone valve whose leaflets were stiffened. The stent geometry and dimensions (in mm)

is presented in Figure 4.1D. The valve leaflets were created using a composite of silicone and

cotton fabrics via a molding process. The three-dimensional (3D) leaflet mold was 3D-printed

based on a smoothed geometry of a natural aortic valve similar to that of the Model #1. The

fabric, used to increase the valve stiffness and tensile strength, was impregnated with the silicone

solution and then carefully laid on the center mold for the curing process. After curing, the root

of the valve was fixed to a polystyrene stent ring to hold its shape. The average thickness of the

valve was about 0.8 mm. Tensile testing was performed to determine the properties of the fabric-

enhanced silicone valve material. Rectangular specimen with a size of 50 mm by 5 mm were cut

and subjected to testing using a mechanical tensile tester at a rate of 12.5 mm per minute. Data
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showed that the valve leaflet has a Young’s modulus of 70 MPa, a peak strain at break of around

26 % at a peak stress of 5 MPa, suggesting a much stronger and stiffer material property than

that of the pure PDMS leaflet. Additionally, for Model #1 and Model #2, the hemodynamic

characteristics, i.e. the aortic valve area (AVA), of the aortic valve were evaluated via the

measured pressure gradient data using Gorlin equation. Based on the results, the AVA of the

artificial valve Model #1 and Model #2 is 1.65 ± 0.04 cm2 and 0.74 ± 0.01 cm2, respectively,

indicating that Model #1 is a moderate aortic stenosis and Model #2 is severe aortic stenosis

according to the ACC/AHA guidelines [171].

4.2.2. The Cardiovascular Flow Simulator

A closed-loop cardiovascular flow simulator, as illustrated in Figure 4.2A, was used to

provide flow conditions for this experiment. A programmable piston pump (PD-1100, BDC

Laboratories) with a left ventricular diastolic pressure module was selected in this loop.

Compliance and resistance units were installed downstream of the test model to tune pressure

flow conditions before a fluid tank (collect return flow). High frequency pressure sensors

(response 5 kHz, BDC-PT, BDC lab) were installed across the test section to measure the

pressure. High-frequency pressure sensors (5 kHz) with a LabView DAQ module (Natinal

Instruments) have been used to record the pressure waveform at multiple locations. More details

regarding the simulator are to be found elsewhere [172].
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Figure 4.2. The schematic of the experimental setup: (A) The cardiovascular flow simulator; (B)
raw PIV images from the two models.

4.2.3. Particle Image Velocimetry (PIV)

For the phase-locked PIV system, a double-pulsed Nd:YAG laser (NewWave Gemini 200,

100 mJ, 532 nm) was used for illumination. A set of lenses and a 2M-pixel CCD camera were

employed in this experiment. The lasers and camera were synchronized by a delay generator

(BNC Model 577, Berkeley Nucleonic Corp.), which was externally triggered by a digital signal

from the pulsatile pump. The delay to the trigger signals was then controlled specifically for each

test case to obtain phase shifts. The uncertainty of the synchronizing (based on the rise time of

TTL signal) was less than 3 ns. Cross-correlation technique was used to compute the

instantaneous PIV velocity vectors, which connected continuous frames of patterns of images

with multi-pass interrogation process from window size of 32 × 32 to 16 × 16 pixels. A 50 %

effective overlap was selected to fulfill the Nyquist criterion. For post-processing, time-averaged

parameters were achieved from a cinema sequence of 300 frames of instantaneous velocity fields

per condition. The gathered data was post-processed using DaVis software (LaVision Inc.). For
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the uncertainty of PIV measurements, the bias or accuracy error mainly comes from the standard

cross-correlation analysis of the raw particle images. Although the bias limit of the PIV

measurements was not studied in this paper, a good estimate of a standard PIV cross-correlations

is within 5 % based on the detailed study [26]. The precision limit of the current phase-locked

PIV average velocity is very small and estimated to be ±0.2 % (confidence interval of 95 %),

based on the calculation of 300 velocity data samples extracted at a low turbulence flow region

(standard deviation less than 2 % of the mean velocity). Thus, the maximum uncertainty of the

PIV is estimated to be less than 5 % of the measured data.

A mixture of water-glycerin (40 % and 60 % by volume, respectively) was also used as

the working fluid (density ρ = 1,160 kg/m3 and a dynamic viscosity μ = 0.012 Pa∙s) in this study

to match the RI to minimize the optical distortion. Figure 4.3 shows the visual effects of the

silicone model before and after RI matching. It should be noted that the non-Newtonian fluid

property of blood due to the existence of red blood cells were not considered in this study. The

working fluid was seeded with hollow glass microspheres (10 μm in diameter) with a seeding

density of 0.1 ppm [51], [116]. The density of the particles is very close to water and the

resultant Stokes number is much less than 1, making them perfect seeders for water-based PIV

measurements. The raw images with seeding particles obtained for Model #1 and #2 are shown

in Figure 4.2 (B-C), respectively.
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Figure 4.3. The refractive index matching of silicone aortic root model.

4.2.4. Experimental Conditions

A systole-to-diastole ratio (S/D ratio) of 40 % was selected according to the normal

physiological range based on clinical research [173], [174], and the total CO was fixed at 4

L/min. Reynolds number (Re) and Womersley number (Wo) of the test conditions were

calculated at the peak systolic flow conditions using the equation as follows (Eq. 4.1 - 4.2):

Re = ρdaua/μ (4.1)

Wo = ra ωρ/μ (4.2)

where da and ra indicate the inner diameter (25 mm) and radius of aortic valve; ua is the

maximum jet flow velocity; ρ, μ, and ω are the density, dynamic viscosity and angular frequency

of pulsatile flow, respectively. The Re and Wo in the these experiments both fall within the

normal range of human physiology [173], [175]. For the comparison of two stenotic models, the

heart rate was 75 bpm hear rate was selected as the baseline. Thus, the corresponding peak

Reynolds number (Re) is 2,500 – 3,300 and the Womersley number (α) is 16.1. For the flow

characteristics study of stenotic Model #2, three different heart rates were chosen: 50, 75, and

100 bpm under the same CO, respectively.
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4.3. Results

4.3.1. Pressure Waveforms

The 2-second segments of pressure waveforms measured upstream (left ventricular, i.e.

LV, pressure, blue lines) and downstream (aortic pressure, red lines) of the two valve models are

displayed in Figure 4.4 (A-B), respectively. Meanwhile, the pressure gradients across the model,

i.e. LV pressure minus the aortic pressure, are shown as the black lines with shaded areas. The

results demonstrate that under the same flow boundary conditions, the general patterns of

pressure waveforms for the two models are quite similar. The waveforms repeat with a period of

0.8 s due to the 75 bpm heartbeat setting. Driven by the 40 % systole-to-diastole ratio motion of

the pump, the systolic period of the aortic pressure gradients were both 0.32 s. Note that the

actual ejection time manifested by the positive pressure gradients are different for the two

models due to the different leaflet structural responses to the pump pressure.

Further examinations of the waveforms reveal some different pressure loading conditions

for the two valve models under the same boundary conditions. First, the LV pressure upstream of

the valve in Model #2 was higher than that of Model #1 in the entire cycle, which also resulted in

a greater peak pressure gradient during systole. Second, the pressure gradient of Model #1

becomes negative briefly towards the end of systole (0.4 – 0.5 s in Figure 4.4A), while that of

Model #2 remains positive as shown by the pressure plateaus during the same time periods.

These differences are potentially due to the greater resistance of the stiffer valve leaflets (more

severe stenosis) of Model #2 and their dynamic responses to the varying pump chamber pressure.
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Figure 4.4. Pressure waveforms and pressure gradients for the two valve models at 75 bpm.

Table 4.1 lists the key parameters from the pressure waveforms related to the prosthetic

stenosis at 75 bpm calculated from the 15-second time-serial pressure data (18.75 cycles), each

consisting of 75,000 data points with a sampling frequency of 5 kHz. The uncertainty was

estimated based on the standard deviations of the cycle-to-cycle data of the 18 cycles collected.

The results clearly show that compared to the stented stiffened valve (Model #2), Model #1

resulted in smaller mean and peak pressure gradients. The systolic ejection time of Model #1,

estimated by the positive pressure gradient duration, was significantly shorter than that of Model

#2. The prolonged ejection period of the more severe stenosis case is consistent with the previous

clinical research findings [176].

Table 4.1. A summary of key parameters from pressure waveform measurements at 75 bpm.

Mean Pressure
[mmHg]

Peak Gradient
[mmHg]

Actual Ejection Time
(ET) [seconds]

Model #1 17.4±0.8 37.7±1.8 0.263±0.005
Model #2 19.7±0.2 53.1±1.4 0.365±0.008
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To understand how the pressure gradient varies across the stenotic Model #2 under

different heart rates, the pressure curves of 50 – 100 bpm are shown and compared in Figure 4.5.

The blue dashed line and the red solid line demonstrate the left ventricular pressure and aortic

pressure, respectively, within a cardiac cycle, such that the pressure gradient (LV pressure –

aortic pressure) can be compared for the three heartbeat conditions. To facilitate the comparison,

the actual cardiac time (t) is normalized by the cycle durations of each heart rate (T), i.e. 1.2 s,

0.8 s, and 0.6 s for 50, 75, and 100 bpm, respectively, and the t/T = 0.0 (peak systole) of each

case are aligned. Each normalized time step, i.e. t/T, is referred to as a cardiac phase in this study.

The results show that the peak pressure gradient at t/T = 0.0 increased significantly from 37.9

mmHg to 53.1 mmHg and 63.8 mmHg for heart rates of 50 bpm, 75 bpm, and 100 bpm,

respectively. This might be caused by the increased acceleration of flow of each cycle at the

faster heart rate condition. In the meantime, the mean pressure gradient (represented by the area

between the waveforms) does not vary significantly. The peak-to-peak pressure gradient, which

is determined by calculating the difference of the peak pressure of the LV and the peak pressure

of the aortic flow during a cycle, decreases as the heart rate increases. These pressure gradient

data are listed in Table 4.2. The uncertainties of the pressure gradient in the table are estimated

based on the maximum pressure reading multiplying by the maximum uncertainty of the pressure

sensor measurement. These data suggest different pressure gradient indices that have been used

for clinical stenosis evaluations vary significantly with the heart rate under the same cardiac

output.



76

Figure 4.5. Pressure waveforms across Model #2 under different heart rates (50bpm, 75bpm and
100bpm), shown with nondimensionalized time.

Table 4.2. Summary of pressure gradients for stenotic Model #2.

HR
[bpm]

Stroke volume
[ml]

Max ∆P
[mmHg]

Mean ∆P
[mmHg]

Peak to Peak ∆P
[mmHg]

50 80 37.9±1.9 21.8±0.4 28.5±3.4
75 53 53.1±1.4 19.7±0.2 25.1±2.8
100 40 63.8±3.0 23.4±0.5 17.0±3.4

4.3.2. Instantaneous and Averaged Flow Fields for Two Models at 75 bpm

Figure 4.6 shows the instantaneous flow fields and out-of-plane vorticity distributions of

two models at four different flow phases. The timing of each locked phase was re-defined by

setting the peak systole phase as the reference time. Specifically, the early systolic phase (10 %

of the cycle) was defined as t/ T = −1/10; the peak systole phase is defined as t/ T = 0 (20 % of

the cycle) when the cyclic maximum pressure gradient occurred; the late systolic phases were
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defined as t/ T =+ 1/10 and + 2/10 (30 % and 40 % of the cycle, respectively). The magnitude of

the z-vorticity is calculated by

ωz =
∂v
∂x
− ∂u

∂y
(4.3)

Note that since Model #1 is entirely transparent, we were able to mark down the

boundaries of the valve leaflets qualitatively from the raw PIV images for different phases.

These boundaries are shown in black dashed lines in Figure 4.6 (A-D). The stented structure of

Model #2 covered the flow fields upstream of the valve and therefore is not shown in Figure 4.6

(E-H).

Figure 4.6. Instantaneous vorticity distribution at selected phases.

The instantaneous vorticity field demonstrates the initiation, growth, and dissipation of

the aortic jet during the systolic periods of the two models. At the early systole phase (t/ T =

−1/10), the opening of Model #2 was significantly smaller than that of Model #1, evidenced by

the smaller distance of the pair of vortices at the jet exit ( Figure 4.6A & E). At peak systole (t/ T

= 0), the flow passed through Model #1 valve more smoothly and had the narrowest jet location

(vena contracta) slightly downstream of the jet exit. However, Model #2 resulted in a rapid

expansion of jet flow immediately downstream of the narrow orifice, which also caused
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significantly higher vorticity in the free shear layer of the jet. At the phase past peak systole (t/ T

=+ 1/10), it is clear that the jet started to narrow and the vorticity increased for Model #1 due to

the decreasing pressure gradient and closing leaflets. Near the end of systole (t/ T =+ 2/10), the

jet through Model #1 dissipated faster than that of Model #2, as shown by the weaker vorticity in

Figure 4.6D and H.

The horizontal velocity U calculated from an ensemble average of 300 phase-locked

instantaneous results is displayed in Figure 4.7. At t/ T = −1/10, the flow was at early-systole and

a maximum jet velocity of only 0.3 m/s was found near the orifice of both valves. At t/ T = 0, a

significantly greater jet velocity was seen in Model #2 than that in Model #1, as shown in the

comparison of Figure 4.7 (B & F). After the peak systole, the jet velocity through Model #1

valve continued to increase, while the jet velocity of Model #2 did not change substantially, as

shown in Figure 4.7 (C & G). A decrease in the width of the jet can be seen in both models as a

result of decreased pressure gradient and closing leaflets. Towards the end of systole at t/ T =+

2/10, both models show decreased jet velocities. However, it is obvious that the maximum

velocity of Model #2 was still considerably higher than that of Model #1 at this phase, indicating

a longer ejection period, corresponding well to findings from the previous pressure gradient

results. It should be noted that the eccentricity of the jet was also increased by the severe stenosis

in Model #2, as shown in Figure 4.7 (E-H), which was found less significant in Model #1.
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Figure 4.7. Ensemble averaged horizontal velocity at selected phases.

Figure 4.8 displays the velocity profiles of the two models extracted from the PIV data at

two locations, i.e. the jet exit (set as x = 0 mm) and 15 mm downstream of the exit, which are

also compared with a third scenario for which the valve leaflets were removed from Model #2

(with stent installed only). The purpose of using the “no-valve” scenario as a baseline is to

identify jet flow variations induced by the valve dynamics versus the natural variations of the

pulsatile flow. While there was no obvious difference in the results of pre-systolic phase (Figure

4.8A), Figure 4.8B suggests that the severe stenosis in Model #2 caused an around 2-fold

increase in the peak jet velocity at peak systole (Figure 4.8B). In contrast, Model #1 did not

increase the peak jet velocity significantly at both orifice and downstream locations. Meanwhile,

the width of the jet at the orifice location (x = 0 mm) was strongly associated with the severity of

the stenosis, while the jet width downstream did not show significant differences. At t/ T =+ 1/10,

the peak jet velocity of Model #1 increased, while that of Model #2 slightly decreased from the

previous phase, which quantitatively demonstrates the trends in Figure 4.7. However, Model #2

still had a higher peak jet velocity than Model #1 at this phase. At t/ T =+ 2/10, the jet of Model
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#1 decreased faster than that of the no-valve case, while the jet of Model #2 was relatively

stronger than the other two cases.

Figure 4.8. Velocity profiles extracted at the orifice (x = 0 mm) and 15 mm downstream,
compared with the valve removed case.

4.3.3. Turbulent Characteristics for Two Models at 75 bpm

The turbulent characteristics of the systolic flow were analyzed by calculating the

ensemble Reynolds shear stress (RSS) and turbulent kinetic energy (TKE) from the

instantaneous results. The 2D normalized RSS and TKE are defined as

RSS =− u'v'� /Uavg2 (4.4)

TKE = 0.5 u'2� + v'2 � /Uavg2 (4.5)

where u' and v' are velocity fluctuation components in horizontal and vertical directions,

respectively, and Uavg is the reference velocity calculated by averaging the same cardiac output
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flow with the same cross-sectional area for both models. Figure 4.9 (A-B) shows that the RSS of

Model #1 remained very low at the early (t/ T = −1/10) and peak systole (t/ T = 0). Past the peak

systole (Figure 4.9 C-D), high RSS regions were created at the interface of the free jet, indicating

stronger instability was generated due to the fluid-structure interaction during closure phases of

the valve. In contrast, Figure 4.9 (E-F) indicates that significantly higher RSS was generated

from pre-systole to peak-systole across the stiffened valve of Model #2, particularly near the

valve orifices. Much higher RSS regions were also generated downstream of the valve at t/ T =+

1/10 (Figure 4.9G). However, at t/ T =+ 2/10, the high RSS region downstream in Model #2

dissipated faster compared with that of Model #1.

Figure 4.9. Normalized Reynolds shear stress distribution.

The TKE profiles of the two models are quantitatively compared in Figure 4.10, which

also includes the “no-valve” baseline case. The normalized TKE was extracted at the valve

orifice (x = 0 mm) and 15 mm downstream of the orifice. The results suggest that Model #2

generated significantly higher turbulence than Model #1 at both locations at nearly all phases

during systole. The peak TKE found in Model #2 was almost 3-fold as that found in Model #1.

At the peak systole (t/ T = 0), the TKE of Model #1 was almost negligible and even smaller than
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the no-valve case (Figure 4.10B), whose TKE near the orifice were potentially contributed by the

stent base itself. In contrast, the TKE of Model #2 was significantly larger near the orifice at the

peak systole and were found transported downstream at phase t/ T =+ 1/10 (Figure 4.10C). At t/

T =+ 2/10, the TKE of Model #2 decreased, while that of the Model #1 increased from the

previous phase, which indicates a stronger fluid-structure interaction between the closing leaflets

and the jet towards the end systole phase in Model #1. It should be noted that both RSS and TKE

calculated in the present study were limited with the assumption that the turbulence

characteristics can be represented by the 2D and phase-averaged measurements. The results

obtained in the experiments reflect unsteadiness of the flow fields, but the real turbulence values

can only be resolved when the temporal resolution is sufficiently high and the measurement is

three-dimensional.

Figure 4.10. Normalized turbulent kinetic energy profiles extracted at the orifice (x = 0 mm) and
15 mm downstream, compared with the “no valve” case.
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4.3.4. Phase-Averaged Flow Fields of Model #2 under Varied Heart Rates

To figure out the detailed flow characteristics inside stenotic Model #2 (stent constructed

by our group), phase-locked PIV measurements were employed and the obtained results were

analyzed at 10 separate phases under varied heart rates (50, 75 and 100 bpm), with the peak

systole phase defined at t/T = 0. In Figure 4.11, the averaged axial velocity (U) was presented at

4 selected phases, i.e., peak systole, +1/10, +2/10 past peak, and +3/10 into the early diastole.

(a) 50 bpm (b) 75 bpm (c) 100 bpm

Figure 4.11. Phase-averaged velocity contours of Model #2 under varied heart rates: (a) 50 bpm;
(b) 75 bpm; (c) 100 bpm (PIV data maximum uncertainty of ±5%).
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In these figures, the boundary of the aortic root and valve boundaries were marked as the

bold solid black lines based on raw images. The region “stent” is also illustrated in this figure to

demonstrate the position where the model leaflets were fixed to the aortic root via its stent ring

base, which can also be seen in Figure 4.1F.

The results clearly show that for all the cases, the jet flow peaked at t/T = 0, decreased at

t/T = +1/10 to +2/10 phases, and diminished at t/T = +3/10 with the onset of diastole for all cases.

A few significant differences were observed for the flow patterns downstream of stenotic Model

#2 under varied heart rates:

First, the flow velocity at the peak systole (t/T = 0) was higher and the jet region was

wider under a faster heart rate. To demonstrate this more clearly, Figure 4.12 compares the

velocity profiles extracted from the PIV results at three locations downstream, namely the valve

orifice (0 mm), 8 mm, and 16 mm downstream of the orifice. It can be seen that the widths of the

jet were quite comparable at the valve orifice. The jet diameter is about 1 cm and a geometric

orifice area can be estimated as 0.78 cm2 by assuming a circular jet cross-section at this location

(with ±2 % uncertainty of the velocity data). This aortic valve area confirms a severe AS case

based on the classification from the guideline [171]. Overall, at 8 and 16 mm downstream of the

valve orifice, the peak jet velocity was considerably higher at faster heart rate.

Second, under an increased heart rate, the jet flow dissipates faster immediately after

peak systole, as evidenced by the velocity contours at t/T = +1/10. However, towards the end of

systolic phase (t/T = +2/10), the maximum jet velocity was obviously higher at the 100 bpm case

compared to 75 and 50 bpm cases. This trend has been made clear in Figure 4.13, which

compares the jet velocity profile at 8 mm downstream of valve orifice at t/T = 0, +1/10, and

+2/10 for each case. Overall, it can be summarized that the decreased heart rate (50 bpm)
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contributed to a weaker peak jet flow, which however lasted longer due to the increased stroke

volume. Meanwhile, the increased heart rate induced a stronger peak jet flow, whose strength

quickly decreased after systole, but took longer (in term of cardiac phase) to fully dissipate.

Figure 4.12. Velocity profiles of Model #2 at the valve orifice, 8mm and 16mm downstream of
the valve at t/T=0.

Figure 4.13 Velocity profiles of Model #2 - 8mm downstream of the valve orifice from t/T=0 to
t/T=+2/10 under three heart rates.

4.3.5. Turbulence Kinetic Energy of Model #2 under Varied Heart Rates

Figure 4.14 shows the TKE contours from t/T = 0 to t/T = +3/10 for different heart rates

(50 to 100 bpm). It is apparent that at peak systole (t/T = 0), the heart rate of 50 bpm generated

much greater unsteadiness downstream of the valve. This result corresponds well with the

finding of the narrower jet at 50 bpm (Figure 4.7). After peak systole, TKE dissipated fast at 50
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bpm. In contrast, for 75 and 100 bpm cases, TKE increased significantly at t/T = +1/10. At t/T =

+2/10 and early diastole t/T = +3/10, an increased heart rate caused a significantly increased

TKE downstream of the stenotic valve.

(a) 50 bpm (b) 75 bpm (C) 100 bpm

Figure 4.14. Normalized TKE contours under varied heart rates: (a) 50 bpm; (b) 75 bpm; (c) 100
bpm.

To investigate source of the stronger instability at 100 bpm, the experiments were

repeated with the valve leaflet removed and only the stent installed inside the aortic root model,

as shown in Figure 4.15. It is clearly demonstrated that at t/T = +2/10, the TKE was significantly

lower than those shown in Figure 4.16. This result suggests that the increased late-systole
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turbulence at the faster heart rates was mainly caused by the altered fluid-structural interaction

between the pulsatile flow and the stenotic valve leaflets, instead of merely by the decelerating

flow. However, at t/T = +3/10, the TKE was found to be greater at faster heart rates even though

the stenotic valve was not involved, similar to what has been discussed in Figure 4.14. The

results indicate that at early diastole, the flow unsteadiness was not less correlated with the valve

leaflet dynamics, but was associated with faster flow deceleration due to the increased heart rate.

Figure 4.15. Normalized TKE contours with the stent only (no valve) under varied heart rates.

Figure 4.16. Convergence of the TKE data (8 mm downstream of the orifice, 50 bpm, t/T=0).
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4.4. Discussion

4.4.1. Evaluation of Prosthetic Stenosis for Two Models at 75 bpm

For native aortic valves, severe stenosis could be diagnosed by a mean pressure

gradient > 40 mm Hg according to the American College of Cardiology (ACC)/American Heart

Association (AHA) guideline [171]. For more accurate assessments, an aortic valve area (AVA)

or effective orifice area (EOA) that is less than 1.0 cm2 is normally used as a criterion for several

AS. The EOA can be estimated via different equations, one of which, the Gorlin equation, has

been set as the gold standard for the past decades [174]. The Gorlin equation is defined as

follows:

AVA = Q
HR∗Ts∗44.3 ∆Pm

(4.6)

where Q is the CO in mL/min, HR is the heart rate in beats per minute, T s is the systolic ejection

period in seconds, ΔPm is the mean pressure gradient in mmHg. Despite its simplicity, the

Gorlin equation uses several assumptions that does not consider the dynamics of a stenotic valve.

For example, the Gorlin equation ignores the flow inertia to open the stenotic valve and the

pulsatile aortic hemodynamics assuming a fixed orifice area and constant flow rate throughout

the ejection period. Also it assumes a quadratic relation (square root) between the pressure and

the flow, which could yield erroneous estimations in certain cases [175].

Using the Gorlin equation, the EOA of the two models has been calculated to be 1.65 and

0.74 cm2, respectively (Table 4.3), indicating a moderate and severe stenosis as expected. In this

table, the uncertainties estimated from the standard deviations of EOA calculated for 18 cycles

(~15 s) were quite low for both models. Meanwhile, the acceleration time to ejection time ratio

was estimated to be around 0.26 and 0.49 for Model #1 and Model #2, respectively, which

correspond well with the clinical threshold of 0.35 for the determination of severe stenosis for
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native aortic valves [177], [178]. These results suggest that the severity assessment of the

prosthetic aortic valve stenosis was consistent with those used in clinical stenosis evaluations.

Table 4.3. Stenosis estimation for the two valve models used in this study.

Effective Orifice Area (EOA, cm2 )
Gorlin equation

Acceleration time (AT) to ET Ratio
AT/ET

Model #1 1.65 ± 0.04 ~ 0.26
Model #2 0.74 ± 0.01 ~ 0.49

4.4.2. Hemodynamics of Stenotic Prosthesis for Two Models at 75 bpm

The PIV results reveal several distinct hemodynamics for moderate and severe prosthetic

stenosis. First, severe stenosis increases the strength of the vorticity and jet velocity much more

significantly than moderate stenosis throughout the systolic phases. The rapid increase in aortic

jet velocity, which has been used as a predictor for asymptomatic severe AS for native valves

[179], is also an indicator to determine prosthetic stenosis progression. Second, severe stenosis is

also more likely to cause an eccentric jet flow due to the rapid expansion of flow after the

narrowed orifice, as evidenced by Figure 4.5 and Figure 4.11. The eccentric jet could potentially

increase the WSS leading to other significant ascending aortic diseases, similar to the impacts of

congenital bicuspid aortic valve [180], [181].

In general, the turbulence level is significantly elevated in severe prosthetic stenosis. The

distributions of TKE and RSS suggest the turbulence is more concentrated near the orifice and

the shear layer of the jet flow under severe stenosis. The comparison to the “no-valve” case

implies that the contribution of the pulsatile nature of the flow to turbulence is order-of-

magnitude weaker than the contribution from the leaflet-flow interaction. The results also

underline the important role of the leaflet stiffness, rather than the stent base structure, in

determining the turbulence shear stress in the ascending aortic flow. The absolute values of

maximum RSS (ρu'v'� ) for severe stenosis were estimated approximately 60 N/m2, which is far
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below the established threshold for red blood cell (RBC) damage (400 N/m2, [182], [183]). The

RSS value is very close to that reported in an in vitro experiment of a bi-leaflet mechanical valve

[184]. However, it should be noted that RSS is only a statistical representation of the transport of

average momentum fluctuations. The actual physical shear stress experienced by RBC or the

platelet should be evaluated by the real-time viscous shear stress induced by turbulence, which

could only be available in time-resolved 3D measurements. Nevertheless, according to Ge et al.

[184], this RSS level is correlated to a viscous shear stress that is far below the risk threshold of

hemolysis (RBC damage), but could potentially contribute to an elevated platelet activation and

aggregation (threshold on the order of 10 N/m2 , [185]).

4.4.3. Effects of Heart Rate on the Hemodynamics of Stenotic Model #2

The presence of the aortic valve stenosis causes increased jet velocity and leads to

elevated WSS on the ascending aortic wall tissues downstream of the valve [186]. For Model #2,

we demonstrated that the aortic jet velocity is strongly affected by heart rates under the same

cardiac output. While the velocity profiles at the valve orifice were comparable, the jet velocity

downstream of the valve at peak systole was significantly higher under the faster heart rate than

that under the slower heart rate. Specifically, the jet velocity decreases from 0 mm to 16 mm

downstream of the valve in the 50 bpm case, while in contrast, the jet flow accelerates through

that distance in the 100 bpm case (Figure 4.12). According to the Bernoulli’s principle, this flow

acceleration downstream of the valve might indicate that a longer distance is required for

pressure recovery, which is an important hemodynamic factor that quantifies the recovery of

aortic blood pressure after the vena contracta. The consideration of pressure recovery is very

important for an accurate assessment of AS severity through echocardiography [187]. Therefore,
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the results imply that the heart rate should also be a consideration factor for determining the

magnitude of pressure recovery for patient-specific AS assessment.

Aortic blood flow is one of a few cardiovascular sites where turbulence might exist even

in healthy subjects due to the relatively high Re and Wo numbers [155]. Elevated blood

turbulence, which is often diseased and age-related, is linked to the pathogenesis of many

cardiovascular diseases, including thrombus formation and elevated WSS [188]. In this study, we

show that the turbulence level induced by the stenotic aortic valve was also influenced by heart

rates. While the turbulence at peak systole was higher under the 50 bpm heart rate, the turbulence

during the late systole and early diastole phases was significantly higher under 100 bpm.

Through the comparison with no valve cases, we also found that the differences of systolic

turbulence were mainly produced by the interaction between the flow and the stenotic valve.

However, the early diastolic turbulence was higher under the faster heart rate, even with the

valve removed, indicating the instability of the flow at early diastolic was mainly from the

deceleration of the pulsatile flow.

4.5. Conclusion

An in vitro Phase-locked particle image velocimetry (PIV) study has been conducted to

investigate the fluid dynamics of two polymeric aortic valve prostheses with moderate and

severe stenosis. Two models were built with similar tri-leaflet aortic valve geometries, but

different materials and fabrication methods were applied. Through the pressure waveform

analysis, the effective valve areas of the two models were estimated and represent moderate and

severe prosthetic stenosis, respectively. Pressure waveforms also suggest that the severe stenosis

caused a prolonged ejection period and an increased acceleration time ratio during the ejection

period, which is similar to the clinical observations of the native aortic valve stenosis. In addition,
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the pulsatile flow characteristics of the stenotic Model #2 were also investigated using PIV

method under varied heart rates with the same cardiac output. Some important findings of this

study are found as follows:

Phase-locked PIV was employed to study the flow fields of the two stenotic models.

While the moderate stenosis did not show a significant increase in jet velocity compared with no-

valve baseline, the severe prosthetic stenosis caused nearly a 2-fold increase in the peak jet

velocity. Vorticity in the free shear layer of the jet flow was also increased in the severe stenosis

case. Meanwhile, the severe stenosis induced a rapid expansion of jet downstream of the valve

orifice, and cause a more eccentric jet flow pattern during the systolic period. Turbulence was

evaluated based on the ensemble RSS and TKE in the two models. Results suggest a nearly 3-

fold increase in peak TKE from the moderate to severe stenosis cases. Both valves introduced

significantly higher turbulence after the peak systole than the no-valve baseline case,

underscoring the important role of leaflet stiffness in the turbulence generation. The absolute

RSS value is far below the risk threshold of red blood cell damage, but could potentially

contribute to the elevated risk of platelet activation and aggregation.

For the flow characteristics of stenotic Model #2, the distribution of jet flow velocity

downstream of this stenotic model is changed under different heart rates. While the peak velocity

profiles at the valve orifice is comparable, the peak jet velocity downstream of the valve

increases as the heart rate increases, implying a longer pressure recovery distance as the heart

rate increases. And the normalized TKE was analyzed based on the ensemble flow field

information. While the turbulence at peak systole is higher under the slower heart rate, the faster

heart rate contributes to a significantly higher turbulence during the late systole and early

diastole phases. Based on the comparison with no-valve cases, the systolic TKE was mainly
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produced by the interaction between the pulsatile flow and the stenotic valve, while the early

diastolic turbulence was still present even with the valve removed.

Results of this study indicate that a severe prosthetic stenosis causes significant changes

in the flow field characteristics downstream of the stenotic aortic valve model. Some of the key

parameters were consistent with the calculations by Gorlin equation used in clinical practice. The

hemodynamic changes, including eccentric jet, increased jet velocity, and elevated turbulence

and viscous shear stress, were associated with the stiffened leaflet materials, rather than the use

of the stent base structure. Future improvements of artificial valve designs should capitalize on

ultra-compliant, durable and anti-calcification leaflet materials, which will benefit patients by

providing them optimal aortic hemodynamic outcomes with a prolonged lifetime after

implantation.
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5. COMPARISON OF PULSATILE FLOW CHARACTERISTICS IN ROMANESQUE

AND GOTHIC AORTIC ARCH MODELS3

5.1. Introduction

In the previous two chapters (Chapter 3-4), the flow characteristics about prosthetic aortic

valve models were studied. As another key part of the aorta, the dysfunctional aortic arch could

also lead to the increased working load for heart causing aortic related diseases. Among them,

Coarctation of the aorta (CoA) refers to the narrowing of the aorta, which is a congenital heart

disease that often occurs in the aortic arch [40], [189]. Despite of successful repairs, many young

patients still at high risk for cardiovascular complications, particularly systematic hypertension

later in their adulthoods [39], [41], [42]. Clinical studies suggest systematic hypertension occurs

for 20 - 40 % young adult survivors after successful repairs of CoA [46]. The causes of such

complications have extensively been studied in recent years [43], [44]. One of the most

significant factors has been identified as the deformation of the aortic arch after surgeries and the

associated abnormal hemodynamics [45]. Overall, the abnormal arch geometry and related

hemodynamics are associated with late systemic hypertension, aortic aneurysms, and other

cardiovascular complications that are commonly seen in patients with successful surgical repairs.

Gothic and Romanesque aortic arches are two common phenotypes of deformed arch,

which are named for their geometric similarity to the architecture styles. Clinically, the deformed

geometries have been suggested having strong correlations with hemodynamic complications.

Ou et al. [190] studied the blood pressure of three groups of patients with different deformed

arch geometries, which showed the resting hypertension was significantly more frequent in

3 The material in this chapter is adapted from a manuscript - Zhang, Yan, Zhang, Ruihang, Ullah, Al Habib, Thomas, Nick, Estevadeordal,
Jordi, and Suzen, Yildirim Bora. “Experimental and Numerical Study of Pulsatile Flow Characteristics in Romanesque and Gothic Aortic Arch
Models” submitted to Medical Engineering & Physics. The work was cooperated among Yan Zhang, Ruihang Zhang, Al Habib Ullah, Nick
Thomas, Jordi Estevadeordal, and Yildirim Bora Suzen. Ruihang Zhang had primary responsibility for running experiments, collecting and
analyzing data, and drafting the manuscript. Yan Zhang managed the project, revised the manuscript, and served as the corresponding author. Al
Habib Ullah and Jordi Estevadeordal helped set up the tomographic PIV system. Nick Thomas and Yildirim Bora Suzen conducted the CFD
simulations.
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Gothic arch patients than in other geometry groups. In another study, Ou et al. [191] also shows

that exercise-induced hypertension was also more frequent in patients with Gothic aortic arch.

Their following research suggested the abnormal hemodynamics found in Gothic arch patient is

strongly associated with early and enhanced systolic wave reflection and greater aortic stiffness

[192]. Bruse et al. [193] analyzed the correlation between shape features and several left

ventricular function indicators. They found that the deformation of aortic arch after CoA surgery

was possibly associated with worsened left ventricular function. These clinical findings imply

the complex hemodynamic mechanisms and highlight the needs for detailed fluid dynamic

studies of deformed arch hemodynamics.

In recent years, clinical imaging and CFD simulation studies have been performed to

understand the abnormal hemodynamics associated with aortic arch deformation. Hope et al. [42]

performed a 4D MRI study which suggested that the Gothic arch has a tendency of having

abnormal systolic helical flow in the descending thoracic aorta. Olivieri et al. [95] conducted a

steady flow CFD simulation of three different deformed aortic arch geometries. Their results

showed that Gothic arch has a unique location of peak wall shear stress (WSS) in the descending

aorta compared with that in Romanesque and Crenel arches. Szopos et al. [94] conducted a CFD

and fluid-structure interaction study of idealized Gothic and Romanesque arch hemodynamics.

The aforementioned studies have different limitations in terms of quantitative flow

measurements. Clinical imaging normally has limited spatial and temporal resolution, requires

access to expensive facility, and is limited to specific boundary conditions.

Despite of these finding, previous CFD studies has been mostly focused on steady flow to

represent the peak systolic flow in idealized geometries and the effects of pulsatile nature on the

helical and vortical flow has not been fully studied so far. In addition, there is currently a lack of
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experimental data of deformed aortic arch hemodynamics, which is important for direct physical

insides and validation of such flow phenomena. In recent years, PIV experiments base on vessel

phantoms has become an important alternative branch in hemodynamic research for various

biomedical problems [75], [96]-[97], [194]. In vitro flow loop that mimics pulsatile waveforms

provides a controllable way to study effects of boundary conditions.

In this study, we present a combined experimental and numerical study of the pulsatile

flow characteristics within a Gothic and a Romanesque aortic arch model based on 2D planar

PIV, 3D tomographic PIV, and 3D CFD simulations. The same deformed aortic arch geometries

were used for the experimental phantoms and the computational domains. A pulsatile flow

simulator was used for generating the flow waveforms and a phase-locked PIV setup was used to

obtain ensemble-averaged data. CFD simulations were performed to provide insights into time-

resolved flow characteristics and were compared with experimental results. The aim of this study

is to understand the variations of primary and secondary flow features of a typical Romanesque

and Gothic aortic arch, including flow separations, Dean-type vortices, and wall shear stress,

under typical pulsatile flow conditions.

5.2. Experimental and Computational Methods

5.2.1. The Cardiovascular Flow Simulator

The experiment was conducted in a closed-loop pulsatile flow system as described in

Chapter 2 and illustrated in Figure 5.1. The system was driven by a programmable pulsatile flow

pump (PD-1100, BDC Laboratories). A diastolic pressure control module was installed at the

pump outlet (upstream of the model) to adjust the diastolic negative pressure during the suction

stroke of the piston pump. Furthermore, a compliance chamber and a flow resistance

downstream were installed to adjust the pressure/flow magnitudes to maintain a desired
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condition near the test section. A fluid reservoir was installed to collect the working fluid and to

serve as a seeding particle mixer for the PIV measurements. In this experiment, pressure sensors

with a high frequency response of 5 kHz were installed upstream and downstream of the aortic

arch model outside the test section box. The sensors were connected to a data acquisition system

(DAQ, National Instruments) to collect 75,000 pressure time series data for 15 seconds for each

test case.

Figure 5.1. Schematic of the pulsatile flow loop (top) and tomographic PIV cameras setup
(bottom).
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5.2.2. Particle Image Velocimetry (PIV)

A PIV system was utilized to quantify the flow field characteristics (Figure 5.1). Double-

pulsed Nd:YAG lasers with a 532 nm wavelength were selected. For the planar PIV

measurement, the laser beams were shaped into a 1 mm thin laser using lens and a CCD camera

with a resolution of 1,608 × 1,208 pixels was installed over the top of the model to capture the

instant images. The field of view for the two models are 162 mm × 121 mm (Romanesque) and

180 mm × 135 mm (Gothic), respectively. Hollow glass microspheres (size of 10 μm and

seeding density of 0.1 ppm) with a density close to that of water were used as seeding particles.

The resulting Stokes number is much less than 1, which indicates that the tracers faithfully

follow the streamlines. The raw images were post-processed using cross-correlation technique

(LaVision DaVis software) to compute the instantaneous velocity vectors, which connected

continuous frames of patterns of particle images with multi-pass interrogation process from a

window size of 32 × 32 to 16 × 16 pixels. A 50 % effective overlap was selected to fulfill the

Nyquist criterion. The bias error of PIV measurements mainly comes from the standard cross-

correlation analysis of the raw particle images. Although the bias limit of the PIV measurements

was not studied here, a good estimate of a standard PIV cross-correlations is within 5 % based on

the detailed study [195]. The precision limit of the current phase-locked PIV average velocity is

very small and estimated to be ±0.2 % (confidence interval of 95 %), based on the calculation of

300 velocity data samples extracted at a low turbulence flow region (standard deviation less than

2 % of the mean velocity). Thus, the maximum uncertainty of the 2D PIV is estimated to be less

than 5 % of the measured data.

To obtain 3D flow data at the top cross section of the models, a tomographic PIV

experiment was also performed for this study. In the tomographic setup, a combination of four
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LaVision Imager LX cameras with adjustable Scheimpflug were used as shown in Figure 5.1. A

volumetric laser illumination with a depth of 10 mm was formed by using a cylindrical lens and

an aperture mechanism before projected into the top of models. The aperture makes the laser

volume sharp at the edges and improves the data quality. To allow accurate reconstruction, the 4

cameras were placed on one side of the model with angles. After aligning the laser and cameras,

the cameras were calibrated using LaVision’s calibration plate and the 3D vector space was

reconstructed. The calibration plate contained two surfaces to allow for 3D calibration with

calibration dots of 2.5 mm in diameter and 10 mm distance vertically and horizontally from other

calibration dots. All four cameras were calibrated at the same time with the center of the two

calibration planes in the middle of projected laser volume. The volume correlation used 4

window sizes starting from a voxel size of 92 to 40 with each step using an overlap percentage of

75 %.

To eliminate the optical distortion caused by PDMS tube walls, a mixture of water-

glycerin (40 % and 60 % respectively by volume) was used as the working mixture (a density of

ρ = 1,160 kg/m3 and a dynamic viscosity of μ = 0.012 Pa∙s) to match the RI of the silicone model

(RI = 1.43 under the ambient temperature). It should be noted that the viscosity of the fluid

mixture is much higher than typical blood viscosity, and the non-Newtonian properties of the

blood due to the red blood cells were not simulated by this fluid mixture. Nevertheless, the peak

Reynolds number (~ 3,200) simulated in these experiments are within the typical range of aortic

hemodynamics. The non-Newtonian properties would not affect the overall flow characteristics

under the high Re aortic flow condition, as suggested by many previous PIV and CFD studies

[51], [116].
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5.2.3. Aortic Arch Model and Refractive Index Matching

Figure 5.2 shows the raw images of the Romanesque and Gothic aortic arch models,

which were constructed from PDMS materials based on scanned patient data (BDC Laboratory).

While the Romanesque model showed a relatively smooth arch and near semicircular geometry,

the Gothic model was approximately a triangular geometry with a turning angle greater than 270

degrees. The height-to-width ratios (i.e., H/W in Figure 5.2) for the Romanesque and Gothic

models were around 0.55 and 0.85, respectively, which fall in the normal range of clinically-

observed H/W for Romanesque and Gothic arches [191]. It should be noted that both models

have 3 arterial branches (i.e., innominate, left common carotid, and left subclavian arteries) in

the arch section. During this study, flow through these branches were blocked to allow us to

isolate the effect of arch geometry on the flow field only.

Figure 5.2. Raw PIV images of the Romanesque (left) and Gothic aortic arch (right).

5.2.4. Experimental Conditions

All experimental were conducted under an average flow rate (i.e. cardiac output) of 5

L/min and a heart rate of 60 beats per minutes (bpm). The pressure and flow waveforms (Figure
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5.3) were generated by the reciprocating motion of the piston pump, which is triggered by a

skewed sinusoidal signal from the function generator. The skewness was introduced to ensure

that the compression stroke (i.e. ventricular systole) takes 40 % of the entire cycle time. This

systole-time-ratio falls within the typical range of human cardiac physiology [154], [196]. All

PIV measurements were performed at 10 phase-locked timing in a cycle. To compare results

among cases, we used a normalized time, i.e. t/T, where t is the actual time and T is the cycle

period for each heart rate, and then assign t/T = 0.0 to the phase when the maximum flow occurs

at the inlet, i.e. the peak systole phase. The peak flow Reynolds number (Re) was around 3,200,

which is defined based on the peak centerline velocity downstream of the aortic valve during the

cycle. The Womersley number α, which quantifies the pulsatility of the flow, is 11.7 for 60 bpm.

The equations for peak Re and α are

Re = ρdaup/μ (5.1)

α= 0.5da ωρ/μ (5.2)

where up represents the peak velocity of the aortic inlet; da is the diameter of aortic arch inlet (30

mm); ra is the radius of aortic inlet; ρ is the density of the working fluid; μ is the dynamic

viscosity of the working fluid; ω is the angular frequency of the pulsatile flow from the pump.

Both Re and Womersley numbers of the current experiments are within the reasonable

physiological range of aortic flow [197].
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Figure 5.3. The pump displacement/flow rate (upper) and pressure waveforms (lower).

5.2.5. Computational Simulation

3D CFD simulations have been conducted for the two aortic models using ANSYS CFX.

Figure 5.4 shows the computational domains and meshes generated using ANSYS ICEM. The

structured mesh was constructed with hexahedra cells with a total number of approximately

1.1 × 106 and 1.5 × 106 in the Romanesque and Gothic arch models, respectively. The

maximum element size is ~1 mm and an inflation of ~ 0.06 mm is applied around wall

boundaries. It should also be noted that an inlet tube has been implemented in each

computational domain to fully compare with the experimental condition and to provide enough

entry length for flow development. For boundary conditions, the pulsatile flow rate waveform

generated by the pump was used at the inlet and the outlet was set to follow the exit pressure

waveform measured during the experiment. All walls were set to no-slip wall boundary

conditions.
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Figure 5.4. Computational domain and mesh for Romanesque (left) and Gothic (right) aortic arch
models.

The Menter’s k − ω Shear Stress Transport (SST) model was created in an effort to

combine the best qualities of both the k − ε and k − ω models [198]. It utilizes a blending

function to use the k − ω model nearest to walls and the k − ε farther away. In addition, a shear

stress limiter is included in regions of adverse pressure gradients. To combine the k − ω and

k − ε models, the k − ε model is first transformed into the form of a k − ω model by use of ω =

ε (β∗k) , where β∗ = cμ [199]. The transport equations for turbulent kinetic energy, k , and

specific dissipation rate, ω, are given below in Eq. 5.3 and Eq. 5.4.
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The key difference in the k − ω and k − ε models is the inclusion of the final term in Eq. 5.4.

The degree of this term’s influence is controlled using the blending function F1 given in Eq. 5.5,
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where d is the distance to the nearest wall node. A value of F1 = 0 reverts to the k − ε

formulation (far from walls), and a value of F1 = 1 reverts to the k − ω formulation (near walls).

F1 = tanh ξ4 , ξ = min max
k

β∗ωd
,
500ν
d2ω

,
4σωk−εk
CDωd2

,
(5.5)

CDω = max 2σωk−ε
1
ω
∂k
∂xi

∂ω
∂xi

, 10−10
(5.6)

Constants in the transport equations (α, β, σk , and σω) are blended linearly between their k − ω

and k − ε values according to F1,

x = F1xk−ω + (1 − F1)xk−ε (5.7)

for an arbitrary constant x.

Similarly, a second blending function, F2 is used in the computation of the eddy viscosity,

νt , as seen in Eq.5.8. The inclusion of the max function in the denominator is the previously

mentioned shear stress limiter, which reverts to the k − ω formulation for eddy viscosity if the

production is too large (when s �is large) [199].

νt =
a1k

max a1ω, s �F2
, F2 = tanh η2 , η = max

2 k
β∗ωd

,
500ν
d2ω

(5.8)

The constants for the SST model used in this study are given below [199]:

β∗ = 0.09, a1 = 0.31

αk−ω =
5
9
, βk−ω =

3
40

, σk, k−ω = 0.85, σω, k−ω = 0.5

αk−ε = 0.44, βk−ε = 0.0828, σk, k−ε = 1, σω, k−ε = 0.856

(5.9)
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A timestep study was performed to determine the appropriate timestep for the transient

simulation. Four different timesteps, i.e. ∆t = 0.01, 0.005, 0.002, 0.001 seconds, were used in

the simulation for the Romanesque geometry. The velocity profiles extracted on the top cross

section were compared in Figure 5.5. Since all results agreed very well, the time step of ∆t =

0.01s was chosen for the rest of the study. For all cases, a total time of 10 seconds was simulated

with the first 3 cycles to initialize. The computational data were then analyzed by averaging the

remaining 7 cycle (7 seconds) data.

Figure 5.5. Velocity profile vertically along the top plane with varied time steps (CFD).

5.3. Results

5.3.1. Primary Flow Characteristics

The aortic flow is driven by the highly pulsatile nature of the cyclic ejection from the

heart. As the heart compresses, the flow quickly accelerates into the ascending aorta, reaches the

peak systolic flow, and then decelerates until the systole ends. The characteristics of these

systolic flow phases in the primary plane are displayed for PIV experiments and CFD

simulations in Figure 5.6 and Figure 5.7, respectively. Hereby we define the 3D space of the
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results in x-y-z coordinates, in which x is the horizontal (left-right) direction, y is the vertical

(inferior-superior) direction, and z is the depth (anterior-posterior) direction. The PIV results was

ensemble-averaged from 300 instantaneous data that was locked at the specific phases, while the

CFD results was an average of 7 continuous cycle. In these results, the velocity magnitude was

normalized by the mean velocity of a cycle, i.e.U �= Q/A , where Q is the cardiac output of 5

L/min (cycle average), and A is the cross-sectional area of the inlet. To facilitate the comparison,

the time of both experiment and simulations was normalized by the cycle period and set to t/T =

0 for the peak systole phase. It is worth mentioning that the PIV laser sheet was generated from

the right to the left. Therefore, the illumination for part of the descending aorta was blocked in

the Romanesque model because of the longer horizontal wall in the laser direction (the “shadow”

region indicated in Figure 5.6).

Figure 5.6. PIV normalized velocity contours in the X-Z plane for Romanesque (top row) and
Gothic (bottom row) aortic arch models.
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Figure 5.7. CFD normalized velocity contours in the X-Z plane for Romanesque (top row) and
Gothic (bottom row) aortic arch models.

Both PIV and CFD results demonstrate several prominent features of primary flow (axial

velocity) fields of Romanesque and Gothic arches. For the Romanesque arch, the high velocity

region is skewed towards the inner side of the arch at the phase t/T = -0.1 before the peak systole.

As the time passes the peak stole t/T = 0.0 and decelerates during t/T > +0.1, the primary flow

becomes more uniform transversely. The time-dependent transverse flow change is a clear

evidence of the centrifugal force acting on the fluid flow due to the smooth curvature of the

model. For the Gothic arch model, however, severe distinct flow patterns were observed from

both PIV and CFD results. First, the skewed high flow near the inner side consistently exists

throughout the systolic phases. The high velocity develops near the sharp corner and forms a

separation jet that impinges on the outer wall of the descending aorta. The flow separation also

caused a recirculating “bubble” region on the inner side of the descending aorta just downstream

of the arch apex. The flow fields are self-similar in distribution patterns throughout the systole

despite of the flow magnitude changes. Second, there exists a constantly low velocity region near

the top of the Gothic arch, as marked in Figure 5.6 and Figure 5.7, which is not seen in the
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Romanesque model. The flow stagnation near the top is a direct result of the sharp curvature and

might have hemodynamic implications for complications. To quantitatively examine the results,

the normalized velocity profiles on the top cross-sections of the two arch models were extracted

and plotted in Figure 5.8. It can be seen while the Romanesque model shows more uniform

velocity distributions past peak systole, the Gothic model displays self-similar profiles of high

velocity near the inner side and a low velocity near the outer side. Overall, the PIV and CFD

results show a good agreement, particularly near the peak systolic phases.

Figure 5.8. Comparison of normalized velocity profile on the top cross-section for Romanesque
(top row) and Gothic (bottom row) models.

5.3.2. Secondary Flow Characteristics

The flow in both Romanesque and Gothic arches exhibits rich secondary flow

characteristics and three-dimensional features. Figure 5.9 shows the 3D streamlines colored by

the normalized velocity magnitude for two models at four systolic phases from the CFD

simulations. The results suggest at the acceleration phase t/T=-0.1, both models display relative
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straight streamlines without significant secondary flow. At peak systole t/T=0.0, helical patterns

start to develop in the descending aorta. At t/T=+0.1 and +0.2, both models show strong 3D flow

characteristics as the flow decelerates.

Figure 5.9. Streamlines during the systole for Romanesque (top row) and Gothic (bottom row)
models (CFD simulation).

Figure 5.10 and Figure 5.11 compare the secondary flow patterns extracted from the top

cross sections of the two models at the peak systole. The normalized velocity and the distribution

of the out-of-the-plane vorticity are plotted from the CFD results and compared with the vorticity

iso-surface generated from the tomographic PIV measurements. It can be seen that in both

models, the peak flow generated a pair of counter-rotating vortices near the anterior-posterior

wall surfaces. Such vortices are a common feature for flow past curved pipe, as also discussed by

previous literatures [34], [200], [201]. The vortices are driven by the upward secondary flow

motion near the centerlines. However, the comparison suggests a few key differences of

secondary flows in the two arch models: First, the CFD results display an additional pair of

vortices near the center of the Romanesque section, while such vortices are not present in the
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Gothic section; Second, the wall vortices stay much closer to the wall in the Gothic section and a

much greater vertical velocity was observed concentrated near the bottom of the Gothic section;

Third, the velocity distribution is more uniform across the top section in the Romanesque model,

compared to the stratified velocity distribution in the Gothic section. The results from CFD agree

well with the tomographic iso-surfaces at the peak systole.

Figure 5.10. Secondary flow structures on the top cross-section of the Romanesque model shown
by CFD simulation (a) and tomographic PIV measurements (b).

Figure 5.11. Secondary flow structures on the top cross-section of the Gothic model shown by
CFD simulation (a) and tomographic PIV measurements (b).
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To further examine time-dependent secondary flow features, the streamlines and velocity

magnitude contours of the top sections were compared in an entire cardiac cycle for Romanesque

and Gothic models, in Figure 5.12 and Figure 5.13, respectively. As can be seen in Figure 5.12,

the central pair of vortices roll up during the acceleration of the flow from t/T=-0.1 to t/T=0.0 in

the Romanesque model. As the flow decelerates (t/T=0.0 to t/T=+0.1), the wall vortices near the

bottom develop strength and begin to dominate the entire cross section (t/T=+0.2). In diastolic

phases (t/T=0.3 to t/T=-0.2), this contour-rotating vortex structure persists while the flow

velocity diminishes. The vortical structure during the diastolic period resembles the “Dean-type”

vortices of the steady flow passing the curved pipes, which have been discussed by previous

literature. In comparison, Figure 5.13 displays distinct secondary flow characteristics for the

Gothic model. In contrast to the Romanesque model, the velocity distribution of the Gothic top

section is highly skewed throughout the systole, with high velocity concentrated near the inner

(inferior) wall and near stagnant flow near the top. This corresponds well with the results shown

for the primary plane in Figure 5.6 and Figure 5.7. In addition, although a pair of wall vortices

were generated near the inner (inferior) wall at t/T=0.0 and +0.1, such vortices did not roll into

the typical Dean-type vortices that occupied the entire section as similar to what was observed

for the Romanesque model during the entire post-systolic phases. Instead, the vortices were

drawn towards the bottom at the end of systole (t/T=+0.2) and then rolled towards the center by

the secondary flow motion during the diastolic phases (t/T=+0.3 to -0.2). These distinct

secondary vortex dynamics are directly associated with the skewed velocity distribution and the

large vertical velocity comp caused by the sharp curvature.
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Figure 5.12. A whole-cycle variation of secondary flow features on the top cross-section of the
Romanesque model (CFD).

Figure 5.13. A whole-cycle variation of secondary flow features on the top cross-section of the
Gothic model (CFD).

The 3D coherent structures (Q-criterion iso-surfaces) of the vortical flow were identified

from the CFD results and compared between the two models in Figure 5.14 and Figure 5.15 for

the systolic phases and diastolic phases, respectively. The Q criterion is calculated based on the

second invariant Q of the velocity gradient tensor:
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Q = 1
2
1
2
1
2 Ω 2 − S 2 (5.10)

where Ω is the vorticity tensor and S is the rate of strain tensor. In these figures, the top section

vorticity contours are also plotted for each phase.

In Figure 5.14, the phases t/T=-0.2 to t/T=+0.2 were displayed with the Romanesque in

the top row and the Gothic in the bottom row. The Q = 10 iso-surfaces were shown for these

systolic phases and was colored with normalized velocity magnitude. The results clearly suggest

that in the Romanesque model, the Dean-type vortices was formed and moved towards the center

of the vessel from the peak systole t/T=0.0 to the end of systole t/T=+0.2. A smoothly connect

iso-surfaces was identified from the ascending aorta to the descending aorta, suggesting a

continuous secondary flow behavior throughout the arch. In contrast, such continuous Dean-type

vortices was not observed in the Gothic arch during the systole. At t/T=+0.2, small vortical

structures formed immediately downstream of the sharp corner near the inner wall, which was

mainly contributed by the flow separation and deceleration.

The trends continue into the diastolic phases from t/T=+0.3 to t/T=+0.7 as shown in

Figure 5.15. It is clear that in the Romanesque arch, despite the flow strength diminished, the

Dean-type vortices sustain during the diastolic phases. However, such continuous Dean-type

vortices was also not observed during the diastolic phases in the Gothic arch. It is interesting to

see that a pair of the vortices that formed during the systolic phases lifted up towards the outer

(superior) wall in the descending aorta as the flow diminished. Nevertheless, there is a consistent

lack of smooth and continuous Dean-type vortices throughout the entire cycle in the Gothic arch

model.

The distinct behavior in generating Dean-type vortices were further validated through

experiments. Figure 5.16 shows the comparison of the normalized downwards (z-component)
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velocity on middle longitude section of the descending aorta at t/T=+0.1 phases from both PIV

and CFD results. The velocity contour pattern in the Romanesque arch shows two high velocity

regions separated towards the anterior and posterior walls of the descending aorta, suggesting the

influence of the counter-rotating Dean vortices in this section. In Gothic model, however, the

velocity distribution in the anterior-posterior direction was relatively uniform in the descending

aorta, suggesting the lack of such coherent structures. The PIV and CFD results agree well in this

flow phase.

Figure 5.14. Comparison of coherent structures during the systolic period of the cycle. (CFD.
Top: Romanesque; Bottom: Gothic).
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Figure 5.15. Comparison of coherent structures during the diastolic period of the cycle. (CFD.
Top: Romanesque; Bottom: Gothic).

Figure 5.16. Comparison of the PIV and CFD velocity on the longitude section plane of the
descending aorta (Left: Romanesque; Right: Gothic).
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5.3.3. Wall Shear Stress

The distinct 3D flow patterns generate varying distributions of wall shear stress (WSS)

for the two models during the systole. Figure 5.17 and Figure 5.18 display the WSS distributions

from two view angles during the systolic phases for the Romanesque and Gothic arches,

respectively. Figure 5.17 shows that at the phase before the peak systole (t/T = -0.1), WSS is

slightly higher on the inner wall but relatively uniform on the descending aorta surface in the

Romanesque model. From t/T = 0.0 to t/T = +0.1, the high WSS regions moved towards the

anterior and posterior side of the wall, which was mainly caused by the formation of the pair of

wall vortices in these phases. At t/T = +0.2, as the Dean-type vortices form and roll up, the inner

wall sees a high WSS again relatively to the rest of the surface. Overall, the WSS distribution is

relatively uniform in the axial direction throughout the systolic phases in the Romanesque model.

Figure 5.18 show that the sharp curvature of the Gothic model caused more spatial

variations of WSS during the systolic phases. At t/T = -0.1, a high WSS region formed on the

inner wall near the top, which was resulted from the local acceleration of the flow. At t/T = 0.0

and +0.1, high WSS regions moved to the anterior and posterior walls due to the pair of wall

vortices similar to the case in the Romanesque model. But this high WSS is more localized near

the arch top. Along the descending aortic wall, a local high WSS was seen on the outer wall due

to the impingement of the separated jet, while the large portion of the descending wall has much

lower WSS. At t/T = +0.2, a local high WSS was found on the inner surface near the top,

suggesting the re-attachment of the separated jet flow from the previous phases. In this end

systolic phase, the downstream of the WSS became more uniform, but the top portion of the

outer wall had a very low WSS. Throughout the systolic phases, a low WSS can be seen on the

top of the outer wall, which can be explained by the constantly stagnant flow shown in previous
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velocity results. Overall, the Gothic arch exhibits more temporal and spatial variations of WSS

during the systolic phases, implying a tendency of potential hemodynamic complications.

Figure 5.17. Distribution of wall shear stress of the Romanesque model (two view angles) during
the systole (CFD).

Figure 5.18. Distribution of wall shear stress of the Gothic model (two view angles) during the
systole (CFD).
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5.4. Discussion

Blood flow through a normal aortic arch resembles the classic Dean flow in a smooth

180-degree curved tube [202]. Steady Dean flow exhibits a strong secondary flow motion in the

radial direction superimposed to the primary axial flow, resulting in overall helical streamlines.

This effect is caused the curvature-induced centrifugal force. Dean flows are often recognized by

the counter-rotating vortex systems in the cross-sectional plane, whose pattern is strongly

dependent on the dimensionless Dean number, defined as the ratio of between the inertial and

centripetal forces and the viscous forces (Eq. 5.11),

De = d 2RCRe (5.11)

where d is the diameter of the tube, RC is the radius of curvature. Generally, when De is

extremely small, the secondary flow effect is very weak. As De increases, the secondary vortices

develop due to the Dean instability. When De is very high, the Dean vortices get unstable and the

flow becomes fully turbulent when De > 400 [203].

In aortic arch hemodynamics, the flow is further complicated by the pulsatile condition

and non-uniform curvature. Previous studies of pulsatile flow in curved pipes suggested that the

coherent vortical structures are most evident near the peak flow and immediately after the peak,

while a loss of coherence occurs during the deceleration phases (diastole) [204], [205]. Our

results from the Romanesque model (Figure 5.7 A-D) suggest a similar trend of formations of the

wall vortex pairs and the Dean-type vortices starting the peak systole phase. Our results also

show that the Dean-type vortex structure is continuously extended into the descending aorta and

persists throughout the deceleration phases, even when the flow diminishes during the diastole.

The relatively less spatial variation of the coherent structures contributes to a more uniform WSS
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distribution on the Romanesque aortic wall throughout the cycle. These secondary flow

characteristics are also consistent with the previous findings from CFD studies [84].

Our results also suggest that both primary and secondary flow characteristics are

significantly altered by the Gothic geometry. Although the critical Dean number is not

established in this study, it is certain that the De number of the Gothic model is considerably

higher than that of the Romanesque model due to the small radius of the curvature (RC ) at the

sharp corner. Hence, a stable pair of Dean-type vortices were not observed in the Gothic model.

A pair of wall vortices were generated close to the inner wall due to the flow acceleration around

the corner near the peak systole. Such vortices were less continuous and were not observed in the

main portion of the descending aorta. The lack of coherent structures in the Gothic model is

consistent with clinical findings by Frydrychowicz et al. [93], which suggest the helical

structures were less common in patients with altered arch geometries. Furthermore, our results

reveal stagnant flow near the top, flow separation and impingement on the descending aortic wall

at the peak systole, and a re-attachment of the flow during the deceleration phases. The local

high WSS on the outer wall of the descending aorta agrees well with the finding in Olivieri et al.

[95], where the maximum after the isthmus. These unique flow characteristics as well as spatially

and temporally non-uniform WSS distributions imply a potential explanation for late morbidity

in patients with Gothic arch after CoA repair.

Although the pathological mechanisms of WSS effects on aortic diseases remains to be

fully understood, a large body of evidence have shown that the hemodynamic forces can trigger

vascular endothelial cell responses and modulate the molecular expressions [206]-[208]. Low

and oscillatory WSS is predisposed to the progression of atherosclerosis lesions [93], [209],

[210], which further affects the aortic distensibility and compliance [211]. These factors might
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directly contribute to the late systemic hypertension in Gothic patients after surgical repair of

CoA [45]. Clinical studies also indicate that development of hypertension might be linked with

the long-term presence of abnormal helical flow structures in the descending aorta of the Gothic

arch patients [42]. Our results confirm that the Gothic arch exhibits abnormal vortical flow

structures and causes local low WSS regions and less uniformity throughout the cycle compared

with the Romanesque arch, which highlights the importance for the assessment of deformed

arch geometry for patients after CoA repairs.

5.5. Conclusions

A combined experimental and computational fluid dynamic study has been conducted to

characterize the pulsatile flow in two different deformed aortic arches, i.e., Romanesque and

Gothic models. For the experiment, an in vitro pulsatile flow simulator has been used and the

flow was quantified by phase-locked planar Particle image velocimetry (PIV) and tomographic

PIV measurements. CFD simulations have also been conducted for the same arch models to

reveal time-resolved 3D flow characteristics. The pressure and flow waveforms were generated

using a programmable pump and the flow condition mimics the aortic flow with a cardiac output

of 5 L/min and a heart rate of 60 bpm.

The results revealed significantly different primary and secondary flow characteristics

between the two models. In the Romanesque model, the flow velocity is high near the inner wall

of the arch at the peak systole, but becomes relatively uniform across the section during the

deceleration phases due to the effect of secondary flow. A pair of wall vortices and Dean-type

vortices develop during the systole, and the Dean-type vortical structure is continuous into the

descending aorta and remains intact during the diastole. On the other hand, the Gothic arch

exhibits a high velocity skewed towards the inner wall of the arch top consistently throughout the
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systolic phases. Flow separates from the sharp corner and impinges on the outer wall of the

descending aorta immediately downstream. A constantly stagnate flow region was seen near the

outer wall of the arch top. While a pair of wall vortices generated, typical Dean-type vortices

were not observed in the Gothic model after the peak systole. Coherent are less continues in the

descending portion of the Gothic arch. The distinct flow characteristics cause more variations of

wall shear stress distributions on the descending arch walls of the Gothic model both spatially

and temporally. Low and oscillatory WSS and the abnormal secondary flow in the Gothic arch

are correlated to vascular endothelial cell remodeling and might provide hints to the increased

risks of atherosclerosis, late systemic hypertension, and other common cardiovascular

complications for patients with the Gothic arches after the coarctation of the aorta repair.
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6. CONCLUSION AND RECOMMENDATIONS

6.1. Summary of Research Findings

1) An in vitro cardiovascular flow simulator with PIV system was designed and

constructed to simulate and study the physiological conditions of realistic aortic pulsatile flow to

further study the aortic problems.

2) Turbulent flow characteristics and structural deformation of an intact silicone aortic

root model under different cardiac outputs were studied employing PIV technique. The results

demonstrated that the distributions of the jet flow structures significantly varies at different

phases of a cardiac cycle. A reduction in cardiac outputs resulted in a lower post-systolic

turbulence, smaller circumferential deformation, a smaller geometric orifice area, and a

shortened valve-opening period.

3) The characteristics of pulsatile flow past stenotic aortic valve models with moderate

and severe stenosis have been studied under varied physiological conditions using PIV method.

The PIV results suggested the severe prosthetic stenosis resulted in a two-fold increase in peak

jet velocity and a three-fold increase in peak TKE compared to the moderate stenosis case. Both

valves introduced significantly higher turbulence after the peak systole than the no-valve

baseline case, underscoring the important role of leaflet stiffness in the turbulence generation.

Overall, the hemodynamic changes, including eccentric jet, increased jet velocity, and elevated

turbulence and viscous shear stress, were associated with the stiffened leaflet materials, rather

than the use of the stent base structure.

4) Pulsatile flow characteristics of a Romanesque and a Gothic aortic arch model were

investigated and compared based on PIV measurements and CFD simulations. In the

Romanesque model, the flow velocity was high near the inner wall of the arch at the peak systole,
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but became relatively uniform across the section during the deceleration phases due to the effect

of secondary flow. A pair of wall vortices and Dean-type vortices developed during the systole,

and the Dean-type vortical structure was continuous into the descending aorta. On the other hand,

the Gothic arch exhibited a high velocity skewed towards the inner wall of the arch top

consistently throughout the systolic phases. Flow separated from the sharp corner and impinged

on the outer wall of the descending aorta immediately downstream. Low and oscillatory WSS

and the abnormal secondary flow in the Gothic arch were correlated to vascular endothelial cell

remodeling and might provide hints to the increased risks of atherosclerosis, late systemic

hypertension, and other common cardiovascular complications for patients with the Gothic

arches after the CoA repair.

6.2. Limitations

Due to the nature of current research and capability of our in-vitro experimental setup,

these studies have a few limitations:

1) The silicone aortic models were simplified and smoothed and do not replicate the non-

linear viscoelastic tissue properties, and the use of the same silicone materials for both the aortic

wall and the leaflets does not reflect the real histological differences of the different tissues.

2) The silicone aortic arch models studied in the experiment were constructed relatively

smoothly with key dimensions from clinical database. Realistic aortic arch geometries vary from

patient to patient and might exhibits more complicated global characteristics such as twist and

bending as well as local complex wall topology. The brachiocephalic, carotid, subclavian vessel

branches on the top of the arch were blocked at their ends in both experimental and

computational models. This helped reduce the experimental uncertainty that might be caused by
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the uncontrolled branch outlet pressures (which requires additional flow loop to control) and

focused our study on the main flow in the ascending and descending aorta.

3) In vitro fluid dynamic experiment has its intrinsic limitations because of its

hemodynamic and physiological simplifications. The simulator generated smooth pulsatile flows

using a Newtonian fluid mixture (glycerin-water) as surrogate fluid, which did not fully represent

the real blood properties. Although this working fluid was used in most previous experimental

works and it did not change the overall flow characteristics as the Re number of the systolic flow

is relatively high, the decaying flow during diastole might slightly differ if the non-Newtonian

blood was considered.

4) The left ventricular hemodynamics was simulated via an LV pressure module for the

purpose of tuning the pressure waveform output from the pump. While the boundary conditions

were simulated, the actual physiology and geometry of the LV-aorta junction have not been

considered in the present study.

5) The study was limited in terms of temporal resolution to directly quantify time-

dependent variations. Both RSS and TKE evaluated in this thesis were statistical representations

of the turbulence level, which did not directly quantify the real stresses at an actual spatial

location within the flow.

6.3. Recommendations

1) Although tissue-based aortic prostheses are increasingly used, they are still very

different from realistic biological materials. Future research can focus on exploring approaches

to improve the understanding of the hemodynamics and fluid-structure interaction phenomena in

more realistic biological settings.
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2) The current combined experimental and computational methods used in the aortic arch

models study proved the capability of such tools and provided insights into the major primary

and secondary flow patterns that differentiates the Gothic arch from the Romanesque model.

Future work with more sophisticated experiment flow loop designs and non-Newtonian models

are highly recommended, particularly for potential patient-specific studies.

3) Although PIV techniques enable tracking the movement of flow with high temporal

and spatial resolutions, their capacities are limited. For example, it is difficult to quantify the

residence time of blood. Future works could focus on developing 3D time-resolved

measurements to conduct Lagrangian particle tracking analysis to accurately quantify residence

time of blood elements in three-dimensional volumes.
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