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ABSTRACT

In the last twenty years, CubeSat Systems have gained popularity in educational institutions

and commercial industries. CubeSats have attracted educators and manufacturers due to their

ability to be quickly produced and their low cost, and small sizes and masses. However, while

developers can swiftly design and build their CubeSats, with a team of students from different

disciplines using COTS parts, this does not guarantee that the CubeSat mission will be successful.

Statistics show that mission failure is frequent. For example, out of 270 “university-class” CubeSats,

139 failed in their mission between 2002 and 2016 [1]. Statistics also show that the average failure

rate of CubeSat missions is higher in academic and research institutions than in commercial or

government organizations.

Reasons for failure include power issues, mechanical, communications and system design

issues. Some researchers have suggested that the problem lies within the design and development

process itself, in that CubeSat developers mainly focus on system and component level designs, while

neglecting requirements elicitation and other key system engineering activities [2]. To increase the

success rate of CubeSat missions, systems engineering steps and processes need to be implemented

in the development cycle. Using these processes can also help CubeSat designs and systems to

become more secure, reusable, and modular.

This research identifies multiple independent variables and measures their effectiveness for

driving CubeSat systems’ mission success. It seeks to increase the CubeSat mission success rate

by developing systems engineering methodologies and tools. It also evaluates the benefits of apply-

ing systems engineering methodologies and practices, which can be applied at different stages of

CubeSat project lifecycle and across different CubeSat missions.
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1. INTRODUCTION1

Cube-shaped miniature satellites, called CubeSats, are used for space exploration and re-

search. CubeSat designs are comprised of multiple cubic units of 10 cm × 10 cm × 11.35 cm

and have a mass of approximately 1.33 kg per each cubic unit (1U) [1]. CubeSats have structural

and electronic components. They are typically developed using commercial off the shelf (COTS)

components [1]. Many CubeSats are deployed from the International Space Station. They are also

commonly launched on rockets as secondary payloads. CubeSats are considered one of the most

efficient spacecraft [1]. They can carry out various space missions for commercial, scientific, gov-

ernment and military purposes and are used for Earth observations and amateur radio [1]. Most

CubeSats are designed, and intended, to be put in the low-Earth orbit (LEO) with an altitude

between 160-2,000 km above the Earth’s surface [2]; however, some CubeSats are now being built

for deep space applications [2].

The idea of building a small cube-shaped spacecraft was initiated by Bob Twigg and Jordi

Puig-Suari in 1999 [3]. CubeSats were designed to be used for educational purposes, to help students

to become acquainted with the space environment. CubeSats have taught students and researchers

from the science, technology, engineering and math (STEM) disciplines, about the architecture,

development and operations of a real functioning spacecraft system [4].

CubeSats are not only used for educational purposes, but also for scientific, governmental,

and commercial purposes. Since 2014, the use of CubeSats to perform industrial work, and for

commercial projects, has increased [5]. Their use has also grown in education. Data collected by

Swartwout shows that between 2010 to 2016, 325 1U CubeSats were launched from 166 educational

institutions in 47 countries [5]. The number of launched CubeSats has dramatically increased in

the last eight years. As of January 2020, more than 1,200 CubeSats have been launched and the

number is expected to grow [6]. The number of launched CubeSats since 2003 is depicted in Figure

1.1 [6].

1Based on A. Alanazi and J. Straub. 2019. Engineering Methodology for Student-Driven CubeSats. Aerospace,
Vol. 6, No. 5.
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Figure 1.1. Total number of launched CubeSats, including launch failures, from 2003 to 2019 [6].

1.1. CubeSats as Part of the Space Ecosystem

The wide use of CubeSats has been enabled by standardization. CubeSat systems include

an important part known as a dispenser. This is the interface between the launch vehicle and the

CubeSat. The dispenser is responsible for the protection of the CubeSat and the launch vehicle, its

primary payload, and other secondary payloads during the launch period. The dispenser releases

the CubeSat into space at the proper time. Launch vehicles have the dispenser integrated into them

and take the CubeSat into orbit [7]. Developing a CubeSat system in recent years has become easier

for educational institutions, industries, and even hobbyists. However, just designing and building

a CubeSat does not guarantee that it will make it into orbit. In the United States, like in other

countries, there are certain licenses and regulations that cover a CubeSat system’s activities that

need to be obtained prior to launch [8]. The United States’ CubeSat-relevant agencies are listed in

Table 1.1. There are also main metrics used to classify a spacecraft by mass which are presented

in Table 1.2.

2



Table 1.1. Regulatory agencies.

Agency Role

Federal Communications Commission (FCC)

Regulates radio frequencies

(RF) and provides orbital de-

bris risk analyses [9]

National Aeronautics and Space Administration (NASA)

Funds missions and provides

technical knowledge and

launch services for education

[10]

National Oceanic and Atmospheric Administration (NOAA)

Regulates remote sensing, if

a CubeSat includes imaging

payload [11]

National Science Foundation (NSF) Funds missions [12]

U.S. Air Force
Funds missions and provides

technical knowledge [13]

Table 1.2. Satellites mass classifications [14].

Type Mass

Large Satellites >1,000 kg.

Medium Satellites Between 500-1,000 kg.

Small Satellites <500 kg.

Minisatellites 100-500 kg.

Microsatellites 10-100 kg.

Nanosatellites 1-10 kg.

1.2. CubeSat Components and Specifications.

CubeSats have a number of standard core components including an antenna, a radio trans-

mitter that is used for uplink and downlink, an on-board computer (OBC), sensors, and a power

3



system that will typically include a battery [7]. These components are standard in most space-

craft, not just CubeSats. CubeSats have structural differences for different missions. It is essential

that structural components be volume efficient. because of this, in many cases, structural compo-

nents serve as the primary component for thermal management [15]. Additionally, structures must

provide needed radiation shielding and serve, if required, as a pressure containment vessel [15].

Components of CubeSats have included solar sensors, solar panels, electron canons, an atti-

tude determination and control system (ADCS), an electromagnet, a command and data handling

system (CDHS), an electrical solar wind sale, a tether reel motor, an electrical power system, a

communication system, an antenna for downlink, an antenna for uplink, an onboard camera, a

tether end mass, an access port, a frame and side panels [16]. Some of these components are highly

standardized, while others have been developed to support specific mission needs. A list of standard

CubeSat main components and what they do is included in 1.3.

Table 1.3. CubeSat components and specifications.

Type Description

On-board computer [17] The On-board computer (OBC)

commands the spacecraft and sends

orders to different subsystems. It

also can receive and store informa-

tion for the CubeSat.

Attitude Determination and Control System (ADCS)

[17]
The attitude determination and

control system (ADCS) is a sub-

system of a CubeSat that provides

stability and pointing capabilities.

These are needed for many missions’

antennas and payloads.

Continued on Next Page. . .
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Table 1.3. CubeSat components and specifications (Continued).

Type Description

Antenna [17] The antenna is used for transmit-

ting and receiving data. Antennas

are designed for specific frequency

configuration needs.

Electrical Power System (EPS) [17] The EPS receives power from the

solar cells, stores it and provides

power to other components of the

CubeSat system.

Transceiver [17]

The transceiver is a radio for ground

station and craft to craft commu-

nications. Transceivers can be half

or full duplex and can operate in

a variety of commercial and ama-

teur bands across the VHF/UHF

frequencies and other parts of the

spectrum.

Solar Panels [17] Solar panels generate power for the

spacecraft. Some solar panel sys-

tems contain thermal and sun sen-

sors.

Continued on Next Page. . .
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Table 1.3. CubeSat components and specifications (Continued).

Type Description

Chassis [17]
The chassis is the primary structure

of the spacecraft. They typically are

made with aluminum alloys 7075,

6061 and 5052. They need to be an-

odized or otherwise treated to pre-

vent cold welding to the launcher.

Ground Station (GS) [17] The ground station is used to com-

municate with the spacecraft. Some

can autonomously track selected

satellites using a steerable antenna

system.

CubeSat subsystems are typically designed and developed separately before being combined

with all the other components. Some spacecraft may combine COTS components. Because of

this, software developers can design modular, system-specific software and code and test it. Then

the components and the supporting software can be integrated together and tested. This allows

developers to divide up this process into small more manageable iterations. A block diagram of

CubeSat subsystems (in reference to the OBC), and a typical 1U CubeSat diagram are shown in

Figures 1.2 and 1.3.
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Figure 1.2. A block diagram of a CubeSat subsystem’s components [18].
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Figure 1.3. Structure and components for an example 1U CubeSat [19].

1.3. Communications with Ground Stations (GS)

CubeSats stay in orbit because of the balance between gravitational force and centrifugal

force. According to Newton’s theory, any two masses are attracted to each other by a gravitational

force of magnitude [14]. This is explained in the equation of force balance:

GMm

r2 = mrω2, (1.1)

where (G) is the gravitational constant, (M) is the mass of first object, (m) is the mass of second

object, (r) is the distance between Earth and the satellite, and (ω) is the angular velocity.
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When a CubeSat is in space, it needs a ground station for communications. There are

three main components of communications in CubeSats systems: the ground station, the onboard

computer, and the onboard radio. A communication channels is established between the radio and

the ground station. The radios and the antenna are the main components of the communications

process [7]. Designing the communications system requires consideration of orbital characteristics,

power requirements, hardware capabilities and the modulation parameters for the transmission of

signals [20].

There are two channels between the ground station and a CubeSat: one is uplink (from the

ground station to the satellite); the second is downlink (from the satellite to the ground station).

Uplink sends commands to the CubeSat. The downlink is used to send data to the GS where it

may be further processes, interpreted, and/or stored. For many sensing missions, a key role of

the GS is to store all the images captured by the satellite for future use [20]. Mission planners

typically use software tools to plan mission activities and define the tasks that must be performed.

In some cases, software is used to continuously monitor the health of the spacecraft [21]. Managing

a CubeSat constellation using COTS software tools facilitates mission management using the very

limited bandwidth between the GS and the satellite.

To help CubeSats function and operate in orbit, ground stations needed to have this func-

tionality. Ground Stations are equipped with COTS hardware and software that help in tracking

and commanding operating CubeSats. Some CubeSats utilize downlink and uplink frequencies that

are in the amateur radio bands [15]. Additionally, GS systems are responsible for commanding the

payload, controlling CubeSat subsystems, and processing telemetry [14].

To track and control a CubeSat, tracking software is needed for this process, along with

backend receivers and antenna with a positioner. In some cases, this some software also supports

commanding the CubeSat and decoding the beacon [22].

1.4. CubeSat Engineering

What makes CubeSats different than traditional large satellites is their small size. This

changes design considerations dramatically. The smaller scale of a CubeSat leads to a lower num-

ber of components. This may reduce the probability of component failure; however, it also removes

redundancy. CubeSats also, in many cases, do not need complex thermal and structural designs,

because they use coatings and insulation to minimize dark/light temperature variations [14]. Cube-
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Sats have a large surface area to volume ratio [14]. They typically manage their internal temperature

without reading electric heating. CubeSats are simple in design, as compared to large satellites.

They have smaller instruments, perform less data collection, and the amount of information needed

to downlink is lower than larger spacecraft. Power is typically constrained [14]. Thus, it is critical to

work with payload developers to scrutinize the uses of power and minimize them and to maximize

power production. It is also important to choose orbits and attitudes well suited to the production

of solar energy.

The team sizes typically used for developing CubeSats are also different. CubeSat teams

are comparatively small: 6-15 people versus thousands of people who must somehow be managed

in contributing to a major program [23]. An organization of 15 or fewer creating a system in 2

years or less is fundamentally different than a large program [23]. Every person in the program

typically communicates with every other team member [24]. Optimizations, in use of on-board

resources (power, mass, volume, viewing angle, computing power, downlink bandwidth), and in use

of personnel, are global instead of limited to a subsystem development team which works to a set

of interfaces fixed during the systems engineering and planning process.

Documentation is reduced to only that which is produced in the process of engineering.

Most of the information on how the system is designed and integrated is shared among the team

members, rather than codified in writing and diagrams [24]. In fact, despite the documentation

created in larger systems, reliability and manufacturability of these systems still relies critically

on staff communications and continuity [24]. Instead of formal reviews, which greatly increase the

workload on the small team and may exceed team capabilities, informal processes are used [24].

Technical interchange meetings, specific to subsystems, and at the systems level (without delving

into subsystems details), are held around a conference table with limited outside reviewers and only

those team members directly concerned using actual design documents, drawings, spreadsheets,

simulations and calculations [24].

Rather than relying on detailed analysis, some small programs emphasize testing [24]. For

all progress, it is imperative to manage the analysis, design, development, and integration phases

to conserve time, personnel, and financial resources for testing. Most subsystems are only unit

tested at the benchtop level, not in thermal vacuum chambers and other special facilities, because

the entire micro spacecraft is smaller and less complex than the typical conventional spacecraft
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subsystem [25]. Thus, the manager accepts the risk that a subsystem might fail in systems level

testing, in exchange for the savings in time and money realized by moving to systems-level testing

sooner.

A CubeSat project’s life cycle includes multiple phases and steps. However, some of these

steps may be less critical than others and can be skipped, in some cases, or can receive less time

for development. The phases of a project’s life cycle can be divided into small iterative steps and

design testing scenarios so that developers can detect errors at an early stage of the project and

fix them quickly. Nevertheless, some CubeSat developers may still prefer to implement traditional

methodologies, such as the v-model or waterfall models for their CubeSat projects. An example

CubeSat project life cycle is depicted in Figure 1.4.

Figure 1.4. CubeSat project life-cycle (based on [25]).

The time required for each phase will vary. The concept phase, for instance, may take

up to six months, whereas developing and testing the ground station may take a whole year [25].

Figure 1.5 shows a notional timeline for project phases. Some phases can, and typically do, run

concurrently.
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Figure 1.5. A timeline of a CubeSat project’s phases [7].

1.5. Systems Engineering Principles and Methodologies

Systems engineering (SE) is a process that helps developers to successfully design and op-

erate complex systems. The principles of systems engineering focus on effective ways for managing

changes and complexity in systems [26]. SE can provide a better interpretation of system’s re-

quirements by allowing developers to understand stakeholder needs, and facilitating requirements

elicitation and documentation [27]. SE processes and activities can be applied using various sys-

tematic approaches during the project lifecycle.

The project lifecycle initiates with phases that are associated with designing a comprehen-

sive, iterative, and recursive problem-solving process that includes both management and technical

components [27]. This is a systems engineering process that play a major role in defining logical

sequence of tasks for a complex system. There are different methodologies and approaches that can

be applied to a CubeSat project. For instance, the NASA project lifecycle, depicted in Figure 1.6,

is widely used in developing cyber physical systems. It contains phases from pre-phase A to phase

F that emphasize the main concept and mission objectives of the project, as well as the preliminary

and critical design reviews, to insure the integration of subsystems components.
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Figure 1.6. NASA project lifecycle [25].

Another common development lifecycle model is the V-Model [28]. The V-Model, illustrated

in Figure 1.7, has multiple levels of development as a system evolves from the concept of operations

and user requirement identification stage, through to detailed design and verification to final system

validation.
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Figure 1.7. The V-Model [28].

The spiral model [29], depicted in Figure 1.8, is another common project lifecycle model.

It consists of four phases of systems engineering activities: planning, risk analysis, engineering,

and customer review. Requirements are divided into small iterations, called spirals, and developed

and tested through the whole project. Although this model emphasizes risk analysis and might

be beneficial for large projects, it is rarely discussed in the development of educational CubeSat

projects.
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Figure 1.8. The Spiral Model [29].

The iteration model, which is also a common development lifecycle, is based on two as-

sumptions. The first assumption is that implemented use cases in one iteration are independent

from those in other use cases. The second assumption is that the amount of work necessary to

re-factor existing designs and implementation to accommodate the new functionality is much less

than to implement the new functionality [30]. This model is illustrated in Figure 1.9.

15



Figure 1.9. The Iteration Model [30].

1.6. The High Demand for CubeSats

Prior to the advent of CubeSats, the space industry primarily built expensive, large satel-

lites that were developed through complex and rigid processes and procedures [31]. CubeSats were

initially not attractive to industry professionals and space scientists, when they were first intro-

duced. However, over time, they revolutionized the space industry and created an alternate to the

complex process of spacecraft manufacturing with the introduction of a development environment

with lower hardware and labor costs [32]. CubeSats have been proposed or used for different types

of missions, including tracking space debris [33], detecting magnetic fields [34], Earth observation

[35], and detecting gamma rays [36]. Using COTS components played a major role in CubeSat

popularity because developers can easily build and test their CubeSat in a short development

cycle.

Historically, building a space mission has been very complex and expensive. It would cost

millions of dollars and take ten years or more of development [14]. In comparison with traditional

satellites, CubeSats are in high demand for several reasons, including [14]:

• Flexibility with adding or removing components

• Using open-source software and hardware components

• Less expensive
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• Can be developed in less than two years, in some cases

CubeSats have been proposed for interplanetary missions such as missions to Mars [36]. The future

possibilities for CubeSats are increasing, as they are seen to be successful in a variety of types of

missions. Additionally, CubeSats have been proposed with longer mission durations: as high as 25

years [3].

This high demand for CubeSats exists even despite a high rate of failure of CubeSat systems.

This failure rate is due to several reasons, including the tools and models used, and students’ limited

level of experience [58]. Some researchers have suggested, depending on the CubeSat mission and

the budget of the project, that universities and manufacturers should even mainly focus on the

system and component level design, while neglecting the elicitation of requirements [58]. This is

inheritantly problematic.

1.7. Dissertation Contents

This dissertation is presented in seven chapters. It continues with Chapter 2, which provides

a literature review. In this section, CubeSat background and the reasons for CubeSat failure are

discussed. This chapter also presents related studies regarding approaches to increase CubeSat

mission success.

The third chapter presents the research methodology. This includes six factors associated

with CubeSat mission success. It also discusses the research question and research hypotheses and

the collection of data for this research. The fourth chapter discusses the survey design. It explains

how survey questions were designed for this research. The fifth chapter includes the results of the

statistical analysis for the data. The sixth chapter presents the results and explains why they are

important. Finally, the seventh chapter includes a summary of the work presented in previous

chapters and recommendations for CubeSat developers.

This research aims to answer a key research question: Is the adoption of a systems engineer-

ing methodology effective in reducing CubeSat mission failure? To answer this research question,

this study investigates the reasons for failure and presents factors associated with CubeSat mission

success. The research focuses on evaluating the benefits of applying systems engineering method-

ologies and how effective they can be in reducing CubeSat mission failure rate. It includes six

hypotheses that are statistically tested to answer the research question.
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2. LITERATURE REVIEW2

A variety of factors have led to frequent CubeSat failures. Tracking the reasons for these

failures can help developers build more reliable and robust CubeSats. While several researchers

track successful CubeSats [6][27][39] there are a limited number of researchers [58][62][88] that track

failures issues and investigate the causes of these failures. This chapter considers the reasons for

CubeSat failures and tools and tools and practices to support CubeSat development and drive

future missions’ success.

2.1. Background

When establishing their projects, CubeSat developers, such as students and hobbyists, rely

heavily on open source components [66]. The Open Source Initiative (OSI), defines open source

software as a software that can be freely used, changed, and shared by anyone. Many people make

open source software and distribute it under licenses that comply with the forgoing definition [37].

The Open Source Hardware Association (OSHA) defines open source hardware as any hardware

whose design is made publicly available so that anyone can study, modify, distribute, make and sell

the design or hardware based on that design [38].

Open source products are beneficial to CubeSat developers because they support reliability,

customization, collaboration, innovation, and cost [38]. This, however, increased the popularity of

CubeSats in the last 10 years [38]. This high demand for CubeSats, is even despite a high rate of

failure of CubeSat systems. This failure rate is due to several reasons, including tools and models

used, and students’ limited level of experience. Some researchers [39][40] have suggested, depending

on the CubeSat mission and the budget of the project, that universities and manufacturers should

even mainly focus on the system and component level design, while neglecting the elicitation of

requirements. This is inheriting problematic.

Swartwout studied Small Satellites and presented data for success and failure for missions

between 1994 and 2017 [5]. The data showed the growing use of CubeSat systems. It also showed

that roughly 40% of CubeSats failed to meet their mission objectives. This work also discussed

2Based on: A. Alanazi, A. Jones and J. Straub. Requirements Modeling Language and Automated Testing for
CubeSats. Proceedings of the 2019 IEEE Autotestcon Conference.
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that the concept phase, where the CubeSat mission and goals are identified, may be neglected by

some university programs, who are willing to accept higher risk of mission failure. The number of

launched CubeSats is rapidly growing, exceeding 1200 launched CubeSats to orbit since 2003 [39].

The current number of CubeSats and SmallSats can be found in Swartwout and Kulu’s databases

[6].

2.2. Reasons for Mission Failure

The failure rate among CubeSat missions is high due to their fast orbit decay and reentry

because they are launched into low-Earth orbit (LEO). Commonly, within two years, they decay to a

reentry trajectory [40]. This limited window limits the time available for on-orbit troubleshooting.

Another reason for failure is the practices used by some university-class CubeSat projects [1].

Some projects have low quality standards during the manufacturing, assembly, integration, and

validation phases [41]. For successful mission assurance, systems engineering processes, such as

quality control, are needed during the entire CubeSat development lifecycle. CubeSat missions

also fail due to functional failures (i.e., not design and/or manufacturing-related failures) [41][42].

Another reason for failure is the lack of time and lack of resources, especially in the later stages of

a CubeSat project [43][44].

In prior work, statistical analysis of factors associated with the failure of CubeSat missions

was performed [45]. The listed factors were selected and identified based on feedback from an initial

focus group of CubeSat developers:

• Testing time reduction (variable name: TTR)

• Design problems (variable name: DesPr)

• Availability of model for modification (variable name: Mod)

• Ease of addition or deletion of components (variable name: AddDel)

• System design objectives met (variable name: SysMet)

• Mission objectives met (variable name: MMet)

• Whether one model was employed as a reference model for different missions (variable name:

Mission)
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Data analysis regarding CubeSat failure was also included in Castet and Saleh’s database.

They collected data from 1584 satellite missions and discussed the reliability of subsystems. They

also considered data analysis and modelling [46][47]. Other studies focus on the behavior of CubeSat

subsystems using parameters, such as parametric analysis, to evaluate a range of values for an

intervention [48].

Parametric and nonparametric analysis can help CubeSat developers to examine the behav-

ior of subsystems. Parametric analysis distribution modelling was presented in [48]. The reliability

of small satellite systems was also discussed by Guo, et.al., both parametric and nonparametric

models were built and discussed [49].

2.3. Approaches to Increase CubeSat Mission Success

Some educational institutions have applied the concepts of guidance and specifications to

help developers achieve mission success. For instance, the California Polytechnic University in

San Luis Obispo, developed CubeSat specifications and made them available for use by the public

[3]. Additionally, the NASA Jet Propulsion Laboratory CubeSat testbed included a summary of

CubeSats development practices [31]. North Dakota universities have also developed components

for an open source satellite [50][51][52]. The goal of this product was to provide reference designs

and models to improve the output of educational CubeSat projects. These products can have

tremendous learning benefits for students [53][54].

Many student educational programs for space studies are designed by space agencies to help

engage students in STEM learning. Since 2013, Fly your Satellite, has been offered for students

by the European Space Agency (ESA). This program is designed to involve college students in

real-world space projects. It provides technical support, training, and funds some university-class

CubeSat projects [55]. A group from CalPoly was among the participant groups with the FYS

program. Their work included the analysis of Earth observation missions and Global Navigation

Satellite System Reflectometry (GNSS-R) missions [56][57].

To attract students to space exploration and STEM education, NASA initiated a program

called the Educational Launch of Nanosatellites (ELaNa). ELaNa is designed to involve university

and high school students in the design and development of space missions, including assembling

and testing payloads. This program is managed by the Launch Services Program (LSP) at NASA’s

Kennedy Space Center in Florida [58].
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CubeSat developers commonly discuss their successful missions and share discussion with

the public, but they rarely present the details of failed missions [59][60]. Because of this, most

publications on CubeSat projects focus on mission descriptions rather than discussing the technical

causes of CubeSat mission failure [61][62]. Missions’ contributions to the engineering disciplines

include brief discussions of the description of CubeSat missions [63], and guidelines for CubeSat

developers, including designing and testing practices [59]. NASA has also published guidelines for

new CubeSat developers, including students and hobbyists [7].

Other institutions have used quality assurance (QA) activities and practices to enhance

project success. QA is defined as a set of measures applied to a CubeSat project to ensure consis-

tency and to meet the expectations of stakeholders. Assurance activities should address materials,

processes, procedures, and activities in the project lifecycle. ESA standards on QA are based on

activities that largely occur during the design phase of a CubeSat mission [64]. Since documenta-

tion is one of the main factors in producing CubeSat mission success, ESA requires documentation

for CubeSat projects [65]. However, excessive documentation could also lead to failure. Thus,

ESA is trying to simplify their QA and documentation requirements for CubeSat missions to only

the essential elements, after noticing a huge amount of redundancy in documentation requirements

[23][66].

Weitz discussed other factors that lead CubeSat missions to fail [66]. This research ex-

plained that a lack of software requirements in CubeSat projects occurs due to a limited number of

documented processes. Despite its benefits, Weitz identified some problems with the Consortium

Requirements Engineering (CoRE) method, when applied to software requirements used by the

PolySat program (the CalPoly student satellite program). Implementing the CoRE method can

help in providing descriptions of the acceptable software behaviors. It shows relationships between

variables derived from their requirements [67]. When applied, however, problems can occur with the

level of requirements that the method generates. Problems occur when function-level requirements

are combined with higher-level requirements. This sometimes forces developers to use certain com-

ponents to insure the functionality of the spacecraft. However, this can also lead the development

team to add more design elements to the requirements [68].

Compared to large aerospace projects, CubeSat projects are limited in team size, budget,

and timeframe. Weitz explained that on average, 10 people will be on a CubeSat team [66]. Due
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to the small number of engineers, much less software engineers, working on a single project, the

percent of time focused on design, implementation, and testing is increased while documentation

time is typically reduced. This leaves requirements to be informally defined, if they are defined at

all [68].

Straub, et.al., discussed that using the Requirements Modeling Language (RML) for a

CubeSat project can enhance its validation and verification processes [69]. Applying RML in an

engineering system development project (i.e., a CubeSat) will enhance the quality of requirements

as well as easing the analysis and elicitation processes. RML is a language designed specifically to

visually model requirements for easy understanding by stakeholders. RML provides management

tools that help organize the phases of the entire project lifecycle [70]. Other models, such as UML,

are commonly used in systems engineering development projects. While they might present a logical

structure of requirements and features of an engineering system clearly to a developer or a tester,

they can be hard to understand and complex when presented to stakeholders [71]. RML provides

objective models that can visually present functional and nonfunctional requirements for better

analysis and elicitation activities. RML also helps CubeSat developers to group and prioritize their

requirements and to identify ambiguity or inconsistency easily.

RML uses a collection of diagrams to model software from the business analysis or product

management perspective [69]. RML is concerned with a project’s goals and objectives, instead of

having complex system design models (which is the focus of UML and SySML). Moreover, RML

models use boundaries based on different sections of the system, which are intended to bound to

the problem space [72]. A requirements-mapping matrix (RMM), which is an objective model in

RML, can be used by a requirement management model tool to automate the process of checking

for missing links [70]. This is intended to ease the process of stakeholders understanding and

analyzing the requirements. RMM contains multiple levels of mapping that maps process flow

steps to requirements, requirements to business objectives, business objectives to features, features

to requirements, requirements to code, and requirements to test cases. Using cross-functional

charts which can illustrate how a process flows across organizational boundaries. This can help in

identifying delays, redundancy, excessive inspection, rework and potential points of process failure

[70]. RMM supports the fundamental limitation of human brain theory proposed by [70], which

stated that a human brain can only remember seven plus or minus two tasks at once. Thus, RMM
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only includes eight or less columns in its matrix. The first three columns (L1, L2, L3) are process

flows, and the rest of the matrix includes business objectives, requirements, business rules, code,

and test cases.

Other studies focused on the importance of using tools and methods to increase CubeSat

missions’ success rates. Emami, et.al, [73] presented results from a project conducted at the Lulea

University of Technology in Sweden and provided technical details for phases from design to oper-

ations for a 2U CubeSat. The report also includes details about the development processes used

and the verification and operations of the CubeSat. It also explains the different issues that exist

in CubeSat development, covering a structured lifecycle for a CubeSat project. These include soft-

ware testing procedures such as test-driven development (TDD), testing time, quality assurance

and documentation. This study pinpointed issues with time availability that can lead a CubeSat

project to be delayed or fail. It suggests the need to include a longer time for functional tests,

whenever a new software version is introduced. Also, to maximize communications time, building

a single ground station for the satellite is not sufficient. Thus, it suggests that additional time

should be budgeted to coordinate with other institutions in different locations to partner up on

communications for the project [74][73].

Reza, et. al. [71], discussed how universities can apply different engineering models and tools

for developing CubeSat systems. For instance, the University of North Dakota used the model-based

systems engineering methodology (MBSE) to simplify and expedite requirements elicitation. They

designed quality-attribute (QA) scenarios to document the non-functional requirements (NFR) of

the CubeSat. Once a MBSE project has been created, specific attributes scenarios can be added.

Each of those attributes must fall under a specific category. These categories are quality attributes

decided upon by the project lead (such as availability and maintainability) [71].

Reza, et. al., also discussed methods that support the selection of systems architecture

elements using nonfunctional requirements (NFRs) [75]. This paper discussed tools that support the

automation of requirements processes such as Visure quality analyzer and inteGREAT [76]. Visure

quality analyzer can assist in quality assessment and improvement. It allows the developer to elicit,

define, asses, improve and manage the quality of individual requirements and complete requirement

specifications [75][77]. The tool inteGREAT helps in use case modeling and can enhance the
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traceability of requirements [78]. The paper also discussed tools developed by Bright Green Projects,

Leap SE and SPACE [75][79].

Straub, et. al., considered technical challenges with the requirements specification of Cube-

Sats [80]. This paper covered the fundamental challenges of NFRs for CubeSat systems including

security, usability, safety, deployability, configurability, constraints of size and weight, and over-

all performance. It discussed the possibility of using and modifying several software and systems

engineering models and products including Model-Driven Engineering [80][50] , Model-Based En-

gineering [81], and the Architectural Analysis and Description Language (AADL) [82][83][84].

MBSE models have been used previously for space systems design and development. They

can enhance the documentation processes, which especially is pertinent to the identified CubeSat

development challenges. Selic studied issues related to requirement documentation for cyber physi-

cal systems (such as CubeSats) [85]. De Niz discussed embedded UML, which allows for simulation

and formal and informal analysis of a model [86]. He compares AADL with UML to identify the

areas that should be utilized during the software development activity [86]. Jürjens introduced

UMLsec, which is an extension of UML that focuses on modeling design for secure systems [87][88].

Straub and Whalen presented a space program operating at the University of North Dakota,

named the Open Prototype for Educational NanoSats (OPEN) [50]. This program includes tra-

ditional STEM activities (e.g., spacecraft engineering and software development); it also incorpo-

rates students from non-STEM disciplines that are not generally involved in aerospace engineering

projects such as management, entrepreneurship, education, and fine arts. The objectives of this

program are to increase students’ proficiency in technical areas, such as spacecraft design and de-

velopment, and to provide students with leadership opportunities in numerous areas and enhance

their soft skills [51][53].

Weisgerber, et. al., presented a case study on a 1U CubeSat designed at the Technical

University of Munich [88]. A team of students designed 3D printed prototypes for better represen-

tations of their CubeSat and the recruitment of new team members. The team also implemented a

3D printed CubeSat, at an early stage, to help students validate and verify CAD models to avoid

potential design deficiencies [88]. This group proposed that an estimation of functional testing

time for subsystems, at an early stage of the CubeSat development lifecycle, would increase the

reliability of the CubeSat. A tool was developed, based on Bayesian methods, to help CubeSat
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developers determined the required functional testing time and reliability needs for their systems

[49].

The results of the analysis of system and design risks for small satellites are discussed in

[49][42][89]. Another case study, presented by Gonzalez, et. al. [89], at the Universidad del Valle

de Guatemala, discussed different methodologies that can help CubeSat developers to design their

mission using risk analysis. The team at the Universidad del Valle de Guatemala investigated the

risk factors that might lead to a CubeSat mission’s failure. They designed a tool (risk matrix)

to mitigate risk factors during the design phase of their project [90]. Their tool works as a filter,

when there is a high-risk technical challenge that exists, so that they can accommodate this when

designing their CubeSat system. This matrix was based on a scoring model. The approach is simple

for projects where it is easy to add to and edit the scoring system. The model can be optimized,

so different organizations can use it when developing their CubeSat mission by simply providing

their values for each parameter.

Kaslow, et. al. [90], present a system engineering model developed by the Space Sys-

tems Working Group (SSWG). The SSWG is a group of individuals working on small satellites

with interests in systems engineering. The group presented their model developed using the sys-

tems modelling language (SysML), that helps developers enhance their diagrams with descriptions

of requirements, parametric values, and structures. Their model provides a logical architectural

structure for CubeSat development. Since a lack of documentations is considered one of the key

failure reasons for CubeSat systems, the SSWG group contends that their model will work bet-

ter than traditional “document-centric” systems engineering. SSWG models are created on an

as-needed basis. Generating requirements comes from analyzing different aspects of a CubeSat

mission’s system performance requirements [81].

SSWG discussed several engineering processes that show the ability to model behaviors,

interface with COTS simulation tools, and carry out trade studies. Currently, the team is build-

ing a reference CubeSat model for CubeSat developers. The model includes minimum needed

specifications and can be applied to different CubeSat missions [91],[92],[93].

Gagliardi, et. al., [24] discuss how failing to address quality attributes at early stages in a

system’s architectural design can lead to operational and developmental failure. Quality attributes

failures in areas including availability, reliability, usability, and maintainability can have a high
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cost, if they are not addressed at an early stage of design. This paper discussed the mission thread

workshop (MTW), a stakeholder-centric workshop. MTW is used to elicit requirements and refine

end-to-end quality attributes. Stakeholders can engage in the system vision process in the early

life of a project by adding their inputs and prioritizing the importance of quality attributes. This

tool can also be used to enhance the team’s understanding of the architectural design of the system

[24].
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3. RESEARCH METHODOLOGY3

The goal of this research is to develop an engineering methodology that includes a set of

processes to help reduce failure rates and increase success rates for future CubeSat missions. Thus,

this research will work towards answering the following research question (RQ): is the adoption of

a systems engineering methodology effective in reducing the rate of CubeSat mission failure?

This study uses a hybrid method of research. It utilizes a mixture of both qualitative and

quantitative types of questions. Both methods are applied to investigate the relationships between

factors that are associated with CubeSat mission success. The qualitative method provides insights

into and understanding of the reasons for the frequent failure of CubeSat missions, while the

quantitative method quantifies the collected sample data and generalizes its results.

3.1. Associated Factors of Mission Success

This study evaluates six independent variables (factors) that are associated with CubeSat

mission success. It explains how these factors correlate with mission success, and how they are

used in developing the final model. Each of the factors has been identified and coded for statistical

tests.

3.1.1. Defining Mission Objectives (DMO)

Defining the mission scope, project scope, and success criteria is a critical and important

factor in ensuring mission success. Similarly, outlining mission objectives is key to meeting strategic

CubeSat mission standards. It also helps in understanding how mission objectives are met, and

what factors impact mission objectives. However, because CubeSat developers’ perspectives vary

by area of technical focus, answers may differ from one organization to another. Some developers

might indicate that their CubeSat project did not meet some or all their mission objectives, but

they may still consider it a success.

Success criteria may also vary by mission type. For example, the definition of mission

success for students may be completing their project within time and budget targets, whereas for

3Based on A. Alanazi and J. Straub. 2020. Defining CubeSat Mission Success and Assessing Reasons for Mission
Failure. Under preparation for submission to the International Journal of Aerospace Engineering. and A. Alanazi
and J. Straub. 2020. Evaluation of Software Engineering Practices Application to CubeSat System Development.
Under preparation for submission to Acta Astronautica.
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industry professionals, a successful mission would be expected to survive and successfully operate

for a 60-day or longer period on orbit. Other organizations may consider their CubeSat mission

a success by just establishing a communications link [94]. The hypothesis statement (H1) derived

from this factor is: clearly defining mission objectives (DMO) at an early stage of a CubeSat

project’s life cycle has a positive effect on the mission’s success rate.

CubeSat development teams may never discuss the scope and objectives of their mission;

however, that does not always lead to failure of the mission. Nevertheless, this study is attempting

to measure the number of CubeSat missions that have succeeded, and the number that clearly

defined their mission at an early stage in the project’s life cycle. Additionally, the study will

focus on the investigation of how CubeSat missions have succeeded without defining their mission

objectives.

3.1.2. Timeline Analysis (TA)

It is generally considered essential to define a detailed testing plan, including an amount

of time to be spent, for each stage of the project life cycle. It is equally important to know what

methods of testing were performed on a CubeSat system, and to know the amount of time that

was allocated for each test [95]. Testing time may vary due to the complexity of the mission. It is

also crucial, for planning future missions, to determine if the CubeSat’s design helped in reducing

the testing time required. Thus, adding a timeline analysis technique, which is a critical systems

engineering process, to a CubeSat project will clarify the relationships between functions and tasks,

and will identify the specific time allocated for design requirements.

Timeline analysis can show the required time needed, as well as the design constraints in

place, while building CubeSat systems. TA can help in defining how much time is needed for each

task; thus, it will help developers in dividing up the work to complete their tasks. This will also be

beneficial in prioritizing tasks and deciding which ones are assigned longer time periods as compared

to others [96]. Time is a crucial factor in CubeSat systems development because hardware and

software systems are being tested within a timeframe that may be constrained by launch providers

and other deadlines. Thus, a campaign needs to be designed that defines the type of tests, designs

fixtures, and identifies laboratory facilities that can perform the tests according to the documented

specifications. The hypothesis statement (H2) derived from this factor is: implementing timeline

analysis (TA) in a CubeSat project has a positive effect on the success rate of CubeSat missions.
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This research investigates the association between the use of timeline analysis and the

success or failure of a CubeSat mission. It evaluates whether running timeline analysis for a

CubeSat project is critical to success. It is used to identify the time related to specific design

requirements. It also can help identify overlapped relationships between functions and tasks. It

was expected that a higher number of professional CubeSat developers would have used or discussed

TA, as compared to developers in educational institutions. One reason for this is that this type of

analysis requires more time, a bigger budget, and a larger team to be performed. It also requires

experience in forecasting the required time for testing.

The study also investigates if (and how) CubeSat developers were able to reduce the time

needed for system testing, without impacting their CubeSat mission’s success. This will help

CubeSat developers in designing a timeline analysis platform and enable them to use the minimum

amount of time needed for achieving sufficient system testing quality.

3.1.3. Mission Assurance (MA)

The mission assurance factor is closely related to the DMO factor. Mission assurance

depends on mission risk management, which requires missions to be well defined. Running a risk

assessment test is very important in ensuring a mission’s success. This test will help in identifying

flaws and issues at the early stages of the CubeSat development. It is also important to know

if developers have used or ever discussed risk-based practices. The data was expected to include

an indication of whether one or more mission assurance tests has been performed by a developer

group.

Mission assurance tests are essential to a CubeSat mission’s success. Tests may include, but

are not limited to, communication link testing, power system testing, thermal & vacuum testing

(TVAC), and regular reviews (formal and informal). The hypothesis statement (H3) derived from

this factor is: performing mission-assurance analysis (MA) in the CubeSat project lifecycle has a

positive effect on the mission’s success rate.

The study investigates if using an MA process will lead CubeSat missions to succeed. The

other consideration is how CubeSat projects that never performed MA also end up succeeding.

These results will be combined to see if MA plays a major role in mission success. If correlation be-

tween successful CubeSat missions and including MA in their projects is shown, CubeSat developers
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would be well advised to add MA to their development model using a quality risk management

tool and constraints, if needed.

3.1.4. Critical Design Review (CDR)

Complexity of system design is very common in CubeSat development. However, a simple

design could be critical to a mission’s success in some environments. Survey respondents were asked

to identify the best practices, to describe their experience with design problems and issues, and if

they could provide an alternate approach to avoid future mission failure.

A critical design review (CDR) is performed during the system development phase. It

may include a series of reviews conducted for hardware and software systems, coding, and testing.

Additionally, test plans are reviewed to assess if test efforts are developing sufficiently. The approved

detailed design serves as the basis for final production planning and initiates the development of

final software code. The CDR may also include metrics for measuring design optimizations and

constraints. The hypothesis statement (H4) derived from this factor is: performing a critical design

review (CDR), in the design phase, has a positive effect on the mission’s success rate.

This study investigates how CDR is associated with CubeSat mission success. Developers

with more experience and a greater team size were projected to include CDR in their documentation

to enhance reusability, testability, and modifiability. Also considered is developers that only utilize

a preliminary design review (PDR), and the success or failure of their mission. Results will be

compared to assess the association between the design review used and the degree of mission

success. This data will also be analyzed in conjunction with data collected from the DMO variable.

The results will then be used to help CubeSat developers in developing models and in deciding

whether both PDR and CDR need to be utilized, or if CDR alone will be sufficient to ensure a

successful CubeSat mission.

3.1.5. Experience in Quality Attributes (EQA)

To decrease the failure rate and increase the success rate of CubeSat systems, they need

to be secure, modular, and reusable. Thus, it is essential to study the challenges that have been

experienced by CubeSat developers. Lessons learned by developers help them to succeed in their

future missions. Analysis of these factors can identify lessons learned from one mission to share

with others.
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This factor will measure developers’ experience with quality attribute practices including

usability, security, and reliability. It will also measure the correlation between mission success and

having expert personnel on the team, specifically, respondents will be asked about the number of

years they have spent in this environment, and the number of CubeSat projects they have been

involved with. The hypothesis statement (H5) derived from this factor is: experience in quality

attribute (EQA) practices has a positive effect on the mission’s success rate.

This study investigates to what extent CubeSat developers who have experience in quality

assurance practices have higher success rates in their CubeSat missions than other developers

who do not. If, for instance, a higher number of successful missions include one or more EQA

experts in the team, then a CubeSat developer should use a model that includes quality attribute

practices. These quality attributes can be divided into three or more categories, including operation,

development, and sustainment. The operational category will focus on the availability, usability,

and overall performance of the system. The development category will focus on the modifiability

and testability of the system, and sustainment will focus on the maintainability and deployability

of the CubeSat system.

3.1.6. Schematic Diagram (SD)

The failure of components is closely related to overall CubeSat mission failure. Many believe

that to have a robust CubeSat system, developers must use commercial-off-the-shelf (COTS) parts

that are hardened and can survive in the space environment [96]. Thus, it is essential to know

where failures occur, and why. Expected data included responses regarding deployment testing,

the compatibility of radio frequencies (RF), and issues with the power system.

The schematic diagram (SD) is a systems engineering process that can depict hardware and

software components and their interrelationships. It also can include design standards for avionics.

SDs are developed at successively lower levels as the analysis proceeds to define lower-level functions

within higher-level requirements. These requirements are further divided and allocated using a

requirements matrix (RM). The hypothesis statement (H6) derived from this factor is: including a

schematic diagram (SD) in a CubeSat project has a positive effect on the mission’s success rate.

Including a SD in a CubeSat project is expected to help ensure that a robust CubeSat

system results. However, flaws in a SD may lead to overall mission failure. Thus, this study

investigates to what extent CubeSat missions fail due to models and diagrams and to what extent
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tools cause or contribute to failure. Knowing where defects in models exist and how to fix them is

also important. Expected answers from CubeSat developers may vary due to their type of mission

and how complex their system is. Data collected from these factors will help CubeSat developers

to design a high-quality SD connected to a matrix of requirements.

Including a SD in a CubeSat project will provide visibility of related system components

and traceability to the requirements matrix and other system engineering documentation. SDs

document the solution to the functional and performance requirements established by the func-

tional architecture. They show interfaces in between the system components and other systems or

subsystems. They also support traceability between components and their functional origin and

provide a valuable tool to enhance configuration control.

3.2. Research Hypotheses

The research hypotheses are specific, testable, and designed to provide initial answers to the

research question. They state predicted relationships between independent and dependent variables.

The following hypotheses statements have been constructed based on the list of associated factors

discussed in Section 3.1.

H1: Clearly defining mission objectives (DMO) at an early stage of a CubeSat project-lifecycle

has a positive effect on the mission’s success rate.

H2: Implementing a timeline analysis (TA) in a CubeSat project has a positive effect on the

mission’s success rate.

H3: Performing a mission-assurance analysis (MA) in a CubeSat project lifecycle has a positive

effect on the mission’s success rate.

H4: Performing a critical design review (CDR) in the design phase has a positive effect on

the mission’s success rate.

H5: Experience in quality attribute (EQA) practices has a positive effect on the mission’s

success rate.

H6: Including a schematic diagram (SD) in a CubeSat project has a positive effect on the

mission’s success rate.
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Each of the hypotheses will be statistically tested to measure the association between the indepen-

dent and dependent variables. A null hypothesis (H0) is also needed, which is a default position

where there is no association between variables. The null hypothesis is presented in the following

statement:

H0: Each independent variable has no effect on the CubeSat mission’s success rate.

3.3. Data Collection

A survey was used to investigate the reasons for CubeSat mission failure and to identify

tools that can increase a CubeSat mission’s success. The survey has been designed to measure the

challenges and needs of CubeSat developers and to investigate and identify the best engineering

practices and techniques that are associated with successful CubeSat missions. The survey was dis-

tributed to CubeSat systems developers. This includes students, faculty, researchers, and industry

professionals who are associated with CubeSat development projects for scientific, educational, and

commercial purposes. The target sample size of this study was 200.
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4. DESCRIPTION OF SURVEY4

A survey was designed for administration to CubeSat developers. The survey included

questions related to multiple factors prospectively associated with CubeSat mission success or

failure. These included the possibility of adding or deleting components to/from the system design

and system modifications’ feasibility.

4.1. Survey Design

The survey consists of 32 questions. Five questions are open-ended questions for collecting

qualitative data. A validity test (internal and external) was conducted after designing the survey

questions. This test illustrated how the findings are presented and helped indicate how accurate

the survey questions are. The data collected from the open-ended questions was analyzed and

coded using NVivo12 to analyze the textual data. Data is stored as nodes (cases). All of responses

to a certain question are grouped together under a single node. NVivo12 includes auto-coding

techniques that can automatically identify themes and sentiment in the responses to open-ended

questions. The coded data then was aggregated with the rest of the data and was statistically

analyzed using SAS.

For the analysis process, different statistical techniques were used including linear regres-

sion, the Chi squared test of independence, logistic regression, and the Kruskal-Wallis test for

independence to determine the accuracy of the expected results. The statistical analysis of the

survey included descriptive analysis, frequency analysis, and statistical tests. The statistical tests

used for this research are the Chi squared test for independence and logistic regression. Logistic

regression consists of a T-test, used for each independent variable, and a F-test, to test the research

model.

The research model includes dependent variables (DVs), independent variables (IVs), and

coefficients. Independent variables are factors that are associated with a CubeSat mission status,

which include:

4Based on A. Alanazi and J. Straub. 2020. Defining CubeSat Mission Success and Assessing Reasons for Mission
Failure. Under preparation for submission to the International Journal of Aerospace Engineering. and A. Alanazi
and J. Straub. 2020. Evaluation of Software Engineering Practices Application to CubeSat System Development.
Under preparation for submission to Acta Astronautica.

34



• Defining Mission Objectives (DMO)

• Timeline Analysis (TA)

• Mission Assurance (MA)

• System Design (SD)

• Experience in Quality Assurance (EQA)

• Schematic Diagram (SD)

Each factor was treated as an individual variable and statistically analyzed to test the association

with CubeSat mission’s success or failure. Therefore, to ascertain whether each one of the IV’s is

related to another, Chi-squared tests of independence are used with mission status as the DV and

one IV for each test of independence. In addition, it is possible that two or more of the IV’s can

jointly explain the success or failure of the mission. For this, a logistic or binomial regression model

was constructed with mission status as the DV and all the IV’s. The dependent variable (DV) for

this study will be “mission status”, which has two values:

• Mission failure = 0

• Mission success = 1

4.2. Survey Validation

To validate the survey questions, two methods were applied: face validity analysis and

Cronbach’s alpha analysis. To assess face validity, experts from NASA’s JPL and the Space Systems

Working Group (SSWG), who have expertise in CubeSat development, carefully reviewed all of

the survey questions and evaluated whether these questions accurately captured the topic under

investigation. Additionally, a statistician reviewed the survey questions for common errors such as

leading questions, double barreled questions and confusion.

Cronbach’s alpha was applied as part the validation process to check the internal consistency

of questions regarding these same factors. Cronbach’s alpha is computed by correlating the score for

each scale item with the total score for each observation, and then comparing that to the variance

for all individual item scores [97]. Cronbach’s alpha is the most common estimation tool to measure
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the internal consistency of items in a scale [98]. For this study, alpha is applied to measure the

correlation between survey questions. It estimates the proportion of variance that is systematic or

consistent in a set of survey responses. The Cronbach’s alpha formula for computing α is expressed

as follows [98]:

α = k

k − 1

(
1 −

∑k
i=1 a

2
Y i

σ2
X

)
(4.1)

where k represents the number of survey items in the scale and σ2
X is the variance of the observed

total scores. Also, a2
Y i is the variance of item (i) for a respondent (Y). The size of α is determined

by the number of items in the scale and the mean inter-item correlations. The acceptable range of

Cronbach’s alpha, 0.8 > α > 0.7, indicates good internal consistency of the items in the scale [99].

Table 4.1 shows the Cronbach’s alpha values for questions in this study is 0.78, indicating good

internal consistency.

Table 4.1. Cronbach Coefficient Alpha.

Variables Alpha

Raw 0.7542

Standardized 0.7818

4.3. Survey Questions

The survey includes a set of questions about the experience of CubeSat developers, includ-

ing their role in the CubeSat project, the number of CubeSats they have developed, their experience

with QA, the challenges they have experienced during the design phase of the project, their percep-

tion of the development phase, and the status of their CubeSat mission. There are five open-ended

essay questions. Responses to these were analyzed and coded using thematic analysis. A full survey

instrument is included in the Appendix.

4.3.1. Open-Ended Questions

Five open-ended questions were included in the survey. Each is now presented.

How do you define a successful CubeSat mission?

Respondents were able to give more than one answer to this question. Therefore, thematic

analysis is used to identify the common factors identified by the respondents. NVivo12 was used
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to help identify these themes automatically in all questionnaires. The findings of this analysis

were used to identify the different perspectives of CubeSat developers regarding CubeSat mission

success. Expected responses to defining a successful CubeSat mission included:

• If it was developed within time and budget.

• If it was completed on time and ready for launching.

• If it met the minimum mission objectives.

• If it was launched successfully.

• If it established a communication link with the GS.

• If it is sent data to the GS for two months or more.

What are the most challenging activities in a CubeSat development lifecycle?

It is probable that the perception of complexity depends on the experience of the project

team. In addition, respondents might be involved with different activities in the CubeSat devel-

opment. Potential data may include challenging activities in hardware, software, documentation,

delayed schedules, and other issues. The data was analyzed using frequency distribution analysis.

Expected responses to this question included challenges that exists in:

• Hardware or software components

• Lack of documentation

• Delayed schedule

• Shortage of COTS components

• Following methodologies and models

Do most of system designs fail due to tools or models? and why?

The collected data was expected to include whether designs typically fail because of tools

rather than models, or if there are more failures due to models than tools. Some answers may

include failures that are attributable to both tools and models. The expected data will help to

identify the reasons for the failure of a specific area of CubeSat development. The data will be
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analyzed using frequency distribution analysis between tools and models. The types of failure with

the highest number of responses were identified for subsequent analysis.

Has your system design reduced testing efforts and/or improved performance?

This question expected responses of yes and no. It was also expected that respondents

would discuss the ways design has been beneficial and best practices that can help in improvement.

Respondents were also expected to identify steps or processes to avoid in the design phase. Analysis

of this question used frequency distribution information for the type of CubeSat mission, the number

of respondents, and the efforts in design and testing. A Chi squared test was used to determine

if there was a difference in the views of these professionals regarding the effectiveness of system

design. For further analysis, collected data was also tested for significance based on the type of

methodology used by the respondents.

If you are given a second chance to redesign your CubeSat, what would you do instead?

and why?

The answers to this question were expected to depend on the developers’ experience and the

status of their mission. Respondents were expected to focus on certain areas and stages of CubeSat

projects including, but not limited to, planning, requirement analysis, design, testing, operations,

and maintenance. The collected data was analyzed using frequency distribution analysis. Responses

for this section were also analyzed using frequency tables. The frequencies were used to calculate

inferential statistics. Responses were also used to describe the various categories of data in the

sample and, as such, have no measures of central tendency or dispersion.

4.3.2. Multiple-Choice Questions

Thirteen multiple-choice questions were included on the survey. Each is now discussed.

What is/was your CubeSat mission?

Responses to this question were analyzed using a frequency table, which included the type

of a CubeSat mission, and the type of CubeSat. For each mission type, the frequency analysis

of responses included mission types compared with CubeSat types. Collected data was used to

develop a histogram.

What is/was the team size of your CubeSat project?

Responses were analyzed using a frequency table that considered the team size, the number

of respondents and how many CubeSats they have developed.
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What is your role in the CubeSat project?

Responses to this question included the role of the CubeSat developer in the project. The

responses were analyzed to compare the indicated role with how many CubeSat project has the

respondent participated in.

How many CubeSat projects have you participated in?

This question collects data regarding the level of experience of the CubeSat developer. The

more projects the developer has participated in, the more experience he/she has gained from lessons

learned. A frequency table was used to link the number of projects and the number of respondents.

The CubeSat project you are associated with is/was under development, incomplete,

failed, succeed.

This question seeks identify the status of the CubeSat project that the developer has par-

ticipated in. Collected data was cross tabulated with other factors such as mission assurance and

level of experience.

The most associated factor of a CubeSat project success is:

This question presumes that respondents have a technical understanding of the project.

Both descriptive and inferential statistics were used to analyze the responses. Choices included

were: HW/SW sufficient testing, COTS HW/SW functionality, and requirements analysis and

documentation. Results were tabulated using frequency tables.

The most associated factor of a CubeSat project failure is:

This question asks about the most associated factor with CubeSat project failure. The

choices included were: HW/SW insufficient testing, COTS HW/SW failure, and lack of require-

ments analysis and documentation. Results were tabulated using frequency tables.

The CubeSat you are associated with is:

In this question, the respondent is asked about the type of a CubeSat that he/she is asso-

ciated with. CubeSat types listed were 1U, 2U, 3U, and other. Responses were tabulated using

frequency tables.

What is the approximate time needed to develop a typical CubeSat?

In this question, the respondent is asked about the approximate time needed to develop a

typical CubeSat. Answers for this question included: 2 years or less, 3-4 years, 5-6 years, and 7

years or more. The approximate time needed could be dependent on the role of developer and the
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type of CubeSat missions they have been involved with. The responses were tested using analysis of

variance (ANOVA) at a 5% level of significance. For each table, the differences within and between

groups were noted as potential significant factors that determine the time needed to develop the

project.

The most prominent aspect of software quality that is associated with a CubeSat

mission success is:

Collected data from this question depends heavily on the developer’s experience. Aspects of

software quality play a major role in framing the engineering methodology for the CubeSat system.

Data was cross tabulated with the role of the developer, and the type of the CubeSat mission.

The least prominent aspect of software quality that is associated with a CubeSat

mission success.

Collected data from this question depends heavily on the developer’s experience. Aspects of

software quality play a major role in framing the engineering methodology for the CubeSat system.

Identifying the least quality-associated aspect will help CubeSat developers to develop alternative

quality scenarios for their desired CubeSat methodology. Collected data was cross tabulated with

the role of the developer, and the type of the CubeSat mission.

Which of the following methodologies is most suitable for your CubeSat project? and

Why?

This question asks about which methodology is primarily used for the respondent’s CubeSat

projects. Answers will depend on the developer’s perspective, level of experience, and the types

of missions the developer worked on. Answers included were: waterfall, V-Model, SCRUM, and

other. The responses were cross-tabulated with the type of mission.

Which technique is best used for requirements elicitation?

In this question, the developer is asked about the technique and practices used for require-

ments elicitation. Common practices are included as answers, including: interviews, focus groups,

prototyping, and other. The responses to this question were analyzed using frequency distribution.

4.3.3. Likert-Scale Statements

For each of the statements below, respondents were asked to choose the best response that

characterizes the statement where, 1 was strongly disagree, 2 was disagree, 3 was neither agree nor

disagree, 4 was agree, and 5 was strongly agree.
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• CubeSat mission fail due to failure of tools rather than models.

• CubeSat mission fail due to failure of models rather than tools.

• Project scope and goals were clearly identified at the early stage of development.

• A methodology was carefully selected for a CubeSat project.

• Stakeholders can add/delete requirements in the CubeSat testing phase.

• Stakeholders participated heavily in the CubeSat design phase.

• A project team size has a positive effect on the CubeSat mission.

• Requirements were complex and hard to follow.

• Requirements were elicited and well documented.

• Requirements specification contains several non-testable functional requirements.

• The application of methodology has a positive effect on a CubeSat mission.

• Applied methodology enhanced the communication & control subsystems.

• A CubeSat project had attended to its original scope.

• A CubeSat project schedule was well managed.

The results from this section were analyzed using frequency tables. The average of the

Likert scores was taken as the representative score for each question. The answers with the highest

sum of Likert scores were graphed to illustrate the areas that need more attention in the CubeSat

development life cycle. The analysis for this section used one-way ANOVA. However, when the

data was non-normally distributed, the Kruskal-Wallis test was used to identify whether there were

differences between the groups. This test indicated significance and established the presence of

differences between groups.

This section has described the survey and its design. It has also discussed the expected

data and outcomes from the survey questions.
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5. RESULTS AND ANALYSIS5

A survey was distributed electronically through the Qualtrics survey platform to stu-

dents, professors, researchers, and industry professionals who collaborated on CubeSat development

projects for scientific, educational, and commercial purposes. Out of the distributed survey links,

127 were received and statistically analyzed.

In this section, the applicable results are discussed. These include the test for model effects

for each hypothesis. Each associated factor of mission success (DMO, TA, MA, CDR, EQA, and

SD) was treated as a model with its factors (CS #). Each successful factor was developed based

on more than one survey question. For the purposes of brevity, during the analysis process, each

question was coded as CubeSat # (i.e., define successful mission was CS 1). Table 5.1 lists the

survey questions (numbers 1 to 18) and the Likert-scale statements (19 to 32), coded as CS 1 to

CS 32.

5Based on A. Alanazi and J. Straub. 2020. Defining CubeSat Mission Success and Assessing Reasons for Mission
Failure. Under preparation for submission to the International Journal of Aerospace Engineering. and A. Alanazi
and J. Straub. 2020. Evaluation of Software Engineering Practices Application to CubeSat System Development.
Under preparation for submission to Acta Astronautica.
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Table 5.1. Survey questions with associated codes.

No Question Code

1 How do you define a successful CubeSat mission? CS 1

2 What are the most challenging activities in a CubeSat development life cycle? CS 2

3 What is/was your CubeSat mission? [Scientific, Educational, Commercial, Other] CS 3

4 What is/was the team size of your CubeSat project? [ 3-6, 7-10, 11-15, 16 or more] CS 4

5 What is your role in the CubeSat project? [Principle Investigator (PI), Systems Analyst, Software Engineer, Other] CS 5

6 How many CubeSat projects have you participated in? [1-3, 4-7, 8 or more] CS 6

7 The CubeSat project you are associated with is/was: [Underdevelopment, Incomplete, Failed, Succeed]. CS 7

8
The most associated factor of a CubeSat project success is:

[HW/SW sufficient testing, COTS HW/SW functionality, Requirements analysis & documentation, other].
CS 8

9 Do most of system designs fail due to tools or models? and Why? CS 9

10 Has your system design reduced testing efforts and/or improved performance? CS 10

11
The most associated factor of a CubeSat project failure is:

[HW/SW insufficient testing, COTS HW/SW failure, lack of requirements analysis and documentation, other].
CS 11

12 The CubeSat you are associated with is: [1U, 2U, 3U, Other]. CS 12

13 What is the approximate time needed to develop a typical CubeSat? [2 years or less, 3-4, 5-6, 7 years or more] CS 13

14
The most prominent aspect of software quality that is associated with a CubeSat mission success is:

[Reliability, Portability, Modifiability, Usability, Simplicity]
CS 14

15
The least prominent aspect of software quality that is associated with a CubeSat mission success is:

[Reliability, Portability, Modifiability, Usability, Simplicity]
CS 15

16
Which of the following methodologies is most suitable for your CubeSat project? and why?

[Waterfall, V-Model, SCRUM, Other]
CS 16

17 Which technique is best used for requirements elicitation? [Interview, Focus Group, Prototyping, Other] CS 17

18 If you are given a second chance to redesign your CubeSat, what would you do instead? and why? CS 18

19 CubeSat mission fail due to failure of tools rather than models. CS 19

20 CubeSat mission fail due to failure of models rather than tools. CS 20

21 Project scope and goals were clearly identified at the early stage of development. CS 21

22 A methodology was carefully selected for a CubeSat project. CS 22

23 Stakeholders can add/delete requirements in the CubeSat testing phase. CS 23

24 Stakeholders participated heavily in the CubeSat design phase. CS 24

25 A project team size has a positive effect on the CubeSat mission. CS 25

26 Requirements were complex and hard to follow. CS 26

27 Requirements were elicited and well documented. CS 27

28 Requirements specification contains several non-testable functional requirements. CS 28

29 The application of methodology has a positive effect on a CubeSat mission. CS 29

30 Applied methodology enhanced the communication & control subsystems. CS 30

31 A CubeSat project had attended to its original scope. CS 31

32 A CubeSat project schedule was well managed. CS 32

Since the mission result data is binary (the success or failure of a CubeSat), logistic regres-

sion was used to investigate the relationship between the categorical response variables. Logistic

regression is, thus, the main statistical method used for this study. However, for complex survey

responses with stratification and unequal weighting, “Proc Survey Reg” was applied to produce the

appropriate estimates and standard error [100]. Further, “Proc Survey Reg” was used as a statis-
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tical tool for analyzing the survey data to test the relationship between 32 independent variables

and the dependent variable (success or failure) of the CubeSat mission’s success or failure.

5.1. Textual Data Analysis

The collected textual data (open-ended questions) from 127 respondents were analyzed

and coded using Windows NVivo12. The data was stored as nodes (cases) and responses to each

question were grouped together under a single node. Thematic content analysis, shown as a word

cloud in Figure 5.1, was used to identify the words most frequently entered by the participants.

For example, “mission goals” was entered more frequently than “tools” and “time”. This is an

indication of possible themes and the perspective of respondents. Figures 5.2 to 5.6 show thematic

analysis and coding for the collected open-ended responses.

Figure 5.1. Word cloud for defining successful mission.
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Figure 5.2. Coded nodes for defining successful mission (CS 1).

Figure 5.3. Coded nodes for project challenges (CS 2).
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Figure 5.4. Coded nodes for models-tools failure (CS 9).

Figure 5.5. Coded nodes for reduced testing (CS 10).
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Figure 5.6. Coded nodes for redesign scenarios (CS 18).

The coded data was aggregated with the rest of the data for statistical analysis using SAS.

Textual data from CS 1, CS 2, CS 9, CS 10, and CS 18 was coded and is presented in Tables 5.2 and

5.6. Respondents were asked questions that help in identifying common factors to determine the

different perspectives of CubeSat developers towards CubeSat mission success. The first question

was:

CS 1: How do you define a successful CubeSat mission?

Table 5.2. Define successful mission (CS 1).

Frequency

Launched Successfully 25

Initiate communication with ground station (GS) 26

Completed within schedule time and budget 9

Achieved overall mission goals 51

Other 16
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Answers for this question varied depending on the expertise and profession of the respon-

dent. Therefore, thematic analysis was applied to help identify the common factors among the

respondents’ replies. Figure 5.7 shows the frequency of respondents identifying various definitions

of a successful CubeSat mission.

Figure 5.7. Frequency of responses for defining successful mission (CS 1).

The results from this analysis demonstrated the different perspectives of CubeSat developers

towards CubeSat mission success. Defining a successful mission is a critical and important factor in

ensuring mission success. Similarly, outlining mission objectives is key to quantifying the value of

objectives to meeting strategic CubeSat mission standards. It also helps to understand how mission

objectives are met and what factors impact mission objective attainment.

Answers varied based on the expertise and profession of the surveyed individual. Individuals

with low to no experience in developing CubeSats defined success as having the project completed

within schedule and budget. On the other hand, individuals with more experience in developing

CubeSats defined success as achieving overall mission objectives, from planning to launching the

CubeSat and receiving data. Here is an example of an open-ended response to CS 1: “each one is

unique; you must define your objectives from day one. Some mission are successful if they make it
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on time to the launch pad, others need to generate a significant amount of revenue. It’s the goal

that you define on day one and revise/review along the way that defines your success.”

Some of the respondents defined mission success as “other.” this may be due to the signifi-

cantly different perceptions and responses from respondents who identified as being from particular

engineering disciplines, versus students and government personnel who regulate and license Cube-

Sat projects. The role of a CubeSat developer, level of experience, and the mission status is also

discussed in the descriptive analysis in section 5.3.

Respondents were also asked a second question to help in identifying common factors and

to determine the different perspective of CubeSat developers toward CubeSat mission success. This

question is stated as:

CS 2: What are the most challenging activities in a CubeSat development lifecycle?

Table 5.3. Challenging activities in a CubeSat project (CS 2).

Frequency

Planning, budget, and schedule 20

Documentation 11

Requirements analysis 6

Regulatory licensing 4

SW/HW issues = design, testing, and integration 35

Personnel 24

Other 27
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Figure 5.8. Frequency of responses for project challenges (CS 2).

The most frequent response to this question, as presented in Table 5.3 and Figure 5.8,

is that project challenges mostly occur due to software and hardware issues. These issues were

27% of total responses. This factor is related to the design, testing, and integration of CubeSat

components. One illustrative response, related to software and hardware issues, is: “The interfaces

between the different units are not great. For example, there is i2c, can, LVDS, USB, Spacewire,

etc. Each of them has a different set of problems and missions always have to do trade-offs on

which one to choose for the different units. There should be “one” interface which allows you to

connect any device. I hope that the Industry will eventually realize that USB 3.0 should be that

interface.”

Respondents also mentioned that there is typically a serious issue with power, as there is

not enough area on the surface of the CubeSat for sufficient power generation. Further, deploy-

able arrays add significant complexity to satellite design. Respondents also pointed out that it is

always better to decide on tools early, rather than leaving these decisions until the last phase of

development. They also suggested to incorporate only the necessary functionality during the design

phase.
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Respondents also noted challenges with the software used in their projects. Some of the

problems included the flight software design being ignored during the CubeSat mission design,

no debugging support, and no proper integration and testing processes. For personnel issues,

respondents cited miscommunications between members, having no training for students, and some

team members leaving the project before the implementation phase. Finally, the responses coded

under “other” included some answers that are not responsive to CS 2.

Respondents were also asked if failures occur due to tools rather than models, or more

failures occur in models than in tools. Expected answers included a discussion of failures that

respondents have experienced in both tools and models. This data will help to identify reasons for

failure in specific areas of CubeSat development. The question was stated as:

CS 9: Do most of system designs fail due to tools or models? Why?

Table 5.4. Reasons for CubeSat failure (CS 9).

Frequency

Null 8

Tools 31

Models 47

Both 22

Other 19
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Figure 5.9. Frequency of responses for models-tools failure (CS 9).

As shown in Table 5.4 and Figure 5.9, survey respondents indicated that CubeSat project

failures occur due to both the models and tools used in the project. However, most respondents

indicated that CubeSat system failures occur due to the failure of models. Some mentioned that

there was no proper methodology to follow. Others mentioned that, due to the restrictions of

size and weight of CubeSats, adding new features and changing requirements led to the failure of

models. Respondents also indicated that there are no standardized models used in the design phase

of the project. On the other hand, respondents who think that CubeSat systems’ failures are due

to tools refer to unhardened COTS component failures or the functionality of such components

affecting the communications between subsystems. For instance, using a thermo-electric cooler

requires more power than a typical CubeSat can supply. Some responses, coded under “other”,

indicated that CubeSat failure is not always due to tools or models, but also attributed to other

factors such as miscalculations or incorrect hardware assembly. Reasons for failure due to models,

tools, or both are listed below:

“No flight software is seriously included in CubeSat design”

“Thermal analysis is the least to be included in CubeSat design”

“CPUs are not latch-up protected”
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“The microcontrollers have limited computational power”

“Issues encountered with STM32”

“TMTC failure”

“No FDIR approach”

“No FMECA analysis”

“Limited functionalities of COTS”

“No debugging supports”

“Complexity of flight software systems architecture”

“CFS suite from NASA is needed”

“VHF/UHF transceivers failure”

“Communication problems with simplex and duplex radio”

“Structure and deployable design (STR) ”

Respondents were asked to identify best practices that can help in design improvement or in re-

ducing testing requirements. This includes identifying steps and processes to avoid in the design

phase. The following question asked respondents if they believe that their CubeSat design had re-

duced the testing efforts required in the testing phase or if their design had improved performance

overall. It was stated as: CS 10: Has your system design reduced testing efforts and/or improved

performance?

Table 5.5. Reducing testing efforts and improve performance (CS 10).

Frequency

Null 14

Yes 16

No 76

N/A 21
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Figure 5.10. Frequency of responses for reduced testing (CS 10).

Figure 5.10 and Table 5.5 show that approximately 17% of respondents either do not know if

the CubeSat they have designed had reduced testing time requirements or not. This may be because

they have not reached the testing phase yet, they lack something to compare to, or the respondent

is not involved in the testing process. However, 60% of respondents think that their design has

not reduced the required testing time. This suggests that traditional methodologies require more

testing time for space systems and that more testing should be performed on such systems. This,

however, does not necessarily mean that their CubeSat projects have failed. Additionally, those

who claimed that their design helped reduce testing time suggested that following verification and

validation (V&V) methodologies and performing TVAC testing can reduce not only the testing

time but also improve system performance.

The next question asked respondents about how they would change practices in retrospect.

The question was presented as:

CS 18: If you are given a second chance to redesign your CubeSat, what would you do?
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Table 5.6. Redesign CubeSat System (CS 18).

Frequency

Null 16

Apply different approach 20

Apply different testing procedures 10

Redesign models 21

Use different components 20

Other 40

Figure 5.11. Frequency of responses for redesign scenarios (CS 18).

Figure 5.11 and Table 5.6 show that some respondents indicated that, if they had the

chance to redesign their CubeSats, they would use different tools than the ones they have used.

Alternatively, 31% of respondents, coded under “other”, said that even if they were given the

chance to redesign their CubeSat system, they would not apply any changes to their CubeSat

project practices. Some of those who would change the tool that they used attributed faults to the
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unexpected performance of the COTS hardware. Others discussed the need to make their design

more easily modifiable to be compliant with regulations. Some responses that discussed applying

a different approach indicated that respondents were not aware of early project steps including

planning, scheduling, budgeting, and selecting a specific methodology for the project.

Some have also suggested that following rapid development or Agile methodologies for their

project would be good, since they have limited time and budget for their project, which can lead

to project failure. Others, who preferred following different testing procedures, thought that some

needed testing for their project was ignored, such as thermal testing. Respondents also mentioned

that they used different models because they faced challenges with adding or removing features or

components after the design phase of the project.

5.2. Testing Hypotheses

This section tests six hypotheses that were formed from the factors presented in the previous

chapters. These factors affect CubeSats’ mission success rate. Each factor includes sub-factors,

based on survey questions. These questions relate to systems engineering processes and practices

used in the CubeSat development lifecycle. Some of the questions, are included in multiple factors

that share similarities in their characteristics. Table 5.7 lists the survey questions that are associated

with each factor.

Table 5.7. Factors and hypotheses.

Factor Code Hypothesis Survey Questions

Defining Mission Objectives DMO H1 CS 1,CS 3,CS 16,CS 17,CS 21, CS 31

Timeline Analysis TA H2 CS 3,CS 12,CS 13,CS 16

Mission Assurance MA H3 CS−2,CS 10,CS 18,CS 16,CS 22, CS 23,CS 24

Critical Design Review CDR H4 CS 2,CS 9,CS 10,CS 18,CS 4, CS 14,CS 15

Experience in Quality Attributes EQA H5 CS 6,CS 14,CS 15,CS 16

Schematic Diagram SD H6 CS 9,CS 11,CS 13,CS 16,CS 23, CS 24

The level of significance used in the study was 5%. All hypotheses used for this research

were tested using “PROC SURVEYREG” in SAS version 9.4. Since the p-values for all factors
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were less than the level of significance (P<0.05), all factors influencing CubeSat mission success

were deemed to be significant. Each factor was based on multiple variables in the study.

5.2.1. Defining Mission Objectives

CubeSat development teams may never discuss the scope and objectives of their mission;

however, that does not always lead to failure of the mission. Nevertheless, the study measured the

number of CubeSat missions that have succeeded which clearly defined their mission at an early

stage in the project’s life cycle. The hypothesis statement derived from this factor is:

H1: Clearly defining mission objectives (DMO) at an early stage of a CubeSat project’s life cycle

has a positive effect on the mission’s success rate.

Defining mission objectives guides the developers during the entire project and acts as a

point of reference impacting the success of the project. DMO was assessed based on six questions

relevant to mission definition. These include the perception of development status and the require-

ments of the system. The results indicate that the developer’s ability to identify the project’s scope

and goals, at the early stages of development, had a significant influence on the success of the

project. Table 5.8 displays the test for model effects of DMO.

Table 5.8. Tests of model effects of DMO.

Effect Num DF F Value Pr > F

Model 6 6.28 < .0001

Intercept 1 3.11 0.0814

Define successful mission 1 0.54 0.4654

CubeSat mission type 1 0.16 0.6891

Methodology Type 1 4.82 0.0309

Requirements elicitation techniques 1 1.30 0.2576

Project scope and goals 1 23.45 < .0001

CubeSat project had attended to its original scope. 1 0.33 0.5680
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From Table 5.8, it can be observed that the p-value of the F-test is 0.0001, which is less

than the 5% significance level. Based on the survey results, defining mission objectives (DMO) has

positive effects on the mission’s success rate.

5.2.2. Timeline Analysis

Testing time needs may vary due to the complexity of a mission. A goal of this study

is to determine if a CubeSat’s design helped in reducing the required testing time. Thus, using a

timeline analysis technique, which is a critical systems engineering process, in a CubeSat project will

clarify the relationships between functions and tasks, and will identify the specific time allocated

for design requirements. Timeline analysis can show the required time needed, as well as the design

constraints in place, while building CubeSat systems. The hypothesis derived from this factor is:

H2: Implementing a timeline analysis (TA) in a CubeSat project has a positive effect on the

mission’s success rate.

There are four questions used to assess this factor. The questions relate to the development

phase of the system, the type of the developed CubeSat, aspects of software quality, and factors

associated with failure and success of the CubeSat project. Table 5.9 displays the test for model

effects of TA.

Table 5.9. Tests of model effects of TA.

Effect Num DF F Value Pr > F

Model 4 67.57 < .0001

Intercept 1 395.50 < .0001

CubeSat mission type 1 0.50 0.4825

CubeSat type 1 161.74 < .0001

Time needed for development 1 0.02 0.9015

Methodology type 1 34.68 < .0001

From Table 5.9, it can be observed that the p-value of the F-test is 0.0001, which is less

than the 5% significance level. Based on the survey results, implementing timeline analysis (TA)

in a CubeSat project has a positive effect on the success rate of a CubeSat mission.
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5.2.3. Mission-Assurance Analysis

Mission assurance depends on mission risk management, which requires mission goals to be

defined. Running a risk assessment test is very important to ensuring a mission’s success. This

test will help in identifying flaws and issues at the early stages of CubeSat development. However,

it is also important to know if developers have used or discussed risk-based practices. Tests may

include, but are not limited to, communication link testing, power system testing, thermal vacuum

testing (TVAC), and regular reviews (formal and informal). The hypothesis statement derived from

this factor is:

H3: Performing mission-assurance analysis (MA) in a CubeSat project life cycle has a positive effect

on the mission’s success rate.

The results indicate that performing mission-assurance analysis (MA), in a CubeSat project,

has a positive effect on the mission’s success rate. There were seven questions assessed for the MA

factor. The questions related to designing and redesigning the system and the system’s require-

ments. Table 5.10 displays the test for the model effects of MA.

Table 5.10. Tests of model effects of MA.

Effect Num DF F Value Pr > F

Model 7 75.58 < .0001

Intercept 1 272.74 < .0001

Project Challenges 1 18.36 < .0001

Reduced testing 1 224.75 < .0001

Redesign scenarios 1 67.53 < .0001

Methodology type 1 40.57 < .0001

Methodology selection 1 3.00 0.0856

Stakeholders participating in the testing phase 1 33.42 < .0001

Stakeholders participating in the design phase 1 23.24 < .0001
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From Table 5.10, it can be observed that the p-value of the F-test is 0.004, which is less than

the 5% of significance level. Based on the survey results, performing mission-assurance analysis

(MA) in a CubeSat project has a positive effect on the mission’s success rate.

5.2.4. Critical Design Review

Complexity of system design is very common in CubeSat development. A simple design

could be critical to a mission’s success in some environments. Survey respondents were asked

about best practices, their experience with design problems and issues, and if they could identify

an alternate approach to avoid future mission failure.

A critical design review (CDR) is performed during the system development phase. It

may include a series of reviews conducted for hardware and software systems, coding, and testing.

Additionally, test plans are reviewed to assess if test efforts are developing sufficiently. The approved

detailed design serves as the basis for final production planning and initiates the development of

the final software code. The CDR may also include metrics for measuring design optimizations and

constraints. The hypothesis statement derived from this factor is:

H4: Performing a critical design review (CDR) in the design phase has a positive effect on the

mission’s success rate.

This factor was assessed using seven questions relevant to system design efforts, techniques

for requirements elicitation, and the time needed for developing a typical CubeSat. Table 5.11

displays the test for model effects of CDR.
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Table 5.11. Tests of model effects of CDR.

Effect Num DF F Value Pr> F

Model 7 64.10 < .0001

Intercept 1 234.48 < .0001

Project Challenges 1 26.41 < .0001

Tools-Models failure 1 0.02 0.8782

Reduced testing time 1 217.60 < .0001

Redesign scenarios 1 49.38 < .0001

Team size 1 72.85 < .0001

Most aspect of software quality 1 6.05 0.0153

Least aspect of software quality 1 18.83 < .0001

From Table 5.11, it can be observed that the p-value of the F-test is 0.0001, which is less

than the 5% significance level. Based on the survey results, performing a critical design review

(CDR) during the design phase has a positive effect on the mission’s success rate.

5.2.5. Experience in Quality Attribute Practices

The experience in quality attribute practices factor considers developers’ experience with

quality attribute practices including usability, security, and reliability. It also measures the correla-

tion between mission success, having expert personnel on the team, the number of years a developer

has spent in this environment, the number of CubeSat projects a developer has been involved with,

and mission success. The hypothesis statement derived from this factor is:

H5: Experience in quality attribute (EQA) practices has a positive effect on the mission’s success

rate.

Results indicated that experience in quality attribute practices has a positive effect on a

mission’s success rate. To assess the variables that influence EQA, four questions were used: The

aspects of software quality most and least associated with mission success, the type of a CubeSat

mission, and the time needed to develop a typical CubeSat. Table 5.12 displays the test for model

effects of EQA.
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Table 5.12. Tests of model effects of EQA

Effect Num DF F Value Pr> F

Model 4 73.80 < .0001

Intercept 1 60.26 < .0001

Number of CubeSat projects 1 190.13 < .0001

Most aspect of software quality 1 13.36 0.0004

Least aspect of software quality 1 11.82 0.0008

Methodology type 1 35.46 < .0001

From Table 5.12, it can be observed that the p-value of the F-test is 0.0001, which is less

than the 5% of significance level. Based on the survey results, experience in quality attribute (EQA)

practices has a positive effect on the mission’s success rate.

5.2.6. Schematic Diagram

The schematic diagram (SD) is a systems engineering process that can depict hardware and

software components and their interrelationships. SDs are developed at successively lower levels

as the analysis proceeds to define lower-level functions within higher-level requirements. These

requirements are further divided and allocated using a requirements matrix (RM). The hypothesis

derived from this factor is:

H6: Including a schematic diagram (SD) in a CubeSat project has a positive effect on the mission’s

success rate.

Results indicate that including a schematic diagram (SD) in a CubeSat project has a positive

effect on the mission’s success rate. Hence, it is clear that the ability of a developer to determine

the factor most associated with CubeSat project failure is essential for mission success. Table 5.13

displays the test for model effects of SD.
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Table 5.13. Tests of model effects of SD.

Effect Num DF F Value Pr> F

Model 6 23.06 < .0001

Intercept 1 240.46 < .0001

Tools-Models failure 1 8.56 0.0041

Factors of failure 1 0.02 0.8996

Time needed for development 1 0.36 0.5473

Methodology type 1 31.80 < .0001

Stakeholders participating in the testing phase 1 68.66 < .0001

Stakeholders participating in the design phase 1 29.25 < .0001

From Table 5.13, it can be observed that the p-value of the F-test is 0.0001, which is less

than the 5% significance level. Based on the survey results, including a schematic diagram (SD) in

a CubeSat project has a positive effect on the mission’s success rate. Including a SD in a CubeSat

project is expected to help ensure that a robust CubeSat system results. However, flaws in a SD may

lead to overall mission failure. Knowing where defects in models exist and how to fix them is also

important. Including a SD in a CubeSat project provides visibility of related system components

and traceability to the requirements matrix and other system engineering documentation.

5.3. Descriptive Data Analysis

This section presents cross-tabulation analysis that shows the association between frequency

tables. Correlation between the status of the CubeSat project and the type of the CubeSat is also

discussed. Additionally, this section discusses the association between the type of mission and

the applied methodologies, and the association between the type of CubeSat and the time needed

for development. Data from survey respondents is included in Table 5.14. The data shows that

respondents participated or are participating in 28 successful, 11 failed, 48 incomplete, and 35

under-development CubeSat projects.
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Table 5.14. Status of CubeSat project.

Frequency

Failed 11

Incomplete 48

Succeed 28

Under-development 35

Frequency Missing = 5

Table 5.15 and Figure 5.12 show the number of successful CubeSat projects for various

CubeSat types. Table 5.15 also shows successful CubeSat projects associated with their types.

Table 5.15. Association between a CubeSat Success and its type.

CubeSat type

Type 1U 1U 2U 1U 2U 3U 1U 3U 2U 3U 3U Other Other Total

Successful 10 2 1 7 1 5 1 1 28

Figure 5.12. Successful CubeSats by type.
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The data presented in Table 5.15 and Figure 5.12 includes only successful CubeSats and

their types. The majority of successful CubeSats are 1U type. Note that, in some cases, respondents

indicated that they have developed two or more types of CubeSats. Additionally, the other category

“other” includes types such as 6U or 27U.

Table 5.16. Association between a CubeSat failure and its type.

CubeSat type

Type 1 U 3 U Total

Failed 6 5 11

Figure 5.13. Failed CubeSats’ type.

Data presented in Table 5.16 and Figure 5.13 indicates that most CubeSat failures occur

in 1U and 3U types (9% of responses). This, however, does not mean that failure is frequent in

these CubeSat types, since they also are the most frequently developed CubeSat types, accounting

for 78% of total successful CubeSats. A high failure rate may occur among student projects, which

may have a correlation with CubeSat size.
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Table 5.17. Association between CubeSat failure and the reason for failure.

Status of CubeSat project Models/Tools Failure

Frequency 0 1 2 3 4 Total

Failed 1 3 3 3 1 11

Total 1 3 3 3 1 11

Figure 5.14. CubeSat failure and the reason for failure.

Respondents indicated that CubeSat project failures occur due to the models and tools

used in the project. Some also mentioned that there was no proper methodology to follow. Others

mentioned that the restrictions regarding the size and weight of the CubeSat, adding new features,

and changing requirements lead to the failure of models. Respondents also indicated that there

were no standardized models used in the design phase of the project. Measuring the association

between the failure of CubeSats and the reasons for failure, as presented in Table 5.17, is important.

However, due to limited number of respondents who indicated the failure of their CubeSats (less

than 10% of responses), it is difficult to determine whether failure occurs more due to issues

with models than due to tool issues or vice-versa. Data presented in Table 5.17 and Figure 5.15,
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shows that most respondents’ CubeSat missions fall under the educational category (66% of total

responses).

Table 5.18. Association between CubeSat missions and their types.

Type of CubeSat mission CubeSat type

1U 1U,2U 1U,2U,3U 1U,3U 2U 3U 3U,Other Other Total

Commercial 0 0 0 1 1 1 0 0 3

Educational 46 7 0 2 3 23 0 3 84

Other 0 0 1 0 0 1 0 0 2

Scientific 6 0 0 3 1 6 0 1 17

Scientific and Educational 7 0 0 5 1 0 0 1 14

Scientific and Educational and Commercial 1 0 0 0 0 0 1 0 2

Total 60 7 1 11 6 31 1 5 122

Frequency Missing = 5

Figure 5.15. CubeSat missions and their types.

Data presented in Table 5.19 and Figure 5.16, shows that the methodology most used in

CubeSat projects is the V-model (49% of total responses). This is expected since the V-model
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is widely used for space systems [100]. The SCRUM model was the second most frequently used

methodology that respondents indicated (25% of total responses). SCRUM is a type of Agile

methodology.

Table 5.19. CubeSat missions and their association with applied methodologies.

Type of CubeSat mission Methodology

Other SCRUM V-Model Waterfall Total

Commercial 1 0 2 0 3

Educational 6 22 43 13 84

Other 0 0 2 0 2

Scientific 3 3 6 5 17

Scientific and Educational 1 6 7 0 14

Scientific and Educational and Commercial 1 0 0 1 2

Total 12 31 60 19 122

Frequency Missing = 5

Figure 5.16. CubeSat missions and their association with applied methodologies.

Data presented in Table 5.20 and Figure 5.17 shows that the most typical timeframe for

1U and 3U CubeSats is 2 years or less. Roughly 20% of respondents indicated that it may take 3
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to 4 years to develop a CubeSat. A minimal number of respondents indicated that developing a

CubeSat may take more than 5 years.

Table 5.20. CubeSat types associated with typical time needed for development.

CubeSat type Typical time needed

2 years or less 3-4 years 5-6 years Total

1U 52 8 0 60

1U,2U 6 1 0 7

1U,2U,3U 1 0 0 1

1U,3U 10 1 0 11

2U 4 2 0 6

3U 21 9 1 31

3U,Other 1 0 0 1

Other 1 4 0 5

Total 96 25 1 122

Frequency Missing = 5
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Figure 5.17. CubeSat types associated with typical time needed for development.

Data in Table 5.20 and Figues 5.17, shows that 78% of respondents indicated that developing

a CubeSat requires two years or less of development time. This timeframe is comprised of multiple

phases. Some run concurrent with others. The concept phase, for instance, may take up to six

months, and must be completed before other phases, whereas developing and testing the ground

station may take a whole year but can be done concurrent with other activities.

5.4. Likert Scale Analysis

The section presents analysis related to survey questions 19 to 32, which use a Likert Scale.

Each question asks respondents to select the response that best characterizes their views regarding

the presented statement. Response options were: 1 for strongly disagree, 2 for disagree, 3 for

neither agree nor disagree, 4 for agree, and 5 for strongly agree.

The first question in this section asks respondents about the attribution of CubeSat failures

to tools versus models. This question was presented as:

CS 19: CubeSat mission fail due to failure of tools rather than models.
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Table 5.21. CubeSat mission and reasons for failure.

Frequency

Agree 52

Disagree 41

Neither agree nor disagree 8

Strongly agree 17

Strongly disagree 4

Frequency Missing = 5

Based on the data shown in Table 5.21, it is evident that many respondents (40.94%) believe

that CubeSat missions fail due to unsatisfactory tools rather than models. Others disagreed with

the statement (32.28%). Respondents who indicated that CubeSat systems fail due to tools refer to

unhardened COTS or the functionality of such components affecting the communications between

subsystems. Respondents noted that problems with tools may include the complexity of flight

software, systems architecture, or that no debugging support exists.

The second question in this section asked the reverse of the first question. This was presented

as:

CS 20: CubeSat mission fail due to failure of models rather than tools.

Table 5.22. CubeSat mission and reasons for failure.

Frequency

Agree 41

Disagree 46

Neither agree nor disagree 11

Strongly agree 23

Strongly disagree 1

Frequency Missing = 5
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The data presented in Table 5.22 suggests that, while some respondents (36.22%) disagreed

with the notion that CubeSat missions fail largely due to issues with models instead of tools, others

(32.28%) agreed with this concept. Respondents noted that the selection of a methodology may

lead to project failure. Other respondents mentioned that the restrictions on the size and weight

of the CubeSat, adding new features and changing requirements lead to the failure of models.

Respondents also added that there were no standardized models used during the design phase of

projects.

The third question in this section asked about the project’s scope and goals. This was

presented as:

CS 21: Project scope and goals were clearly identified at the early stage of development.

Table 5.23. Identified scope and goals for the project.

Frequency

Agree 65

Disagree 31

Neither agree nor disagree 15

Strongly agree 9

Strongly disagree 2

Frequency Missing = 5

Based on the data presented in Table 5.23, most respondents (51.18%) indicated that the

project scope and goals were clearly identified at the beginning of the project. Others (24.41%)

disagreed with this statement. This indicates that respondents were aware of the need for identifying

scope and goals prior to the design and testing phases of the project. Additionally, the developer’s

ability to identify the project’s scope and goals at the early stages of development had a significant

influence on the success of the project.

The fourth question in this section relates to project methodology. It was presented as:

CS 22: A methodology was carefully selected for a CubeSat project.
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Table 5.24. Selection of methodology.

Frequency

Agree 56

Disagree 37

Neither agree nor disagree 17

Strongly agree 8

Strongly disagree 4

Frequency Missing = 5

Table 5.24 shows that many respondents (44%) indicated that a methodology was carefully

selected for their projects. Respondents noted, though, that the selection of a methodology may

lead to project failure. Lots of other factors were mentioned including that restrictions on the size

and weight of the CubeSat, adding new features and changing requirements lead to the failure of

models. Some respondents also indicated that there were no standardized models used in the design

phase of the project.

The fifth question in this section considers the role of stakeholders in a CubeSat project. It

is presented as:

CS 23: Stakeholders can add/delete requirements in the CubeSat testing phase.

Table 5.25. Stakeholders engagements in the testing phase.

Frequency

Agree 52

Disagree 44

Neither agree nor disagree 12

Strongly agree 5

Strongly disagree 9

Frequency Missing = 5
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Table 5.25 demonstrates that many (41%) respondents indicated that they believe that

stakeholders could add or delete requirements in the testing phase for a project. However, 35%

of respondents disagreed with this statement. This suggests that most respondents are open to

modification of requirements in the testing phase. Only 7% of respondents strongly disagreed with

this statement. Respondents noted that if stakeholders can add or delete requirements, they will

be satisfied with developed system; however, this may add more time and cost to the development

process. Alternately, those indicating opposition to stakeholder changes during the development

process indicated that they were following traditional methodologies such as V-model or waterfall,

where it is difficult to go back to previous phases once a phase is complete. These approaches may

increase risk and lead to project failure.

The sixth question in this section asked respondents about the level of stakeholder involve-

ment in their project. It was presented as:

CS 24: Stakeholders participated heavily in the CubeSat design phase.

Table 5.26. Stakeholders engagements in the design phase.

Frequency

Agree 50

Disagree 39

Neither agree nor disagree 21

Strongly agree 7

Strongly disagree 5

Frequency Missing = 5

Table 5.26 presents the data from question CS 24, that asks respondents whether stakehold-

ers participated heavily in the design phase. Some respondents (39.37%) said that they did, while

30.70% of respondents said they didn’t. Respondents who agreed with this statement indicated

that designing a preliminary prototype to show to stakeholders helps in detecting errors early in

the design process and helps in reducing cost and time. It is also helps in creating stakeholder

satisfaction. Alternately, those who didn’t have stakeholders engage in the design phase indicated
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that this only works with certain projects when requirements are divided up into small iterations

and design can focus on one requirement at a time. Some respondents indicated that, after com-

pleting the design phase and other tasks, identifying changes in the testing phase requires a difficult

transition back to the design phase to alter requirements to meet changed stakeholder needs.

The seventh question in this section considers the effect of team size on mission success.

This question is presented as:

CS 25: A project team size has a positive effect on the CubeSat mission.

Table 5.27. Project team size effect.

Frequency

Agree 68

Disagree 26

Neither agree nor disagree 12

Strongly agree 15

Strongly disagree 1

Frequency Missing = 5

Table 5.27 explores whether the size of a project team has an effect on mission success. Most

(53.54%) respondents said that it did, while 20.47% said that it did not. While most respondents

indicated that a larger team would positively enhance a project, other respondents indicated that

smaller teams are better. Respondents noted that CubeSats developed for educational purposes

typically have limited team sizes, timeframe, and budgets. The team size can be a major fac-

tor in software-related CubeSat project failure, since smaller teams usually have limited software

engineering capabilities.

The eighth question in this section discusses requirements complexity and difficulty of un-

derstanding. This was presented as:

CS 26: Requirements were complex and hard to follow.
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Table 5.28. Complexity of requirements.

Frequency

Agree 59

Disagree 40

Neither agree nor disagree 15

Strongly agree 8

Frequency Missing = 5

Table 5.28 presents data regarding whether respondents thought that mission requirements

were complete and difficult to follow. Many respondents (46.45%) indicated that they were. While

others (31.49%) didn’t experience this difficulty. Many respondents indicated that they see require-

ments as a big issue in CubeSat development stages, as some requirements are hard to follow due

to ambiguity and perhaps a lack of experience.

The ninth question in this section dealt with requirements’ source and documentation. This

was presented as:

CS 27: Requirements were elicited and well documented.

Table 5.29. Requirements elicitation and documentation.

Frequency

Agree 70

Disagree 22

Neither agree nor disagree 16

Strongly agree 10

Strongly disagree 4

Frequency Missing = 5

Table 5.29 presents data regarding whether project requirements were elicited and well-

documented. Most (58.33%) respondents agreed that they were, while 17.32% disagreed. This
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does not contradict CS 26, as finding requirements complex or hard to follow does not necessarily

suggest that requirements were not well elicited or documented. A lack of proper documentation,

though, may potentially lead to problems.

The tenth question in this section dealt with requirement testability. This was presented

as:

CS 28: Requirements specification contains several non-testable functional requirements.

Table 5.30. Functional requirements specification.

Frequency

Agree 50

Disagree 39

Neither agree nor disagree 9

Strongly agree 11

Strongly disagree 12

Frequency Missing = 6

Table 5.30 presents data regarding whether project specifications contained non-testable

functional requirements. May respondents (41.66%) indicated that they did, while 32.50% of re-

spondents indicated that they did not.

The presence of non-testable requirements is particularly relevant to the potential utility

of a CubeSat system, as the testing phase is an essential part of the process. The fact that most

respondents believe there to be non-testable functional requirements means that their systems

cannot be fully tested. These requirements must be modified to be testable in order for testing to

be effective. The project team must be confident in their project requirements and their testability.

Deviation from this may result in wasted time, effort and resources being spent trying to test

unsuitable functions.

The eleventh question in this section considers the impact of methodology on CubeSat

mission success. This was presented as:

CS 29: The application of methodology has a positive effect on a CubeSat mission.
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Table 5.31. Methodology effects on a CubeSat mission.

Frequency

Agree 71

Disagree 24

Neither agree nor disagree 10

Strongly agree 14

Strongly disagree 3

Frequency Missing = 5

Table 5.31 presents data regarding whether the application of a methodology to the project

has a positive impact on CubeSat missions. Over half (55.90%) of respondents indicated that it did,

while 18.89% expressed disagreement. These results reiterate that each of the previously discussed

components of a project is essential to completing the project. Failure to use an appropriate

methodology may cause deviation from the core objectives of the project and even project failure.

The twelfth question in this section considers the impact of methodology on communications

and control. This was presented as:

CS 30: Applied methodology enhanced the communication and control subsystems.

Table 5.32. Methodology effects on CubeSat subsystems.

Frequency

Agree 74

Disagree 19

Neither agree nor disagree 13

Strongly agree 13

Strongly disagree 3

Frequency Missing = 5
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Table 5.32 presents data regarding whether a methodology enhanced a CubeSat’s com-

munication and control subsystems. Of the total responses, 58.26% indicated that it did, while

14.96% disagreed. These results reiterate the findings of CS 29 regarding the importance of re-

quirements. While respondents appear to believe that methodology selection is beneficial for the

overall project, they also appear to believe it to be particularly useful for the communication and

control subsystems.

The thirteenth question in this section relates to project scope. This was presented as:

CS 31: A CubeSat project had attended to its original scope.

Table 5.33. Original scope of the project.

Frequency

Agree 77

Disagree 27

Neither agree nor disagree 11

Strongly agree 5

Strongly disagree 2

Frequency Missing = 5

Table 5.33 presents data indicating whether each CubeSat project had achieved its original

scope. A majority of respondents (60.62%) expressed that projects did meet their scope require-

ments, while 21.26% said that they did not. Notably, respondents may have also disagreed with

the statement because their project lacked a clear and well defined project scope. This could make

respondents unclear about whether they satisfied the project scope.

The last question in this section considered project schedule management. This was pre-

sented as:

CS 32: A CubeSat project schedule was well managed.
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Table 5.34. Managing project schedule.

Frequency

Agree 77

Disagree 31

Neither agree nor disagree 8

Strongly agree 2

Strongly disagree 4

Frequency Missing = 5

Table 5.34 presents data on whether CubeSats’ project schedules were well-managed or not.

A majority (60.63%) of respondents indicated that they were, while 24.41% expressed disagreement.

This suggests that most CubeSat projects had a defined schedule, and successfully delivered the

satellite on time. Development of a project schedule and strict adherence to it are essential elements

of a project, and teams effectively manage their time using such strategies.

Tables 5.21–5.34, present frequency data with the average Likert-scale scores of survey

respondents. The data presented in the frequency tables is based on an ordinal scale, which can

not be tested for normality. However, it is still possible to apply the normality test by converting

the ordinal measures into metric data. This is done by summing all scores from CS 19 to CS 32

into one metric data and applying the normality test. Table 5.35 shows a descriptive Likert-scale

with its statistical measures, while Figure 5.18 presents a histogram graph that shows the frequency

distribution of data.

Table 5.35. Basic statistical measures.

Location Variability

Mean 46.74590 Std Deviation 5.05435

Median 47.00000 Variance 25.54647

Mode 48.00000 Range 33.00000

Interquartile Range 6.00000
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Figure 5.18. Distribution of data frequency of Likert-scale scores.

By summing all Likert-scale data and performing the normality test, it is shown that the

data is relatively normally distributed.

In summary, Chapter 5 has presented, analyzed and discussed the results of statistical tests

applied to the survey data. Section 5.1 presented the analysis and coding processes for the collected

textual data (open-ended questions) from the 127 respondents using Windows NVivo12. The data

was then grouped together for thematic content analysis to identify the words most frequently

used by the participants. Section 5.2 showed the statistical testing results for all hypotheses. The

results showed how factors affect CubeSat missions’ success rate. In section 5.3, cross-tabulation

analysis was presented to show the association between frequency tables and the correlation between

them. Finally, section 5.4 presented tables with the applied statistical analysis for all Likert-scale

statements.
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6. DISCUSSION6

The value of CubeSat systems is significant (see section 1.4). They have gained popularity

in educational institutions and for commercial use. CubeSats have attracted educators and manu-

facturers due to their ability to be quickly produced, their low cost, small size and low mass levels.

On the other hand, CubeSats that are developed by aerospace industry firms can have higher cost

levels, longer development time, and typically are more reliable [1]. While developers can swiftly

design and build their CubeSats with a team of students from different disciplines using COTS

parts, this does not guarantee that the CubeSat mission will be successful, as discussed in this

dissertation.

6.1. CubeSat Project Lifecycle

CubeSat design and development have been mostly done without following typical engineer-

ing processes [72]. These practices may lead to CubeSats’ unreliability. The proposed approaches

are intended to facilitate systematic design and development and to address CubeSat reliability,

traceability, and reusability issues. These approaches use a process methodology that focuses on

translating mission objectives into basic building blocks, components, and tasks [80-89]. Addi-

tionally, they facilitate a bottom-up development model that uses defined engineering steps and

processes.

This dissertation has identified a set of key factors, identified independent variables and

measured their effectiveness on CubeSat systems. It seeks to increase CubeSat missions’ success

rates by developing systems engineering methodologies and tools. It evaluates the benefits of

applying systems engineering methodologies and practices, which can be applied at different stages

of the CubeSat project lifecycle and across different CubeSat missions.

Several challenges were discussed in the previous chapters that are reasons for CubeSat

mission failure. These include the Inter-Integrated Circuit (I2C) data bus causing satellite failures,

bus lockups, and power distribution failures (if the power lines are not overcurrent protected).

6Based on A. Alanazi and J. Straub. 2020. Defining CubeSat Mission Success and Assessing Reasons for Mission
Failure. Under preparation for submission to the International Journal of Aerospace Engineering. and A. Alanazi
and J. Straub. 2020. Evaluation of Software Engineering Practices Application to CubeSat System Development.
Under preparation for submission to Acta Astronautica.
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Previous studies have presented limited data regarding CubeSat mission failure reasons.

This study suggests that tracking the reasons for these failures can help developers build more

reliable and robust CubeSats. While several researchers track successful CubeSats (e.g.,[1][5]),

there are a limited number of researchers (e.g.,[18][66]) that track failures. More work on tracking

the issues responsible for mission failure and investigating the causes of these failures is needed.

This dissertation identifies some critical factors that lead to CubeSat mission success. This was done

by evaluating hypotheses to measure systems engineering decisions’ impact on CubeSat systems’

performance.

Since their introduction in 1999, over 1200 CubeSats have been launched (as of the end of

2019) [6]. Of these, about 400 “university-class” CubeSats were not successful [6]. This high rate of

failure suggests that analysis is needed as to the causes of failure. This analysis demonstrated the

need for a refinement of development process and for further analysis to facilitate the understanding

and identification of factors that may lead to possible failures, before launch.

The research methodology that was used began with identifying six factors associated with

CubeSat mission success. Based on these, a research question and six research hypotheses were

developed. After analyzing these factors (see section 5.2), results showed that all six factors, and

some sub-factors, all significantly affected CubeSat missions’ success.

Defining success is important for every project, since having a defined goal is key to a team’s

ability to complete the project within the required time and budget. The survey responses had

definitions of success that were divergent, based on respondents’ expertise levels and the profession

of the surveyed individuals. Those who had limited experience in developing CubeSats defined

success as completing a mission within the scheduled time and budget. However, those with more

experience defined success as achieving overall mission objectives, from planning to launching the

CubeSat and receiving data.

In the survey responses from individuals that have built and used CubeSats, several fac-

tors were identified as crucial for CubeSat missions’ success. These factors included identifying a

purpose and vision for the mission. Results also suggested the importance of establishing a pro-

gram structure for CubeSat development. Different organizations had different team compositions,

systems engineering practices, and review approaches. In organizations that built CubeSats for

academic purposes, the teams had higher turnover rates, due to student graduation. Mentors gen-
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erally come from industry. Typically, the more experienced the mentor, the higher the mission

success rate, and vice versa (see Section 2.3).

Risk analysis is also considered in this research. CubeSat developers have to select what

risks they devote resources to. This can be done through cost to risk-reduction ratio analysis.

Developers should also consider the trade-off between the potential for increased cost and delayed

schedule versus the risk of on-orbit failure. Survey results indicated the importance of analysis and

design. For CubeSats, it is essential to design for simplicity and robustness, as simple designs have

fewer failure modes and are more likely to be achieved within typical CubeSat mission timelines.

Finally, the importance of testing was identified. Organizations building and launching

CubeSats typically used full-system functional testing [72]. This includes end-to-end functional

testing. The tests implemented by most organizations included a command execution test, a day-

in-the-life test, an end-to-end communication test, and a complete power system charge/discharge

cycle. Other factors included identifying common CubeSat failures, part quality issues, documenta-

tion, and ensuring the launch schedule does not compromise the development process (see Section

5.2).

This research also sought to identify the most challenging activities in the CubeSat project

lifecycle. It was notable that many project challenges occur due to software and hardware issues

(see Section 5.1). This highlights the importance of the design, testing, and integration of CubeSat

components. Another issue mentioned was power. In some cases, there is not enough surface area

on a CubeSat for sufficient power generation. Deployable arrays, which are a solution to this, add

significant complexity to satellite design. Another issue is late decisions made on selecting tools for

a project. The software used in some projects also presented challenges. These range from flight

software design being insufficiently considered, to having no debugging support, to integration and

testing processes issues.

6.2. Hypotheses

Six hypotheses were developed to evaluate the benefits of applying systems engineering

methodologies and how effective they can be in reducing CubeSats’ mission failure rate. Each was

tested using statistical analysis of responses to several survey questions.

The first tested hypothesis (H1), defining mission objectives (DMO), assesses the importance

of this mission planning step. Strong objectives can guide developers during the entire project and
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act as a point of reference, hence increasing the project’s chance of success. DMO was assessed based

on six questions that cut across the defining mission, perception of development status, and system

requirements areas. Responses indicated that the developer’s ability to identify the project’s scope

and goals at the early stages of development had a significant influence on the project’s success.

The second hypothesis (H2) tested was whether timeline analysis (TA) positively affects

CubeSat mission success. TA efficacy evaluation was based on sub-factors that address its effec-

tiveness for CubeSat missions. These include questions regarding the development phase of the

system, the type of the developed CubeSat, aspects of software quality, and factors associated with

the CubeSat project’s failure or success. Responses showed that implementing TA in a CubeSat

project increases the CubeSat mission’s likelihood of success.

The third hypothesis (H3) sought to measure whether mission-assurance analysis (MA) af-

fects CubeSat mission success. MA analysis included sub-factors such as project challenges, reduced

testing time, redesign scenarios, methodology type and selection, and stakeholders’ engagement in

the project.

The fourth hypothesis (H4) tested whether performing a critical design review (CDR) in

the design phase has a positive effect on the mission’s success rate. CDR efficacy was assessed

based on sub-factors including project challenges, tool and model failures, reduced testing time,

redesign scenarios, team size, and the most and least important aspects of software quality. Results

showed that performing a critical design review (CDR) during the design phase positively affects a

mission’s success rate.

The fifth hypothesis (H5) tested whether experience in quality attribute (EQA) practices

has a positive effect on a mission’s success rate. Whether a correlation exists between missions’

success, having expert personnel on the team, the number of years a developer has spent in this

environment, and the number of CubeSat projects a developer has been involved with was also

evaluated. Results indicated that experience in quality attribute practices has a positive effect on

a mission’s success rate.

Finally, the sixth hypothesis (H6) tested whether using a schematic diagram (SD) in a

CubeSat project positively affects the mission’s success rate. Sub-factors were also tested for

SD efficacy assessment. These included the time needed for development, the methodology type

selected, stakeholders’ participation of the CubeSat development processes, and tool or model
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failures. Results indicated that using a SD in a CubeSat project positively affects the mission’s

success rate. SDs provide a means of visualizing system structure and operations. A SD helps

developers to understand the system well enough to construct a complex system such as a CubeSat.

These factors have been used as systems engineering practices and show success in various

sectors, including aerospace [26][67][80]. A developer’s ability to determine the factor most asso-

ciated with CubeSat project failure is essential for mission success. A CubeSat mission can have

issues that inhibit its success. These issues can include mismatches between the expectations of

the stakeholders and the team, and the resources available to the developer. In other instances, the

developer may have been overly optimistic about what could be accomplished using the available

resources [67]. Identification of key issues that can lead to failure facilitated their mitigate enhance

of mission success.

6.3. Recommendations

Based on the results from this research, recommendations to CubeSat developers, that

may help with their future projects, are now provided. These recommendations start with general

recommendations. Then, processes useful during the first phase of the CubeSat project lifecycle,

and those which have utility through the rest of the development stages are discussed.

A CubeSat should be designed for easy assembly and disassembly. Developers should seek to

build an experienced team (see Section 5.1). A team should have experienced veterans and frequent

informal peer reviews with proven subject experts. Developers should stock spare components.

These spare components will support parallel hardware and software development and can serve

as flight spares. Developers should perform systematic tests. Tests such as mission assurance

analysis and timeline analysis are crucial. Developers should also maintain understanding of the

costs involved for key components and how costs may change during the project.

At product initiation, it is important to determine the goals and project scope for the team.

This means defining the mission objectives and defining what success at the end of the project is

defined by. Small changes at the last stages of development could be very costly and lead to the

project’s failure. This justifies developing a full plan for the mission’s time and budget (see Section

5.1, [14],[67]).

In this study, 24.41% of respondents indicated that project scope and goals were not clearly

identified at the beginning of their projects, and they indicated that this could be a reason for their
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CubeSat’s failure. This indicates that respondents were aware of the need for identifying scope and

goals prior to the design and testing phases of the project. Additionally, the developer’s ability to

identify the project’s scope and goals at the early stages of development had a significant influence

on the success of the project.

One respondent noted that “each one is unique; you must define your objectives from day

one. Some missions are successful if they make it on time to the launch pad, others need to generate

a significant amount of revenue. It’s the goal that you define on day one and revise/review along

the way that defines your success.” Defining mission objectives is, thus, essential to CubeSat devel-

opment teams. Team members may work in separate groups and have different backgrounds and

disciplines. Having a clearly defined scope, short-and long-term objectives, and shared terminology

can help to avoid misunderstandings between team members. These will also help enhance the

interaction between CubeSat developers and stakeholders who come from different organizational

levels and areas. Having well defined mission objectives at early stages of the development process

can help avoid costly failures that might occur due to changes at later stages of the development

process [14].

It is recommended to apply Timeline Analysis (TA) during CubeSat projects to help clarify

the relationships between functions and tasks, and to identify the specific time allocated for design

requirements. TA can show the required time needed, as well as the design constraints in place

while building CubeSat systems. Respondents who were industry professionals indicated that they

recognized the effectiveness of using TA in their projects and saw how TA could faciliate mission

success. Some CubeSat developers may try to avoid TA due to concerns over budget and time.

However, by doing so, they may end up with overlap between tasks and functions, and other issues.

All of these can be reasons for mission failure (see Section 5.3).

Of these surveyed, 17% of respondents either did not know if the CubeSat they have designed

had implemented techniques to reduce testing time or not. This may be because they have not

reached the testing phase yet, because they lack something to compare their mission to, or because

the respondent is not involved in the testing process. However, 60% of respondents indicated that

their design had not reduced the testing time needed. Additionally, 20% of respondents indicated

that it may take 3 to 4 years to develop a CubeSat because of schedule delays and shortage of

COTS components.
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TA is most typically used for products with longer schedules, larger budgets, and larger

team sizes, due to the time cost of the TA process. It also requires experience in forecasting the

allocated time for testing.

Running MA tests is important to ensuring missions’ success [26][27]. It is recommended

to apply MA analysis to spot any flaws or issues early in the development stage.

Some respondents suggested that following rapid development or Agile methodologies for

their project would be desirable, since they have limited time and a limited budget for their project.

Others, indicated that they preferred following different testing procedures. Some respondents

thought that some needed testing for their project was ignored, such as, for example, thermal

testing. Respondents also indicated that they have experienced challenges with testing procedures

when adding or removing features or components after the design phase of the project.

MA tests include communication link testing, power system testing, thermal & vacuum

testing (TVAC), and regular reviews (formal and informal). A standardized approach for MA

analysis should be applied throughout the development processes. Although it is beneficial to use

MA, many developers of CubeSats in educational institutions ignore this, due to the time required

for MA activities [1][7].

Analysis indicated that having a critical design review (CDR) is associated with the success

of a CubeSat mission. It is recommended to use a CDR and preliminary design review (PDR) in

the development process. They can enhance documentation procedures, as well as enhancing the

reusability, testability, and modifiability of the system. Survey results indicated that 17.32% of

respondents found mission requirements complex or hard to follow due to a lack of proper docu-

mentation. Respondents also indicated that project specifications contained non-testable functional

requirements. The fact that respondents indicated the presence of non-testable functional require-

ments means that testing could not have been fully effective. The project team should be confident

of requirements and their testability. Deviation from this may result in wasted time, effort and

other resources during the development process.

In some cases, a CDR is not cost effective, despite the benefits that it could provide. A

PDR is needed, at least, for simple missions for educational purposes. Having both a PDR and

CDR is recommended for larger projects and complex missions.
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Developers’ experience with quality attribute practices, including usability, security, and

reliability, can help increase the success rate of a CubeSat mission. Survey results show that

projects with experts are typically more successful than projects lacking experienced individuals.

The number of years a developer spent in CubeSat or related development, and the number of

CubeSat projects a developer has been involved with correlate with having a successful project.

It is recommended to have at least one expert member on the team with experience in building

CubeSats. EQA deficiency was not an issue identified by industry professionals. A lack of EQA was

mostly identified for projects in educational institutions. If an expert is not available, developers are

recommended to attend workshops on building CubeSats. Students might also seek an internship

at a company that manufactures CubeSats [7][58]. Of those surveyed, 66% of total respondents

indicated that their CubeSat projects were for educational purposes. Of those responding, 46.45%

indicated that their project had difficulty with complex requirements and that the requirements

were hard to follow. These results suggest that respondents may see requirements as a big issue in

CubeSat development, either due to ambiguity in them or, perhaps, due to a lack of experience.

Finally, it is recommended to use a SD for CubeSat projects to achieve the visibility of com-

ponents and the traceability of requirements. SDs can depict hardware and software components

and their interrelationships. Of those surveyed, 37% of respondents indicated that CubeSat system

failures occur due to the failure of models. Respondents indicated that there are no standardized

models used in the design phase of the project. Thus, a SD is recommended to be used for a project

because it can resolve these issues and illustrate the interfaces between system components and the

spacecraft’s functional architecture. A detailed SD can be used to track requirements and functional

activities. Using a SD can help to spot any issues or defects in earlier stages of development.

Other recommendations that help ensure CubeSat missions’ success include defining the

scope, goals, and success criteria at the program start. This definition justifies the time, budget,

and resources available for the program. It is also recommended to conduct risk-based mission

assurance. Performing a risk assessment at the start of the program and repeatedly reviewing it

enables the prioritization of analyses, tests, reviews, and activities. Developers should also plan for

sufficient integration, verification and validation and develop a timeline. Developers should design

for simplicity and robustness. This is done by assuming that designs will fail and proving that they

will work (see Section 5.3, and [2]).
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Analyzing all of these factors can help CubeSat developers to design better projects. These

factors can be transformed into critical systems engineering processes that can help in the design

and operations of CubeSats. The best way to facilitate this transformation is to design systematic

frameworks that can decrease problems and issues when developing CubeSats (see Section 1.5).

CubeSat frameworks should provide a clear vision and well-defined system requirements, that are

interpreted from stakeholder needs. They also should provide CubeSat developers with time to

implement the best systems engineering practices and processes such as verification and validation

methodologies, documentation, and requirements elicitation.

A number of different methodologies and approaches can be applied to a CubeSat project.

However, modeling and frameworks designed explicitly for CubeSats are minimal. At its most basic

a CubeSat framework should include a clear vision of the project scope, scheduling, and budget to

avoid problems and issues that may occur at a later stage of development. It should also include

timeline analysis to help in allocating testing and other time during the project. Additionally, the

framework can include other mission-assurance analysis to help developers to complete the project

without any problems or issues. Development best practices include well-defined testing procedures

and the use of regular reviews. Best practices also include a preliminary design review (PDR) and a

critical design review (CDR), the identification of non-functional requirements and documentation

processes. Goals of this development process include modifiability, simplicity, and reusability.

6.4. CubeSat Preliminary Model

In Chapter 5, respondents indicated that many CubeSats fail due to model issues rather than

tool issues. They also indicated that miscalculations and incorrect hardware assembly are reasons of

CubeSat failure. Respondents also pointed out that adding new features and changing requirements

will also lead to CubeSat failure. Further, they indicated that project challenges mostly occur in

planning, budget, and scheduling. Additionally, respondents indicated that other failure issues

were due to issues with deployable structures’ design, failure mode effects and criticality analysis

(FMECA), fault detection, isolation, and recovery (FDIR), and the complexity of flight software

systems architecture. Thus, results and analysis from Chapter 5 show that system architectural

models and frameworks can help in increasing the CubeSat mission success rates.

This section includes an example of a preliminary Cube Satellite model using AADL. This

preliminary design contains a graphical representation of a CubeSat’s subsystems. It uses the AADL
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modeling language to provide a logical architectural view of hardware and software components

and their interaction. This model is an example of an educational CubeSat. Principles of AADL

and other modeling frameworks that, related to space environment, were discussed in (section 2.3).

Previous studies [80-89] that covered the fundamental challenges of non-functional requirements

(NFRs) including, security, usability, safety, and deployabliliy, for CubeSats served as a basis for

developing the AADL model presented in this section. Other studies [24] covered the architectural

systems design that is required for requirements elicitation and the refinement of end-to-end quality

attributes.

This AADL model focuses on the CubeSat’s nonfunctional requirements and not data struc-

tures or algorithms. It shows the CubeSat’s subsystems’ structure, including the ADCS, EPS,

OBC, radio, communication, and sensors subsystems. These subsystems represent the standard

core components of a typical 1U CubeSat (see section 1.2 and [7],[15-19]). This model does not

include specific values or system inputs and parameters such as the mission requirements, mass

budget, and orbital parameters which would be required for specific missions.

This model was created using AADL [101] and developed using OSATE2 [79], an eclipse-

based tool for modeling in AADL. The main types of components that are presented in this model

are software, hardware, and composite. The software is a process or a thread where the program

is executed. The hardware is memory where the program is stored. Composite includes the in-

ternal structures of subcomponents. The model also includes features to show the mechanisms of

communications between components. The platform components, depicted in Figure 6.1, include

shapes that represent device interfaces to external environments, systems (such as the OBC sys-

tem), busses (which provide physical connectivity between hardware), processes (such as an OBC

controller), ram for code storage, and threads (such as reset systems, and data conversion).
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Figure 6.1. AADL graphical notion.

An example of the OBC system components and subcomponents, shown in Figure 6.2,

illustrates how the components are defined and how the internal structure of a device is defined

inside an implementation. The AADL construct is a mechanism to model components. It provides

a useful abstraction of entities that contain complex hardware, such as an analog to digital converter

(ADC), and associated software, allowing data communications to be modeled. The example OBC

CubeSat subsystem contains multiple devices including a WDT, which is used to detect and recover

from computer malfunctions, and an ADC, for analog to digital conversion.

92



Figure 6.2. Defining systems components and subcomponents for the OBC system.

The model includes features to show the communications between components. Features

can specify port names and types, as depicted in Figure 6.3.

Figure 6.3. Ports and features of the ADCS system.

AADL uses features to specify the port name and the type of port used for communications

among components. It uses ports for communication interfaces to exchange data or events. Ports
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need to be defined for each device inside its component type definition. In the ADCS, two devices

are declared: speed sensor and reaction wheel. Both have an output data port, bus access, as

shown in Figure 6.3. Additionally, the reaction wheel device models the reaction wheel, which

enables accurate control of the attitude of a CubeSat. The speed timer device models a speed

timer which provides a high-resolution measurement of the time interval needed to charge the

capacitor. It is important to note that the data types in this example are not declared. This is

done to show that untyped data declarations are supported. Models for both devices (speed timer

and reaction wheel) might not have specific data types during the early stages of modeling.

The CubeSat mission success factors discussed in Section 5.2 were used as the basis for

building this preliminary AADL CubeSat model. AADL modeling may help CubeSat developers

in resolving the difficulties associated with their limited payload space, OBC, and communication

system capabilities. It may also help in increasing reliability, where risk comes from launching

CubeSats before they have been extensively tested and other factors.

A CubeSat project, as discussed in Section 1.4, should include methodologies, testing sce-

narios, communications, documentation, and timeline analysis, as engineering steps. This AADL

model can provide several benefits in these areas, when used for a CubeSat project. These in-

clude increased project control, earlier reduction of project risk, improved efficiency, and enhanced

analysis of stakeholder needs.

The benefits of using an AADL model for CubeSat development relate to the previously

discussed concepts of systems engineering process, steps and practices. Models provide benefits

in the design and management of complex systems, such as CubeSats. Using a model can help

designers and implement understand how pieces of the spacecraft fit together into a consistent

whole. Models can also be used to capture functions, behaviors, structures, flow, interfaces and

ports. A well-designed model can be helpful to identify and fix some issues that occur during

the CubeSat development process (see Section 5.2). A model also can be used as a reference for

reducing risk through the analysis of mission, timeline, and quality assurance. This will enhance

the reliability and availability of CubeSat systems (see Section 3.1).

The benefit of modeling a CubeSat system using AADL is principally being able to cap-

ture systems requirements for the CubeSat. Requirements elicitation was one of the major issues

identified as causing CubeSat mission failure (see Section 5.3). The first step in developing any

94



complex software system is creating models (for behavior, data, functional characteristics and other

areas) before beginning implementation [79]. By modeling the system, problems and issues that

could lead to a CubeSat mission can be better understood. In Sections 5.1 to 5.3, several issues

were identified by survey respondents, including the ambiguity of requirements, that can be solved

by modeling. Thus, a CubeSat project designer would benefit from using an AADL model to ver-

ify operations efficacy and quality during the design, development, and integration of the system.

Through modeling, it is possible to spot errors at early stages of the development of a CubeSat.

Preventing problems can lead to a reduction in the time, cost, and effort required for development.
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7. CONCLUSION

CubeSat systems have gained popularity for many educational and commercial uses. They

have attracted manufacturers and educators because of their low cost and capabilities. While

many missions do succeed, the use of a team of students with COTS parts does not guarantee that

a CubeSat will be successful. Statistics have shown that CubeSat missions’ average failure rate

is higher in academic and research institutions than in commercial or government organizations

[5][6]. Reasons for the higher failure rate may include mechanical, communications, and system

design issues. Many problems are due to the process of designing and developing the CubeSat. To

increase CubeSat missions’ success rate, proper systems engineering steps and processes need to

be implemented during the development cycle. Using these recommended processes can also help

CubeSat designs and systems to be more secure, reusable, and modular.

The research presented herein has identified independent variables related to CubeSat mis-

sion success and measured their effectiveness. It seeks to help increase the CubeSat mission success

rate by developing systems engineering methodologies and tools. It has also evaluated the benefits

of applying systems engineering methodologies and practices. These can be applied at different

stages of a CubeSat project’s lifecycle and used across multiple CubeSat missions.

CubeSats are used to carry out various space missions for commercial, scientific, government,

and military purposes [5]. They are regularly used for Earth observations [35] and amateur radio

[19]. Most CubeSats are designed for and intended to be put in low-Earth orbits (LEO) with an

altitude between 160-2,000 km above the Earth’s surface; however, some CubeSats are now being

built for deep-space applications [34].

Data [5] shows that, since 2014, the use of CubeSats to perform industrial work and com-

mercial projects has increased. The number of launched CubeSats has dramatically increased in

the last eight years [6]. As of January 2020, more than 1,200 CubeSats have been launched [6]. The

wide use of CubeSats has been enabled by standardization [67] and the use of a common CubeSat

launch dispenser. The dispenser ensures that the CubeSat and the launch vehicle are well protected

from each other [14].

96



The development of a CubeSat system has become easier for educational institutions, in-

dustry, and even hobbyists in recent years. CubeSats are designed using different configurations

depending on their intended mission. They have common subsystems components such as the

antennae, batteries, sensors, an OBC, and a radio transmitter used for downlink and uplink.

The system engineering process seeks to ensure that the complex CubeSat system operates

successfully. It ensures that designers understand the requirements of the system. Several different

systems engineering methodologies and approaches can be applied to a CubeSat project. CubeSats

have high demand because they are less expensive, more flexible, and developed faster. This dictates

a need for different systems engineering processes as opposed to larger spacecraft. The adoption of

a systems engineering methodology helps reduce the rate of CubeSat mission failure. The different

hypotheses that were evaluated in this work focused on the reasons behind CubeSat missions’

failure. This dissertation proposes particular practices to be applied in the CubeSat development

environment to enhance mission success.

These enhanced practices are needed as more than 40% of CubeSats failed to meet their

expected mission objectives [5]. The failures were, in some cases, attributed to fast orbit decay and

reentry (because they are launched into LEO). Also, some of the practices that were applied by

the students were considered to be of low quality and caused failures. In other cases, components

that were used in the development process were not up to the required standards, leading to fail-

ure. Approaches to enhance CubeSat mission success were developed, based on best practices. For

instance, some educational institutions used the concepts of guidance and specifications to help de-

velopers achieve mission success [50][51][52]. This approach ensured that students got fully engaged

in the project and drove mission success. Other institutions applied quality assurance practices to

facilitate the success of projects. They also used different methods such as, requirements-mapping

matrix, and tools, including software, to enhance mission success [23][64][65].

This dissertation used a hybrid method of research and a mixture of qualitative and quanti-

tative questions and analysis. From this, insights have been provided which help in understanding

the reasons for frequent failure among CubeSat missions. Quantitative methods have been used to

enable quantification of the collected qualitative data. Through this, this study has identified a gap

in knowledge calling for further research. It has done this by evaluating six independent variables

associated with CubeSat mission success. By evaluating these factors, the research explains how
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variables correlate with mission success. They were used to develop the model presented herein.

To increase the likelihood of mission success, it is essential to define the scope of the mission and

its success criteria. From these, it is then essential to define mission objectives.

Organizations should pay particular attention to the type of CubeSat mission they are

developing, since success criteria typically vary by the type of mission. For instance, the criterion

for students may be completing their project within time and budget targets. In contrast, for an

industry mission, a successful mission could be expected to survive and successfully operate for

a 60-day or more period on orbit. CubeSat development teams may never discuss the scope and

objectives of their mission. While this is not ideal for mission success, it may not always lead to

mission failure.

It is essential to allocate sufficient testing time for each stage of the project life cycle.

Choosing the proper testing methods and allocating an adequate amount of time for each test is also

critical. Notably, the time needed for testing tends to vary as a result of different levels of mission

complexity. Design choices can increase or reduce the amount of testing required. This work,

thus, sought to determine whether the CubeSat design used reduced the testing time needed. A

relationship between the CubeSat functions and required testing tasks was identified and included

in a proposed timeline analysis technique, which is a critical systems engineering process for a

CubeSat project.

Timeline analysis is essential in showing the needed time, given the design constraints in

place. It can help define how much time is needed for each task. This will help developers when

they are planning the schedule to complete their tasks. It is also important in prioritizing tasks

and deciding which ones are assigned more time than others. Time is an essential consideration

in CubeSat systems development because hardware and software systems must be tested within a

timeframe that may be constrained by launch provider and other deadlines. This raises the need

to define the types of tests, and identify the required facilities in the laboratory. The laboratory

facilities must be assessed to determine if they can perform the tests according to the specifications.

Survey responses indicate variation based on the expertise and the profession of the respon-

dent. Individuals with limited experience in developing CubeSats defined success as the develop-

ment being completed within the scheduled time and budget, while individuals with more experience
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in developing CubeSats defined success as achieving overall mission objectives, including launching

the CubeSat and receiving data.

Most respondents indicated projects experienced both hardware and software issues. Re-

spondents also indicated a consistent and serious issue with power. There is not enough surface

area on most CubeSats for sufficient power generation, and deployable arrays add significant com-

plexity to satellite designs. Respondents also identified that it is essential to decide on the tools

that will be used early in the process as opposed to deferring this decision to a later phase of

development. Respondents also discussed that it is beneficial to incorporate only the necessary

functionality during the design phase.

Through testing of the six hypotheses that are the primary analysis in this dissertation,

it has been determined that the identified factors tend to affect a CubeSat mission’s success rate.

Each of the factors has been defined along with multiple sub-factors which were presented as survey

questions. These hypotheses and factors were used to identify proposed changes to the systems

engineering process and practices used during the CubeSat development life cycle.

To help CubeSat developers succeed in their future projects, this research suggests that

they begin by setting up goals and project scope for the team at the earlier stage of development

possible. They should define the objectives of their mission and the definition of mission success If

changes occur during later stages of development, they can be very costly, and might result in the

project’s ultimate failure.

The benefits of defining mission objectives (DMO) were measured by measuring the number

of CubeSat missions that have succeeded and whitch clearly defined their mission at an early stage

in the project’s life cycle. The study also investigated how CubeSat missions succeeded without

defining their mission objectives.

The second factor identified was timeline analysis (TA). Due to mission complexity, the

timeline may vary; hence, it is crucial to determine if CubeSat design changes can help in reduce

the required testing time.

In this study, the impact of design on testing requirements was assessed and correlation

between complexity and testing time was shown. The third factor considered was mission assurance

(MA). Mission success requires running risk management processes. Engaging in risk management

helps to identify flaws and issues at early stages of CubeSat development.
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The fourth factor identified was the use of a critical design review (CDR). System design

complexity is common in CubeSat development and simple design is essential for mission success.

Thus, it is essential to use best practices and to have team members with experience with design

problems that are likely to be encounter during development.

The fifth factor was having team members with experience in quality attributes (EQA). This

factor studied the challenges that developers have encountered and their resolutions. To decrease

the failure rate and increase the CubeSat system success rate, CubeSats need to be more secure,

modular, and reusable. This factor also measured developers’ experience with quality attribute

practices including usability, security, and reliability.

The last factor considered was the use of schematic diagrams (SD). To have a robust Cube-

Sat system, developers typically must use at least some commercial-off-the-shelf (COTS) parts.

Some missions will also require parts that are radiation hardened and can survive in a space envi-

ronment. SDs can help define the interactions between these various parts.

Results from this research should be particularly valuable to CubeSat developers who are

new to satellite development. This research focused on investigating whether systems engineering

processes and practices (DMO, TA, MA, CDR, EQA, and SD) positively affect the CubeSat mission

success rates. It was found that they did, several assumptions regarding CubeSat developers’

technical challenges and experience levels were also confirmed.

This study also found that most CubeSat developers are open to the modification of require-

ments during the testing phase. Respondents also indicated that a smaller team size of CubeSat

developers positively impacts a project, as a greater number of team members increases miscommu-

nications between members and can lead to schedule delays. Requirements were also identified as

a big issue in CubeSat development. Some requirements are hard to follow, due to ambiguity and

developers’ lack of experience. Additionally, some functional requirements must be modified to be

testable. The project team must be confident in their functional requirements and their testability.

Issues with requirements may result in time, effort and resources being spent trying to develop

and test the wrong things. Applying appropriate methodologies in CubeSat projects will have a

positive effect on the CubeSat mission’s success. The exclusion of a needed process or methodology

may cause an inability to achieve the core objectives of the project.
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This dissertation also considered the use of AADL for CubeSat modeling. AADL provides

a graphical representation of a CubeSat’s subsystems. It provides a logical architectural view of

the hardware and software components and their interactions. A model was discussed which is

an example of an educational-style CubeSat. It does not include specific values or system inputs

and parameters (such as mission requirements, mass budget, and orbital parameters). Thus, future

work will involve in designing an engineering tool based on the identified factors that includes more

detail subsystems including inputs and parameters.

In conclusion, using the recommended processes discussed in this research would be benefi-

cial to CubeSat developers. This research has been able to identify independent variables and mea-

sure their effectiveness on CubeSat systems. It is imperative to institute engineering methodologies

and processes in the design and development of CubeSat projects. This research has determined

that the success of a CubeSat mission is positively influenced by applying systems engineering

processes.
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APPENDIX. SURVEY QUESTIONS

Q1 How do you define a successful CubeSat mission?
————————————————————————————–

Q2 What are the most challenging activities in a CubeSat project lifecycle?
————————————————————————————–

Q3 What is/was your CubeSat mission?
Scientific
Educational
Commercial
Other ————————–

Q4 What is/was the team size of your CubeSat project?
3-6
7-10
11-15
16 or more

Q5 What is your role in the CubeSat project?
Principle Investigator (PI)
Systems Analyst
Software Engineer
Other ————————–

Q6 How many CubeSat projects have you participated in?
1-3
4-7
8 or more

Q7 The CubeSat project you are associated with is/was:
Underdevelopment
Incomplete
Failed
Succeed

Q8 The most associated factor of a CubeSat project success is:
HW/SW sufficient testing
COTS HW/SW functionality
Requirements analysis & documentation
Other ————————–

Q9 Do most of system designs fail due to tools or models? and Why?
————————————————————————————–

Q10 Has your system design reduced testing efforts and/or improved performance?
————————————————————————————–

Q11 The most associated factor of a CubeSat project failure is:
HW/SW insufficient testing
COTS HW/SW failure
Lack of requirements analysis and documentation
Other ————————–
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Q12 The CubeSat you are associated with is:
1U
2U
3U
Other ————————–

Q13 What is the approximate time needed to develop a typical CubeSat?
2 years or less
3-4 years
5-6 years
7 years or more

Q14 The most prominent aspect of software quality that is associated with a CubeSat
mission success is:

Reliability
Portability
Modifiability
Usability
Simplicity

Q15 The least prominent aspect of software quality that is associated with a CubeSat
mission success is:

Reliability
Portability
Modifiability
Usability
Simplicity

Q16 Which of the following methodologies is most suitable for your CubeSat project?
And Why?

Waterfall ————————–
V-Model ————————–
SCRUM ————————–
Other ————————–

Q17 Which technique is best used for requirements elicitation?
Interview
Focus Groups
Prototyping
Other ————————–

Q18 If you are given a second chance to redesign your CubeSat, what would you do
instead? and why?

————————————————————————————–
Q19 CubeSat mission fail due to failure of tools rather than models.

Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree
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Q20 CubeSat mission fail due to failure of models rather than tools.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q21 Project scope and goals were clearly identified at the early stage of development.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q22 A methodology was carefully selected for our CubeSat project.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q23 Stakeholders can add/delete requirements in the CubeSat testing phase.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q24 Stakeholders participated heavily in the CubeSat design phase.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q25 A project team size has a positive effect on the CubeSat mission.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q26 Requirements were complex and hard to follow.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q27 Requirements were elicited and well documented.
Strongly disagree
Disagree
Neither agree nor disagree
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Agree
Strongly agree

Q28 Requirements specification contains several non-testable functional requirements.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q29 The application of methodology has a positive effect on a CubeSat mission.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q30 Applied methodology enhanced the communication and control subsystems.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q31 A CubeSat project had attended to its original scope.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Q32 A CubeSat project schedule was well managed.
Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree
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