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ABSTRACT 

Brazil and the United States have been major players in the ethanol industry for over a 

decade. Both countries have a strong policy backing to push the production and use of the 

renewable fuel while other parts of the world seem to fall short in comparison. These two nations 

can be used to determine how an ethanol policy affects ethanol producing commodities as well 

as the factors that drive import quantity demanded based on export statistics. 
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CHAPTER 1: INTRODUCTION 

Ethanol has been used for several decades as a fuel. As early as 1826 ethanol was used by 

Nicolaus Otto, the inventor of the modern day four-cycle internal combustion engine, to power 

an engine. Nearly a century later, Henry Ford went on to design his Model T with the ability to 

operate using a fuel and ethanol mixture. Prior to Ford’s use, ethanol was used periodically 

throughout the 1850s until a liquor tax was placed on it to help fund the Civil War. Once the tax 

was repealed, ethanol continued to be used for fuel and was first blended with gasoline in the 

early 1900’s. Similar to the liquor tax ethanol once again faced the barrier of prohibition when 

ethanol was banned due to its classification as an alcoholic beverage. Once prohibition ended 

ethanol was back on the market as a fuel additive (EIA, 2018). From there it was used as an 

octane booster and it remained highly demanded throughout World War II due to fuel shortages 

(NDSU, 2018). Today, ethanol is used across the world to meet renewable fuel policy standards 

and reduce countries’ dependence on crude.  

Ethanol is a clear alcohol that is considered renewable due to its production from a 

variety of different biomasses. In particular, ethanol is typically made from three different types 

of biomass. The first is sugars. Sugars can include cane sugar, sugar beet, and sweet sorghum. 

Sugars are commonly used for ethanol in South America since sugarcane is a frequently grown 

crop. The second is starches. Starches can include grains (corn, wheat, and sorghum), tapioca, 

and cassava. Corn is the most commonly used crop for ethanol in North America as it is a crop 

that grows well in that climate. The final biomass type is cellulose. Examples of cellulose 

include wood, switch grass, and corn stover. Wood is a common biomass used across Europe 

(Bioenergy Australia, 2019). 
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Although ethanol has made for a productive fuel source for well over a century, it comes 

with its own set of problems. One of the largest problems relates to ethanol fueled engines 

starting in colder temperatures. Traditional gasoline fueled engines can start at temperatures as 

low as -40ºF. Ethanol engines however can only start at temperatures higher than 55ºF. Due to 

this temperature difference of over 100ºF, cold start systems have been implemented. These 

systems are very similar to those in older tractors that started on gasoline and ran on diesel. In 

the ethanol cold start system gasoline is injected during the could start and throughout the 

warming period. The vehicle then switches to the ethanol fuel it would normally operate on 

(Sales et al., 2012). While this is currently the necessary method for vehicles that run solely on 

ethanol, it is not an ideal situation. There are concerns with cold start emissions as well as a 

dependence on traditional gasoline. Many nations are trying to reduce their dependence on 

gasoline, so having to rely on gasoline so heavily is a problem for these nations.  

One of the major differences between the ethanol produced in the United States and the 

ethanol produced in Brazil is the commodity it is made from. In the U.S., ethanol is made from 

corn, whereas in Brazil, the bulk of ethanol is produced from sugarcane. Although this may not 

seem like a major difference, previous studies, such as the one done by Debnath et al. (2017), 

have shown that the ethanol made in Brazil generates lower greenhouse gas emissions than the 

ethanol in the United States. This is an important thing to note as it could hint toward a major 

reason for two-way trade between Brazil and the United States.  

The processes for creating ethanol from the two commodities differs slightly. The process 

to transform corn into ethanol looks more like a chain while the process to transform sugarcane 

mimics more of a tree shape. The differences will be discussed further below the figures that are 

shown below. 
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Figure 1.1: Conversion Process of Corn into Ethanol 

The first step in creating ethanol from corn is to mill the corn into flour. Instead of 

referring to the milled corn as flour, it is typically referred to as meal. The next step for the meal 

is to add water to create what is referred to as mash. Different enzymes are added to the mash 

which converts the starch to a simple sugar known as dextrose. It is during the fermentation stage 

that yeast and other nutrients are added. The fermentation process typically takes around 40-50 

hours. The next stage is the distillation stage. This phase is where the fermented liquid is 

separated from the solids. The liquid is either left in a concentrated 190-proof hydrous ethanol or 

is dehydrated in a molecular sieve system to create a 200-proof anhydrous ethanol. 

One of the biggest differences between the processes of corn being converted to ethanol 

and sugar being converted to ethanol is the choice made when making ethanol from sugarcane. 

When sugarcane is used, a choice is made to either make sugar or ethanol. Typically, a choice is 
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made to produce a certain ratio of both. This is shown in figure 1.3. We can see that the left side 

shows the process of producing sugar while the right shows the ethanol production process. The 

process is identical until the third stage where evaporation takes place in the sugar production 

and fermentation takes place in ethanol production. We can also see that at this stage, materials 

from sugar production are added to the ethanol process. Both molasses and syrup are used in 

ethanol’s fermentation process. From the third step, both processes move to the drying stage. In 

sugar, crystallization is seen while in ethanol distillation is seen. The byproducts from sugar 

production are used in the production of ethanol which is also unique between the two figures.   
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Figure 1.2: Conversion Process of Sugarcane into Ethanol 

As was previously mentioned, it is important to note from the two processes is how the 

production chain looks. In the United States, it is a fairly linear production chain until the end 

when the fermented liquid is separated from the solids. In Brazil, the production chain more 

resembles a tree instead of a linear chain. In Brazil’s process of producing ethanol, they have to 

make the choice of whether to allocate the sugarcane toward ethanol or sugar. There is only a 

certain amount of sugarcane, so there is a decision that must be made about which product to 
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produce. This decision is mainly driven by the price that can be received for ethanol or 

sugarcane.  

Although sugarcane is the main commodity used in Brazil to produce ethanol, Brazil has 

started using corn to produce ethanol as well due to their increased corn supply in states such as 

Mato Grosso and Parana in the center-west of the country. Currently, there are16 plants that use 

corn to produce ethanol. In Brazil, corn-based ethanol production is anticipated to hit 2.5 billion 

liters in 2020, but could hit 5.5 billion liters by 2022. In 2019, 96% of total ethanol produced was 

done so using sugarcane, however, this left about 1.5 billion liters that was produced using corn 

(Hughes, 2020).  

Figure 1.3 shows how we reach the market clearing price in the United States. The 

process would be nearly identical for Brazil with the only difference being the fuel blends. E27 

and E100 would replace E10, E15, and E85 in the Brazilian market. The importance of the 

market clearing price, is to show the equilibrium price of the ethanol market. Although it is 

mentioned how the United States and Brazil would use this model, it can be used as a base for 

other countries as well. In addition to the change of ethanol blends, other supply and demand 

factors may be added to the model. In summation, figure 1.3 is a strong base for any ethanol 

market clearing model. 
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Figure 1.3: Market Clearing Price for the United States 

1.1. Research Objectives 

This thesis covers two research topics. The first study looks at how the implementation of 

ethanol policy affects the revenue that originates from the commodity used to produce ethanol 

while the second looks at what economic factors affect import quantity demand for a specific 

nation’s ethanol. The first portion of this thesis is a Value at Risk (VaR) study of the Renewable 

Fuel Standard in the United States. This study uses VaR to determine how the Renewable Fuel 

Standard affected corn revenue as corn is the commodity most commonly used for ethanol 

production in the United States. This study also contains Stochastic Dominance with Respect to a 

Function (SDRF) which ranks outcomes based on their level of risk. The second study focuses 

on import quantity demand of Brazilian ethanol. The relation and usefulness of this study comes 
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from the countries themselves. Both the United States and Brazil have a strong policy backing 

for ethanol which in turn incentives them to produce and trade ethanol. Since the United States 

and Brazil have been the top ethanol producers for over a decade, they were chosen to complete 

these studies. 
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CHAPTER 2: LITERATURE REVIEW 

2.1. Introduction 

The United States and Brazil both have five distinct geographical regions. As will be 

shown later in this chapter, a majority of both Brazilian and United States’ ethanol production 

happens in specific regions of the countries. Discussed in this chapter are the reasons for the 

geographical placement of ethanol plants as well as a brief discussion as to where the most 

common ethanol commodity is grown.  

 

Figure 2.1: Map of Geographical Regions in the United States (National Geographic Society, 
2012) 

Figure 2.1 shows the five geographical regions in the United States. As will be discussed 

and shown later in this chapter, a majority of ethanol production happens in the Midwest region 

of the United States. This is due to the abundance of corn that is grown in that region. There are 

other commodities across the United States that are used for ethanol production. Many of the 
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ethanol refinery locations that produce ethanol from commodities other than corn are located 

outside of the Midwest.  

 

Figure 2.2: Map of Geographical Regions in Brazil (Barros, 2020) 

Figure 2.2 shows the five geographical regions of Brazil. In Brazil, much of the ethanol 

production takes place in Southeast region of the country. There are other regions such as the 

Northeast that have significant production as well. As will be discussed further in this chapter, 

much of the ethanol plant concentration is centered around roadways and ports in Brazil. 

When looking at ethanol trade, it is important to note what type of ethanol is being 

traded. Denatured ethanol is an ethanol that is most frequently used in fuel as it contains 
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additives that make it toxic to humans. This ethanol is often blended with gasoline to create a 

renewable fuel. Undenatured ethanol is used for beverages and chemical production (Farinelli et. 

all, 2009). If ethanol is not denatured when traded, there is the possibility it is being used for 

products that are not fuel related. Depending on the research being done, this could provide 

skewed results. 

One of the biggest reasons for Brazil’s lower greenhouse gas emissions when using 

sugarcane comes from the byproduct bagasse. The bagasse reduces greenhouse gases by 

replacing the traditional fossil fuels that would be used for heating and electricity in mills and 

distilleries (Debnath et al., 2017). Having the ability to use the byproducts from ethanol not only 

helps lower greenhouse gas emissions by replacing alternatives, it also allows what would be just 

tossed aside to be reused and given a purpose. In the United States, the byproduct in ethanol 

production is dried distillers’ grains (DDGS). These grains are used as nutrient rich feed 

ingredients. The United States often exports a lot of the DDGS produced to Mexico, Vietnam, 

South Korea, Indonesia, and Thailand (U.S. Grain Council, 2018). 

Although the United States seems to currently have a good policy backing for the use of 

ethanol, there are other countries who seem to have an even stronger policy backing for the 

renewable fuel. The United States currently has its most common blend which is referred to as 

the E10 blend. This means that ethanol makes up 10% of the fuel. In addition to E10, E15 is also 

offered. Flex fuel is the blend with the highest quantity of ethanol at a blend rate of E85, or 85% 

ethanol. Although these are a start, other countries, such as Brazil have higher blend rates and 

even more ethanol in their flex fuels. Brazil for example, operates on flex fuel that is strictly 

hydrous ethanol. This means that it is E100. The use of flex fuel is also quite common in Brazil. 

Although Brazilian blend rates remain stronger than the United States’, the United States has 
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continuously increased their consumption mandate over the years. This means that instead of 

reevaluating the blend rate every year, the United States simply sets a billion-gallon consumption 

mandate. 

There is an idea that United States biofuel mandates create incentives to import and 

export ethanol with Brazil. Brazil’s ethanol made with sugarcane helps the United States to meet 

certain requirements that the RFS puts into place (Debnath et al., 2017). Since previous studies 

have suggested that the United States has long term goals to reduce greenhouse gas emissions 

and that sugarcane ethanol emits less greenhouse gases, this makes sense. If using Brazil’s 

ethanol will assist the U.S. in meeting their goal, this is a huge incentive to continue trading 

ethanol with Brazil.  

In addition to lower greenhouse gas emissions, Brazil also has an advantage in terms of 

cost and efficiency. Brazil is able to produce ethanol at a lower cost and they also have more 

efficient ways of production than the United States (Sauer, n.d.). There is the possibility that this 

is due to the different production methods between the two different ethanol types.  As shown 

previously, the production chain is different between corn and sugarcane-based ethanol. 

Although it would be difficult to change the entire production chain, it may be a smart idea for 

the United States to begin to determine alternative, more cost-efficient options.  

2.2. Ethanol Across the Nations 

As previously discussed in chapter one, the production differs between the two nations in 

terms of both the commodity used as well as the decision making process (refer to figures 1.1 

and 1.2). In terms of the decision on which commodity to use, it is most frequently determined 

by the ethanol crop most abundantly grown in the region. In Brazil’s case, for many years this 

was sugarcane. In addition to the previously mentioned motivations, Brazil’s production using 
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sugarcane is also driven by the way ethanol is produced in Brazil. Since the decision to produce 

ethanol replaces the ability to produce sugar (as supplies are finite), the decision is often driven 

by which product would yield the highest price. While this has been the standard for several 

decades, production has been changing in Brazil’s industry as a new commodity has flooded the 

market. In recent years, corn has been used to produce ethanol in Brazil due to the continued 

increase in bushels produced as well as its cost effective nature. While corn will not replace 

sugarcane in Brazil’s ethanol industry, the introduction of corn into the ethanol industry will 

provide Brazil with more domestic independence as well as an additional trade opportunity 

(Barros and Woody, 2020). 

 

Figure 2.3: Ethanol Plants in Brazil (Barros, 2020) 
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Figure 2.3 shows the locations of ethanol plants in Brazil. Of these, 16 plants produce 

ethanol from corn as of late 2020. Ethanol plants that have the ability to produce corn are located 

in Mato Grosso, Goias, and Mato Grosso do Sul. Four ethanol plants in the previously mentioned 

states only produce corn based ethanol (Barros and Woody, 2020). As is visually apparent, most 

ethanol plants reside in the Center-West and Southeast regions. There is however a heavy 

concentration of ethanol plants in the Northeast region near Natal, Cabedelo, Recife, Suape, and 

Maceio ports. These ports can be seen in figure 2.4 below. In Brazil, ethanol plants are located 

near either a major roadway or a port. While Brazil has a developed ethanol industry, their 

logistical system lags behind and tends to hold them back from their full production potential. 

Roadways in Brazil lack maintenance and distance between cities is quite extensive. In addition, 

Brazil has one of the highest fatality in the world from driving related accidents. This is due to 

Brazilian drivers’ lack of regard for road rules (Meyer, 2010).  
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Figure 2.4: Brazilian Ports (Wanke, 2013) 

In the United States the majority of ethanol is produced using corn. However, in several 

plants across the nation sorghum, waste sugars/alcohol, and cellulosic biomass are used to 

produce ethanol. Unlike Brazil, these plants that choose to produce from a different commodity 

are not specific to a geographic location. In fact, they are located throughout the continental US. 

While ethanol plants congregate mostly in the Midwest, several are found along the California 

coast and some even occupy the South as shown in figure 2.5.  
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Figure 2.5: Ethanol Plants in the United States (Renewable Fuels Association, 2020) 

2.3. Ethanol Production Byproducts 

Since the main commodity ethanol is produced from in each nation differs, the byproduct 

differs as well. As was previously mentioned in this chapter there are three main byproducts 

between the United States and Brazil. The three main byproducts are DDGS, vinasse, and 

bagasse. Although a byproduct is typically thought of as a waste product, these two nations have 

developed beneficial uses for their byproducts.  

The first byproduct comes from corn based ethanol in the United States. DDGs are the 

byproducts that come from the evaporation and drying stages of the corn based ethanol 

production process. DDGS are often used for livestock feed as they are quite nutrient rich. In 

addition to their nutrient rich nature, DDGS are also popular due to their use as a substitute to 

corn or soybean meal as feed. Studies have shown that, on average, 1.22 metric tons of corn and 

soybean meal feed can be replaced by a metric ton of DDGS (Hoffman & Baker, 2011).  
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The next two byproducts are from sugarcane based ethanol in Brazil. The first is vinasse. 

Vinasse is rich in potassium and is used frequently for sugarcane field fertigation (Lopes et al., 

2016). Fertigation is a combination of fertilization and irrigation. Fertigation reduces the water 

input for plant growth, but can have negative effects on soil and ground waters long term (Reis et 

al., 2017). The next is bagasse. Bagasse is a dry pulp left over from the process of transforming 

sugarcane into ethanol. Unlike vinasse and DDGS, it is not used as nutrients but for fuel. 

Bagasse is often used as fuel to generate electricity for combined heat and power (CHP) systems 

(Dantas et al., 2013).  

2.4. Alternative Renewable Fuel Sources 

When looking at fuel, it is always important to look into the possibility of a potential 

substitute that may be entering the market or that has already begun to infiltrate the market. In 

terms of renewable fuel, it is important to continuously dig into substitute options that have the 

potential to emit less greenhouse gases. Some companies such as ExxonMobil have already 

begun to do just that. Scientists at ExxonMobil have been actively searching for alternatives and 

have found one in algae. The algae can use brackish or seawater instead of depleting freshwater 

sources the way ethanol does. Algae also consume CO2 and have a lower emission profile than 

corn ethanol (ExxonMobil, 2018). Although this is not a current relevant threat to the ethanol 

industry, it could very easily become one in the coming years.  

Another possible alternative renewable fuel source is butanol or biobutanol. Butanol is 

made from similar biomass sources as ethanol. However, butanol is less miscible with water and 

offers a higher energy content. This fuel source meets the Renewable Fuel Standard’s 

specification of a 20% greenhouse gas emission reduction (Alternative Fuels Data Center, 2019). 

There are areas in the country where biobutanol is currently blended with gasoline, but this is not 
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a common practice at most fueling stations. In the coming years, we could see more fueling 

stations with biobutanol as a source of renewable fuel.  

An option that is not necessarily a substitute for renewable fuel, but is a threat to ethanol 

nonetheless is electric vehicles. Electric vehicles are an alternative to using fossil fuels. Although 

they do not use fossil fuels directly, they still need fossil fuels to operate however. In order to 

generate electricity, fossil fuels are typically used.  

Although these options have not yet become a credible threat to ethanol, they very easily 

could in the coming years. As scientists continue to dig deeper into more sustainable or efficient 

options, ethanol could grow to be a thing of the past in terms of fuel use. Since ethanol is used in 

other products such as chemicals, I do not anticipate that ethanol will ever completely go away, 

however, domestic consumption could dramatically decrease.  

2.5. Programs, Policies, Regulations, and Incentives 

In the United States, regulatory bodies and programs are in place to encourage the use of 

biofuels. Arguably one of the most recognized programs in the United States is the Renewable 

Fuel Standard (RFS). This is a program by the United States Environmental Protection Agency 

(EPA), that regulates the amount of cellulosic biofuel, biomass-based diesel, advanced biofuel, 

and total renewable fuel volumes that are required to be used. A previous study done by 

Debnath, Whistance, and Thompson (2017), showed the importance of this program, since 

without it, their simulated scenario showed a significant ethanol consumption decrease which 

lead to nearly no ethanol consumption when ethanol is mixed with fuel. This study did not touch 

on ethanol used in other products that are not fuel related however.  

The RFS, although a large program, is not the only program pushing the use of ethanol. 

Other policies put in place have encouraged the use of ethanol as well. Individual states such as 
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California have chosen to implement their own restrictions and requirements when it comes to 

greenhouse gas emissions as well as renewable fuel use. Their additional laws and regulations 

push their residents to take steps further than what the federal government already requires. One 

specific incentive offered by California’s state government are the Alternative Fuel and Vehicle 

Incentives.  

The Alternative Fuel and Vehicle Incentives provides financial incentives to numerous 

entities to develop alternative and renewable fuels. With the continuous incentivized research, 

individuals or organizations will continue to look for more efficient or effective renewable fuel 

sources. They may also continue to dig deeper to see how production could be changed in order 

to produce more efficiently or with less greenhouse gas emissions. With the government backing 

further research, there is much more likelihood for success in developing better technologies.  

Brazil has fewer specific guidelines in terms of ethanol consumption. They simply 

require that 27% of the fuel consumed is renewable. This means that they use E27 fuel whereas 

in the United States there is typically an E10 blend. Flex fuel is an exception to both of these 

however as it is E85 in the United States and E100 in Brazil. As mentioned previously, flex-fuel 

can only be used in certain vehicles that have been made to use flex-fuel or traditional ethanol 

blends. 
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Table 2.1: Brazilian Ethanol Use Mandates (Barros, 2020) 

Year Month Mandate 
2006 January-February E25 

 March-October E20 
 November-December E23 

2007 January-May E23 
 June-December E25 

2008 January-December E25 
2009 January-December E25 
2010 January E25 

 February-April E20 
 May-December E25 

2011 January-September E25 
 October-December E20 

2012 January-December E20 
2013 January-April E20 

 May-December E25 
2014 January-December E25 
2015 January-March 15th E25 

 March 16th-December E27 
2016 January-Present E27 

 
Brazil’s history with ethanol is quite extensive and goes back nearly a century. Brazil’s 

ethanol history is often broken down into five distinct phases which range from 1934-present. 

These phases are the following: 

• Ethanol as an additive to gasoline: 1934-1974 

• Proalcool – Initial phase: 1975-1979 

• Proalcool – Growth and maturity: 1979-1989 

• The decline of proalcool and the deregulation of the ethanol industry: 1990-2002 

• The resurgence of the ethanol industry: 2003-present 

In the first phase hydrated ethanol was converted to anhydrous ethanol which was then 

blended with gasoline. The decision to blend the ethanol was not based on a need to replace 

gasoline, but as a reaction to fluctuations in the sugar market. Essentially, if the sugar price was 
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high, less ethanol and more sugar was produced. The second phase was brought on by the oil 

shocks that occurred in the early 1970’s. In an attempt to reduce Brazil’s dependence on oil 

imports, the National Alcohol Program (Proalcool) was created to promote the addition of 

anhydrous ethanol to gasoline. Similar to the second phase, the third phase was brought on by yet 

another oil crisis. New goals were set for the already present Proalcool program which included 

using hydrated ethanol (E100) as fuel and expanding sugarcane fields and industrial capacity to 

make room for the new fuel. As oil prices recovered, the fourth phase began. When oil prices 

decreased, sugar prices also increased which led to a decreased incentive to produce ethanol and 

an increased incentive to switch production to sugar. In this time frame, Brazilian policy began 

to incentivize sugar production and exporting which led to uncertain ethanol supply at the pump. 

This lowered confidence in the good and led to a drastic decline in ethanol powered car sales. 

The fifth and current phase was brought on by private sector commitment to the renewable fuel. 

In this phase the flex-fuel vehicle was produced and marketed to allow consumers to freely 

choose between gasoline or E100. Brazilian gas stations are unique as they provide both E100 

and gasoline (E27). When flex-fuel vehicles were released in 2003, new vehicle sales increased 

more than ninety percent by 2009 (Barros and Giles, 2010). 

Brazil has a program known as the RenovaBio Program. In 2015 Brazil joined the 21st 

Conference of Parties where nations meet on climate change and how they can help to combat it. 

Brazil made six large commitments to be achieved by 2030 at this conference. The first was to 

increase their share of sustainable bioenergy to 18%. This means that they intend to increase 

biofuel consumption. Their pledge to increase ethanol consumption not only benefits the ethanol 

industry, but will also reduce greenhouse gas emissions. The second commitment was to achieve 

a 45% share of the renewable energy matrix. Doing this is a large undertaking, however, with 
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Brazil’s recent trends, it seems as though they are already well on their way of meeting this goal. 

The third was to achieve at least a 66% share of hydropower generation. With Brazil’s prime 

location near large water sources, this is a very feasible goal for them. The Amazon River alone 

can provide them with ample opportunities for energy generation. The fourth is to expand their 

use of renewable energy sources. There are many alternative energy sources out there, but not 

too many are the cheapest option, so they are not the most commonly used source of energy. 

However, with Brazil’s commitment and push to use more of these alternative sources, other 

countries may follow their example in the future. The fifth is to expand the use of non-fossil fuel 

energy sources to at least 23%. This would include an increase in wind, biomass, and solar 

energy. This commitment would require Brazil to add more wind generators and solar panels, 

however, it is a fair investment in the fight against climate change. The final commitment from 

Brazil was a 10% efficiency gain in the energy sector. Most of their goals focused on a very 

specific form of energy while their last goal was broader, yet still important. If Brazil can fulfill 

these commitments, they will set a standard for other similar nations to follow.  

Although the programs, policies, regulations, and incentives differ between the two 

nations, it is clear that both countries are working toward a common goal of lowering their 

ecological footprint. Studying trade patterns between the United States and Brazil is a large 

source of information when looking at their underlying goals. It is also important to look at when 

policies are enacted and compare them to changes in trade patterns or import and export data. In 

terms of policy and regulatory body changes, it is important to watch how greenhouse gas 

emissions change to determine whether the policy is serving its purpose, especially when the 

main goal is to lower such emissions. 
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2.6. Crude Oil 

When looking at crude oil, one index of the density of a crude oil or refined products is 

the American Petroleum Institute (API) gravity. This is calculated from a hydrocarbon’s specific 

gravity using the following formula: 

 API = (141.5/Specific Gravity) – 131.5 (Equation 2.1) 

Typically, crude oils have an API between 15 and 45 degrees. The lower end represents a 

denser crude while the higher end represents a less dense crude. The lighter crudes are more 

valuable as they yield higher value products. The light crude range is typically around 35-45 API 

with medium crude around the 25-35 API range and heavy crude around the 15-25 API range. 

Anything above 45 API is considered an extra-light crude, which is valued lower than light crude 

as it contains more light ends such as propane and butane. In addition, anything below 15 is an 

extra-heavy crude (McKinsey, 2020).  

2.7. Econometric Methods and Potential Issues 

In previous research that looked at trade between Brazil and the United States such as 

that done by Debnath et al. (2017), a partial equilibrium model has been used. The purpose of the 

partial equilibrium model is to look at one market and equate supply and demand. While looking 

at the one market, everything else is held constant. When using a partial equilibrium model, three 

assumptions are made. 

• In market 1, the price of good 𝑝!is to be determined. Further, it is assumed that every 

consumer and firm face the same price. This is known as the law of one price. In 

addition, all consumers and firms are price takers.  

• Focusing on demand, there are J consumers who want the good in market 1. Each of 

these agents has an income that can be denoted by 𝑚" and a utility that can be 
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denoted as 𝑢"(𝑥1, … , 𝑥𝑛). The consumer spends their income on N outputs. These 

outputs have prices {𝑝!, 𝑝#, … , 𝑝$}, where {𝑝#, … , 𝑝$} are exogenous.  

• Focusing on the supply side, there are 𝐾 firms who want to sell the good in market 1. 

Each firm has the production technology 𝑓%(𝑧!, … , 𝑧&), where 𝑀 input prices are 

shown exogenously by {𝑟!, … , 𝑟&} (Board, 2008). 

The previously mentioned study looked simply at the motivations behind two way trade 

between the nations such as policy and other import quantity demand motivations. For example 

these could be a desire to reduce greenhouse gas emissions, reduce dependence on fossil fuels, or 

meet use requirements. The study covered in this thesis however expands on the study done 

previously by using the original two countries to look at how policy can affect revenue from the 

most commonly used ethanol commodity and by looking at the difference of import quantity 

demand between Brazil’s top four ethanol importers. 

When running most traditional models, ordinary least squares (OLS) is used. When using 

OLS, there are four assumptions that must be met for a model to be unbiased and five 

assumptions that must be met for a model to be BLUE (best linear unbiased estimators). These 

assumptions are known as the Gauss-Markov Assumptions and they are necessary to show that 

estimators are unbiased. The six Gauss-Markov Assumptions are as follows: 

• MLR.1 - Linear in Parameters 

• MLR.2 - Random Sampling 

• MLR.3 - No Perfect Collinearity 

• MLR.4 - Zero Conditional Mean 

• MLR.5 - Homoskedasticity 

• MLR.6 - Normality 
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First we will look at MLR.1. linear in parameters means that a model is written as 𝛾 =

𝛽 + 𝛽!𝑥! +⋯+ 𝛽'𝑥' + 𝑢 where 𝛽, 𝛽!, … , 𝛽' are constants of interest and 𝑢 is an unobserved 

random error. The previously mentioned equation is specifically known as the population model, 

however, models that satisfy MLR.1 resemble the population model (Wooldridge, 2012). 

MLR.2 random sampling means that we have a random sample of observations that 

follow the model from MLR.1. This would mean that no bias can be used when collecting data. 

For example, if you were looking at how fourth grade students did on state testing, you cannot 

choose the top five scoring students you must include a random group or all fourth grade 

students.  

MLR.3 no perfect collinearity means that, in the model no independent variables are 

constant and there are no perfect linear relationships among those variables. This does not mean 

that there cannot be correlation between the independent variables. It simply indicates that they 

cannot be perfectly correlated.  

MLR.4 zero conditional mean indicates that the error term 𝑢 has an expected value of 

zero given any value of the independent variables. This can be shown by the following equation: 

𝐸(𝑢|𝑥!, 𝑥#, … , 𝑥') = 0. MLR.4 only fails if the functional relationship is not correct from 

MLR.1. This would happen if a quadratic term was forgotten or if a level of a variable is used 

instead of the log of the variable. With the inclusion of this assumption and the three previous, 

the model would be unbiased.  

MLR.5 homoskedasticity means that the error term 𝑢 has the same variance given any 

value of the explanatory variable. This can be shown by the following equation: 𝑉𝑎𝑟(𝑢|𝑥) = 𝜎#. 

Although this assumption looks similar to assumption MLR.4, they differ in the fact that MLR.5 
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looks at the variance as opposed to the expected value. When MLR.5 is met while MLR.1-

MLR.4 are also met, the model is BLUE.  

MLR.6 normality means that the population error term 𝑢 is independent of the 

independent variables 𝑥!, 𝑥#, … , 𝑥' and is normally distributed with a zero mean and variance. 

When we make assumption MLR.6, we have to also be assuming MLR.4 and MLR.5. MLR.1-

MLR.6 are known as the classical linear model (CLM) assumptions. This means that the model 

holds all Gauss-Markov assumptions with the addition of the normally distributed error term. 

While the above assumptions hold true for traditional OLS models, the import quantity 

demand model in this thesis uses time series data instead of cross-sectional data. Since the data is 

different, the assumptions differ as well. Although they are similar, the six time series 

assumptions are known as the Gauss-Markov assumptions TS.1-TS.6. They are still Gauss-

Markov assumptions, they simply cover time series data as there are similar issues that can arise 

when running a time series regression. When TS.1-TS.5 are met the estimator 𝜎=# is an unbiased 

estimator of 𝜎# and the OLS estimators are the best linear unbiased estimators. When TS.1-TS.6 

are met, the OLS estimators are normally distributed. The Gauss-Markov time series 

assumptions are as follows: 

• TS.1 – Linear in Parameters 

• TS.2 – No Perfect Collinearity 

• TS.3 – Zero Conditional Mean 

• TS.4 - Homoskedasticity 

• TS.5 – No Serial Correlation 

• TS.6 – Normality  
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As previously mentioned, TS.1-TS.6 are fairly similar. First we will look at TS.1 linear in 

parameters. This means that a stochastic process such as {(𝑥(!, 𝑥(#, … , 𝑥($, 𝑦(): 𝑡 = 1,2, … , 𝑛} 

follows a linear model such as 𝑦( = 𝛽) + 𝛽!𝑥(! +⋯+ 𝛽$𝑥($ + 𝑢(, where {𝑢(: 𝑡 = 1,2, … , 𝑛} is 

the sequence of errors. 

TS.2 no perfect collinearity is the exact same as MLR.3 no perfect collinearity, so the 

previously stated rule holds true. TS.3 zero conditional mean is also similar to MLR.4 however it 

states that for each t, the expected error term 𝑢(	given the explanatory variables for all time 

periods, is zero. This would look like 𝐸(𝑢(|𝑋) = 0, 𝑡 = 1,2, … , 𝑛. 

TS.4 homoskedasticity means that conditional on X, the variance of 𝑢( is the same for all 

t: 𝑉𝑎𝑟(𝑢(|𝑋) = 𝑉𝑎𝑟(𝑢() = 𝜎#, 𝑡 = 1,2, … , 𝑛.	Once again, TS.4 mimics MLR.5. TS.5 no serial 

correlation means that, conditional on X, the errors in different time periods are uncorrelated. 

Mathematically: 𝐶𝑜𝑟𝑟(𝑢( , 𝑢*|𝑋) = 0 for all 𝑡 ≠ 𝑠. When TS.1-TS.5 are met, the OLS estimators 

are the best linear unbiased estimators conditional on X. TS.6 normality also mimics MLR.6 in 

that all errors are independent of X and are independently and identically distributed as 

Normal(0,𝜎#).With TS.1-TS.6 met this means that the classic linear model assumptions are met. 

This would mean that the OLS estimators are normally distributed conditional on X 

(Wooldridge, 2012). 

2.8. Setbacks 

In 2020 when the COVID-19 pandemic hit the United States, stay at home orders and 

social distancing was enforced. Gasoline consumption and consequently ethanol consumption 

was dramatically affected. Figure 2.4 shows how consumption differed in 2020 compared to 

nearly identical 2017, 2018, and 2019. Although we are currently still living through the effects 
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of the pandemic, the current data we have has shown the difference the pandemic has already 

made (RFA, 2020).  

 

Figure 2.6: Monthly Ethanol Consumption from 2017-2020 (Renewable Fuel Association, 2020) 

Due to the decrease in consumption, production has been stunted as well. When ethanol 

production was compared to 2017-2019, a substantial decrease can be seen. Figure 2.2 shows 

this decrease from the months of March through June. In addition to the decreased ethanol 

consumption and production, corn usage also decreased. The asterisks next to May and June 

indicate that those months’ data is based on weekly data whereas the data for March and April is 

greater than implied weekly data due to EIA supply adjustment. 

 

Figure 2.7: Ethanol Consumption and Production Decrease (Renewable Fuel Association, 2020) 
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When gasoline and ethanol demand decreased, the price of ethanol suddenly decreased. 

For the first time in history, oil futures dipped into the negatives. This was caused by the sudden 

decrease in demanded quantity coupled with oil storage filled to capacity. Since capacity was 

met and no more oil could be stored, the purchases of it stopped buying (Hansen, 2020). As 

visualized by figure 2.6, ethanol revenues were negatively affected by the COVID-19 pandemic. 

Even revenues for distillers grains, a byproduct of corn ethanol production, were negatively 

affected.  

 

Figure 2.8: Ethanol Price and Byproduct Price Decrease (Renewable Fuel Association, 2020) 

Ultimately the full effects of the pandemic are not yet understood. As we continue to 

experience social distancing and remote work, we can expect to see a decreased trend in ethanol 

consumption and production. While COVID-19 is still prevalent in the United States, we will 

continue to see a decrease in gasoline and ethanol quantity demanded until some restrictions on 

travel and work are lifted. 
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CHAPTER 3: ETHANOL’S EFFECT ON COMMODITY REVENUE  

3.1. Introduction 

The first study in this thesis uses Value at Risk (VaR) and Stochastic Dominance with 

Respect to a Function (SDRF) to look at the effects of policy intervention on the commodity 

used to produce ethanol. An analysis was done to look at how the implementation of the RFS has 

impacted the United States’ revenue from corn used for ethanol production. The hypothesis was 

that the implementation of the program has positively affected revenue, based on preliminary ran 

averages and previous literature. The results found in this paper are important to both farmers 

and policy makers. Theoretically, if revenue is increasing from corn used for ethanol production, 

farmers are receiving higher prices and/or more corn is being allocated to ethanol production. If 

more corn is being allocated, more ethanol must be demanded and therefore consumed thus the 

RFS is meeting its intended motive of increasing ethanol consumption and production.   

3.2. Previous Research and Motivations 

For many years, the United States has been a major producer, consumer, and exporter of 

ethanol. However, this has not always come naturally, so it has been pushed forward by use of 

policy intervention. In 2005, the U.S. Environmental Protection Agency (EPA) developed a 

national policy to increase the volume of renewable fuel blended into traditional fuels used for 

transportation. This policy, known as the Energy Policy Act of 2005, created the Renewable Fuel 

Standard (RFS) program. In 2007, The Energy Independence and Security Act of 2007 (EISA) 

both increased and expanded on the program (AFDC, 2018). With the inclusion of this program, 

previous studies have concluded that ethanol consumption has increased. With the increase in 

ethanol consumption, more corn has been demanded, thus impacting corn prices. 
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As previously mentioned, in the United States, regulatory bodies and programs are in 

place to encourage the use of biofuels. Arguably one of the most recognized previously 

mentioned programs in the United States is the Renewable Fuel Standard (RFS). This is a 

program by the United States Environmental Protection Agency (EPA), that regulates the 

amount of cellulosic biofuel, biomass-based diesel, advanced biofuel, and total renewable fuel 

volumes that are required to be used. A previous study done by Debnath, Whistance, and 

Thompson (2017), showed the importance of this program, since without it, their simulated 

scenario showed a significant ethanol consumption decrease which lead to nearly no ethanol 

consumption when ethanol is mixed with fuel. If this scenario were to become a reality, as has 

been brought up in legislature, the demand for corn, the commodity used in domestic ethanol 

production, would be negatively impacted. Changes on the Renewable Fuel Standard would not 

only affect the United States’ corn market, but the global market as well (Worledge, 2018).  

A study conducted by Carter et al. (n.d.) isolated all channels that generated a price 

increase from 2006 to 2011. When this was done, they found that with the mandate, corn prices 

were 30 percent higher. Another study also concluded that ethanol produced from corn has 

affected the corn commodity price. According to a paper by O’Malley and Searle (2021), crop 

farmers and ethanol producers realize the most benefit when it comes to the Renewable Fuel 

Standard. An estimated $14.1 billion dollars in profits had been returned to the agricultural 

sector. 

Ethanol is the second largest user of corn in the United States. Many studies have pointed 

to ethanol as a corn price driver. However, not all corn growers receive the same price effects. If 

transportation costs are high, a new ethanol plant may open or there could be an increase in 

existing plant capacity. This will in turn increase demand which would increase the corn price. 
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As new plants open or current plants increase capacity nationwide, farmers may choose to sell 

more of their corn to ethanol plants as the price is higher. Since they are foregoing alternative 

uses of corn for things such as feed, they may need to get those nutrients for their livestock 

elsewhere. One alternative for them would be to use dried distillers grains (DDGs), which is a 

by-product of ethanol (Miller, 2015). 

The ultimate problem that this paper strives to tackle is how the implementation of the 

RFS has impacted the United States’ revenue from corn used for ethanol production. I predict 

that the implementation of the program has positively affected revenue, based on preliminary ran 

averages and previous literature. The results found in this paper will be important to both farmers 

and policy makers. Theoretically, if revenue is increasing from corn used for ethanol production, 

farmers are receiving higher prices and/or more corn is being allocated to ethanol production. If 

more corn is being allocated, more ethanol must be demanded and therefore consumed.   

3.3. Methodology 

To conduct this research, a percentage of corn used each year for ethanol as well as the 

price received by farmers for corn was considered. Using these two values, revenue generated by 

the corn used for ethanol was calculated. From there, data was separated into three different 

sections. The first section spanned from 2000-2005. This period represented before the RFS was 

active. In other words, the ethanol mandate was zero, so very little corn was being allocated to 

ethanol. The second section spanned from 2006-2011. This period represented large growth in 

corn allocated to ethanol. In the six-year period, the percentage of corn used for ethanol 

increased from 17% to 37%. The final section spans from 2012-2016. This period represents a 

plateau or even decrease in corn allocated to ethanol. Using these three periods, six separate 

distributions were fit, one on each section’s corn used for ethanol and one on each section’s price 
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received. From there, output was added to each distribution and 1,000 data points were simulated 

for each. The simulated data was then taken and a batch fit was added between each section’s 

corn and price data. This batch fit included correlations. The correlation matrices were then 

replaced with copulas. The data that had both a batch fit and copula was then used to look at 

copula value at risk. To do this, the revenue was calculated by multiplying the simulated corn 

usage by the simulated price. From there the three sections’ revenues were combined in one 

spreadsheet so stochastic dominance could be ran to rank the three. The entire process was then 

repeated, but with 10,000 simulated observations.   

3.4. Data 

Data was collected from 2000-2016 from the USDA’s Economic Research Service. The 

data collected includes corn supply, corn used for ethanol, and price received ($/bu). Total corn 

supply and corn used for ethanol data was used to calculate the percentage of corn used for 

ethanol. This showed how the percentage of corn used for ethanol changes over time. Ethanol 

mandate data for the United States was collected from a report by the USDA’s Economic 

Research Service by Beckman and Getachew (2017). Figure 3.1 shows the data collected and the 

different sections that were mentioned in the methodology section. 
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Figure 3.1: Separation of Data Used 

The data shown in figure 3.1 is the total corn supply, corn used for ethanol, price 

received, and the ethanol mandate. The percentage of corn used for ethanol and revenue data was 

manually calculated. The percentage of corn used for ethanol data was calculated to help 

separate the data into the different sections above. The revenue data is necessary for looking at 

the VaR and SDRF.  

The separation of data in figure 3.1 differs from previous literature in that the data is split 

into nearly equal splits while also focusing on differences in the data. For instance, the “before” 

section represents before the mandate was present, so it covers the time period when the mandate 

was zero. The split between the “during” and “after” sections mostly came from the “% corn for 

ethanol” column. After a year of a slow increase, a split was made. In addition, after 2012, the 

values in the column began to decrease. Much of the previous literature such as that by Carter et 

al. (n.d.) focuses on just a couple of years prior to the mandate and a couple of years after. In the 

instance of the work done by Carter et al. (n.d.), projections were used to determine how revenue 

would be affected.  
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3.5. Results 

Two different types of tests were used in this paper. The first is Value at Risk. According 

to a paper done by Nganje et al. (2006), the likelihood ratio determines if the desired coverage 

level corresponding to the given confidence level is equal to the number of observed violations 

and the Z test determines whether the model is biased in estimating VaR. The first set of results 

we will look at are the VaR results from the 1,000 simulations from the red, or before, section in 

figure 5.1. At the time that the VaR was calculated, the average was 2287.25 and the 5th 

percentile was 175.16. This means that the copula VaR was 2112.09. To test the model fitness, I 

used likelihood ratio and z tests. The likelihood ratio value was -1350.74. Since we were looking 

at a 5% significance level, the Chi-squared critical value was 3.841. This means that we reject 

the null hypothesis. The interpretation of this is that the actual revenue losses did exceed the 

predicted VaR estimates. The Z test value was 51.65. Since we are looking at a 5% significance 

level, the critical value is 1.96. This means that once again we will reject the null hypothesis. The 

interpretation of this is that VaR underestimates the actual downside risks. Overall, this VaR 

model was not a good fit. 
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Figure 3.2: Results From 1,000 Simulations of the Red Section in Figure 5.1  

The second set of results we will look at are the VaR results from the 1,000 simulations 

from the yellow, or during, section in figure 5.1. At the time that the VaR was calculated, the 

average was 14488.64 and the 5th percentile was 371.26. This means that the copula VaR was 

14177.37. The likelihood ratio value was -1386.29. Since we were looking at a 5% significance 

level, the Chi-squared critical value was 3.841. This means that we reject the null hypothesis. 

The interpretation of this is that the actual revenue losses did exceed the predicted VaR 

estimates. The Z test value was 65.29. Since we are looking at a 5% significance level, the 

critical value is 1.96. This means that once again we will reject the null hypothesis. The 

interpretation of this is that VaR underestimates the actual downside risks. Overall, this VaR 

model was not a good fit. 
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Figure 3.3: Results From 1,000 Simulations of the Yellow Section in Figure 5.1 

The third set of results we will look at are the VaR results from the 1,000 simulations 

from the green, or after, section in figure 5.1. At the time that the VaR was calculated, the 

average was 22393 and the 5th percentile was 11064.76. This means that the copula VaR was 

11328.24. The likelihood ratio value was 0.989. Since we were looking at a 5% significance 

level, the Chi-squared critical value was 3.841. This means that we cannot reject the null 

hypothesis. The interpretation of this is that the actual revenue losses did not exceed the 

predicted VaR estimates. The Z test value was 1.02. Since we are looking at a 5% significance 

level, the critical value is 1.96. This means that we cannot reject the null hypothesis. The 

interpretation of this is that VaR overestimates the actual downside risks. Overall, this VaR 

model was a good fit. 
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Figure 3.4: Results From 1,000 Simulations of the Green Section in Figure 5.1 

The fourth set of results we will look at are the VaR results from the 10,000 simulations 

from the red, or before, section in figure 5.1. At the time that the VaR was calculated, the 

average was 2253.06 and the 5th percentile was 204.298. This means that the copula VaR was 

2048.76. The likelihood ratio value was 0. Since we were looking at a 5% significance level, the 

Chi-squared critical value was 3.841. This means that we cannot reject the null hypothesis. The 

interpretation of this is that the actual revenue losses did not exceed the predicted VaR estimates. 

The Z test value was 161.6. Since we are looking at a 5% significance level, the critical value is 

1.96. This means that we reject the null hypothesis. The interpretation of this is that VaR 

underestimates the actual downside risks. Overall, this VaR model was a decent fit, but was not 

the best. 
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Figure 3.5: Results From 10,000 Simulations of the Red Section in Figure 5.1 

The fifth set of results we will look at are the VaR results from the 10,000 simulations 

from the yellow, or during, section in figure 5.1. At the time that the VaR was calculated, the 

average was 14598.31 and the 5th percentile was 789.68. This means that the copula VaR was 

13808.63. The likelihood ratio value was 0. Since we were looking at a 5% significance level, 

the Chi-squared critical value was 3.841. This means that we cannot reject the null hypothesis. 

The interpretation of this is that the actual revenue losses did not exceed the predicted VaR 

estimates. The Z test value was 387.896. Since we are looking at a 5% significance level, the 

critical value is 1.96. This means that we reject the null hypothesis. The interpretation of this is 

that VaR underestimates the actual downside risks. Overall, this VaR model was a decent fit, but 

was not the best. 
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Figure 3.6: Results From 10,000 Simulations of the Yellow Section in Figure 5.1 

The final set of results we will look at are the VaR results from the 10,000 simulations 

from the green, or after, section in figure 1. At the time that the VaR was calculated, the average 

was 22476.08 and the 5th percentile was 11520.01. This means that the copula VaR was 

10956.07. The likelihood ratio value was 0. Since we were looking at a 5% significance level, 

the Chi-squared critical value was 3.841. This means that we cannot reject the null hypothesis. 

The interpretation of this is that the actual revenue losses did not exceed the predicted VaR 

estimates. The Z test value was 81.901. Since we are looking at a 5% significance level, the 

critical value is 1.96. This means that we reject the null hypothesis. The interpretation of this is 

that VaR underestimates the actual downside risks. Overall, this VaR model was a decent fit, but 

was not the best. 
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Figure 3.7: Results From 10,000 Simulations of the Green Section in Figure 5.1 

The second testing method was stochastic dominance. Stochastic dominance was used to 

rank the three sections of simulated data where there was 1,000 data points and the three sections 

of simulated data where there was 10,000 data points. As previously mentioned, there were three 

different time periods. The time period from 2000-2005 was labeled “before”, the time period 

from 2006-2011 was labeled as “during”, and the time period from 2012-2016 was labeled 

“after”. When stochastic dominance was ran, the lower risk aversion coefficient (RAC) was set 

at 0 to represent a risk neutral individual while the upper RAC was set at 0.5 to represent a 

slightly risk averse individual. For both tested sections, the results were the same. In addition, for 

both a risk neutral and slightly risk averse individual the results were the same. These values are 

Constant Absolute Risk Aversion (CARA) coefficients (Chavas, 2004). For both individuals and 

sections, the rankings were after, during, and before respectively. This result made sense for both 

as the mean was highest in the after category yet it maintained a slightly lower standard deviation 

than the during section which was ranked second with a lower mean. Figure 8 shows the exact 

results from the stochastic dominance ran on the three sections of the simulated data where there 
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was 1,000 data points. Figure 9 shows the exact results from the stochastic dominance ran on the 

three sections of the simulated data where there was 10,000 data points.   

 

Figure 3.8: Results Using Stochastic Dominance with 1,000 Simulations 

 

Figure 3.9: Results Using Stochastic Dominance with 10,000 Simulations 

While previous results typically discuss the time period labeled in this paper as the 

“during” section, my results have expanded further to look at the time period labeled as the 

“after” section. This section shows that not only were average corn prices positively affected, but 
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the revenue risk involved with corn used for ethanol production decreased. This can be seen 

through both the standard deviation and the minimum values in figure 8 and figure 9. While this 

sounds like a small research contribution, it is actually large as it shows a reduction in risk.  

3.6. Conclusions 

First looking at the VaR results, we can conclude that once the policy was in place and as 

it stabilized, the downside risk declined. This means that the RFS reduced uncertainty in the corn 

revenue and reduced the financial risk that is associated with losses. Since we see reduced losses, 

we will see greater revenues for corn used for ethanol production. Looking at the stochastic 

dominance results, they back up the VaR results by showing that both a risk neutral and a 

slightly risk averse individual prefer a time period where there is a stable policy in place. With 

both of these in mind, based on the VaR and stochastic dominance results, we can conclude that 

revenue from corn used for ethanol production did increase.  

Although this study did serve its purpose, further research can be done. For instance, a 

study could be done that simulates an increase in the ethanol mandate which would theoretically 

increase the amount of corn allocated to ethanol. This simulated increase could then be compared 

with the three sections that were used in this paper to determine if the preferred option would be 

to increase the mandate or if it is better to leave it as is. Another study that could be done would 

be to use the same methodology, but look at a different country and/or policy. 
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CHAPTER 4: BRAZILIAN IMPORT QUANTITY DEMAND FOR ETHANOL 

4.1. Introduction 

The second study in this thesis looks at import quantity demand of Brazilian ethanol 

using four of Brazil’s largest importers. The largest importers were decided based on how much 

ethanol they imported over the period from 2001-2020. Some qualifying countries were excluded 

due to a lack of data over the time period. The chosen countries were India, Japan, Nigeria, and 

the United States. Four additional countries were considered, but were left out due to a lack of 

workable data. The countries removed from the study were Jamaica, the Netherlands, South 

Korea, and the United Kingdom. While Jamaica had significant imports over the period, the data 

shows that their last import was taken in quarter two of 2013. The Netherlands and the United 

Kingdom were also major importers, however there was not tariff data available that covered the 

time period. Using the data available would have been a misrepresentation of the actual tariffs 

faced. South Korea had similar issues as the European Union countries. All three countries 

lacked the necessary tariff data, so they had to be removed from the study. While all four 

countries would have bettered the study, their lack of data left a lot up to interpretation and using 

them with their partial data would have been a misrepresentation of their ethanol economies. 

Research similar to that done in this chapter was done by Farinelli et al. and published in 

2009. In their research, they looked at the Caribbean region, Mexico, Japan, Nigeria, and the 

United States. They used these countries to look at the factors which drive Brazilian ethanol 

imports. This research uses most of the same variables although the data may differ slightly. The 

choice was made to update this paper due to the changes in the past decade in the ethanol market. 

For instance, many additional countries other than the United States and Brazil have 

implemented or improved their ethanol policies which have in turn changed the market for 
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Brazilian ethanol. The new countries used in this analysis represent Brazil’s top ethanol 

importers. The research done by Farinelli et al. (2009) chose their countries based on potential 

majors exporters as well as global coverage of importers. In other words, the previous research 

aimed to gather data from around the world. Their research also only spanned from 1997-2007 

while this research spans from 2001-2019. 

4.2. Background 

Brazil has utilized ethanol for over nearly a century. Brazil’s ethanol history is often 

broken down into five distinct phases which range from 1934-present. These phases can be 

found in the bulleted points below. The following information was discussed in chapter 2, 

however, it will be discussed once again below to reiterate Brazil’s ethanol economy.  

• Ethanol as an additive to gasoline: 1934-1974 

• Proalcool – Initial phase: 1975-1979 

• Proalcool – Growth and maturity: 1979-1989 

• The decline of proalcool and the deregulation of the ethanol industry: 1990-2002 

• The resurgence of the ethanol industry: 2003-present 

As previously mentioned, in the first phase hydrated ethanol was evaporated to create 

anhydrous ethanol which was then blended with gasoline. The decision to blend the ethanol was 

not based on a need to replace gasoline, but as a reaction to fluctuations in the sugar market. If 

we recall from chapter 2, a decision needs to be made to produce either ethanol or sugar. 

Essentially, if the sugar price was high, less ethanol and more sugar was produced. The second 

phase was brought on by the oil shocks that occurred in the early 1970’s. In an attempt to reduce 

Brazil’s dependence on oil imports, the National Alcohol Program (Proalcool) was created to 

promote the addition of anhydrous ethanol to gasoline. Similar to the second phase, the third 
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phase was brought on by yet another oil crisis. New goals were set for the already present 

Proalcool program which included using hydrated ethanol (E100) as fuel and expanding 

sugarcane fields and industrial capacity to make room for the new fuel. As oil prices recovered, 

the fourth phase began. When oil prices decreased, sugar prices also increased which led to a 

decreased incentive to produce ethanol and an increased incentive to switch production to sugar. 

In this time frame, Brazilian policy began to incentivize sugar production and exporting which 

led to uncertain ethanol supply at the pump. This lowered confidence in the good and led to a 

drastic decline in ethanol powered car sales. The fifth and current phase was brought on by 

private sector commitment to the renewable fuel. In this phase the flex-fuel vehicle was 

produced and marketed to allow consumers to freely choose between gasoline or E100. Brazilian 

gas stations are unique as they provide both E100 and gasoline (E27). When flex-fuel vehicles 

were released in 2003, new vehicle sales increased more than ninety percent by 2009 (Barros and 

Giles, 2010). 

Another previously mentioned program in chapter 2 is the RenovaBio Program. In 2015, 

Brazil joined the 21st Conference of Parties. This is a conference where nations meet on climate 

change and determine how they can help to combat it. At this conference, Brazil made six large 

commitments to be achieved by 2030 at this conference. These commitments can be reviewed in 

section 2.5. As a recap, most of their goals focused on a very specific form of energy while their 

last goal was broader, yet still important. If Brazil can fulfill these commitments, they will set a 

standard for other similar nations to follow.  

Several nations across the globe have either implemented ethanol policies or have pushed 

to limit their independence on oil. Due to this, ethanol has become a hot commodity. Moving 

forward in this section we will cover different policies and motivations the countries in this study 
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have to import ethanol. While this study focuses on just Brazilian ethanol, several factors 

discussed in this section could explain a motivation to import. 

India has set a blend rate since 2003. India has always been a country that mandates the 

use but not the production of ethanol for fuel use. This means that the Indian government does 

not require a certain amount of ethanol be produced domestically (Aradhey et al., 2019). Since 

there is not a production mandate, India has the option to import the ethanol they need to meet 

use standards. A majority of India’s ethanol imports are denatured ethanol. As previously 

mentioned, denatured ethanol is ethanol that is altered to not be used for human consumption. 

This type of ethanol is commonly used for fuel use or industrial and chemical uses. This is how 

India allocates much of their imported ethanol (Aradhey et al., 2019).  

India has the blending goal for fuel ethanol of E10 by 2022. The purpose of updating 

their blend rate is to advance their energy security while creating new employment opportunities, 

and reduce greenhouse gas emissions. Although India has had ethanol policies in place for nearly 

two decades, the blend rate has remained the same for the policy entirety. Several attempts have 

been made to increase the mandatory blend rate, but consumption continuously falls short. Much 

of India’s policy stagnancy comes from a lack of adequate price incentives (Aradhey et al., 

2019). 

Similar to India, Japan has an annual biofuel use target for their transport sector. Japan’s 

blend rate is one of the lowest out of the countries that have an ethanol program. The current 

blend rate for Japan is 1.6% which it has been since 2017 and will be through 2022 (Sasatani et 

al., 2019). This blend rate requires very little ethanol be blended with gasoline. Since their blend 

rate is so low, their demand for ethanol is also fairly low. In addition to their low blend rate, their 

governmental support for ethanol is also poor. 
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Financial support for bioethanol projects ended at the end of 2014. Due to this, a majority 

of the Japanese ethanol plants closed. The one remaining facility produced 0.2 million liters in 

2017 and is located in the Niigata prefecture which grows rice specifically for biofuel 

production. This facility is affiliated with three gas stations which supplies a blend of E3. As of 

October 2019, the facility only operated three months out of the year and was not self-sustaining 

(Sasatani et al., 2019). Since Japan does not produce much ethanol, the majority of their ethanol 

would have to be imported. Unfortunately however, Japan does not seem to have a strong 

governmental support for the biofuel.  

Nigeria is one of the top 10 petroleum exporters in the world. Although it is a major 

player in the world energy sector, it faces several domestic energy issues. Nigerian cities face 

very frequent power outages and 49% of the population has no electricity whatsoever. Fossil fuel 

and wood use has caused environmental issues. In addition, the growing population and a 

growing economy has led to an abundance of waste in cities. The use of biofuels are thought to 

help alleviate some of these domestic energy issues. 

The Nigerian climate allows for several commodities that can be used to produce ethanol 

to be grown. Sugarcane, cassava, and sweet sorghum can be used to produce ethanol. Each 

commodity comes with an issue in terms of ethanol production however. As was seen in figure 

1.2, when ethanol is produced from sugarcane, the ability to produce sugar with the crop is given 

up. In Nigeria, the sugarcane sector has yet to have satisfied the domestic demand for sugar, so 

the use of sugarcane for ethanol would not be possible. Ethanol produced from cassava requires 

the input of energy and enzymes which are quite costly. This also limits the nation’s ability to 

produce ethanol from cassava. The final crop, sweet sorghum, is relatively easy to produce in 
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Nigeria, however, production using this crop could be controversial due to the possibility of this 

encroaching on the food sector (Ishola et al., 2013).  

Although the previously discussed information comes from a paper in 2013, the 

development of an ethanol sector would take a significant amount of time as has been displayed 

by other countries. With this in mind, Nigeria would need to import the ethanol they wish to use 

until they have the ability to meet the domestic demand they create. With their current energy 

situation, the demand for ethanol could be quite significant.  

The United States has a fairly developed ethanol policy. Their most common national 

policy is known as the Renewable Fuel Standard (RFS). Similar to the other policies discussed in 

this section, the RFS is a policy that has a consumption mandate. Over time, the policy has been 

added onto requiring more ethanol to be consumed.  

In 2005, the U.S. Environmental Protection Agency (EPA) developed a national policy to 

increase the volume of renewable fuel blended into traditional fuels used for transportation. This 

policy, known as the Energy Policy Act of 2005, created the Renewable Fuel Standard (RFS). 

The Energy Independence and Security Act of 2007 (EISA) both increased and expanded on the 

program (AFDC, 2018). These programs are known as RFS1 and RFS 2. RFS1 represents the 

policy initially created by the Energy Policy Act of 2005 while RFS2 represents the update to the 

policy created by The Energy Independence and Security Act of 2007. 

As previously mentioned, in the United States, regulatory bodies and programs are in 

place to encourage the use of biofuels. While there are several biofuel policies across the United 

States, the most commonly known and recognized is the Renewable Fuel Standard. This is a 

program by the United States Environmental Protection Agency (EPA), that regulates the 

amount of cellulosic biofuel, biomass-based diesel, advanced biofuel, and total renewable fuel 
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volumes that are required to be used. A previous study done by Debnath et al. (2017), showed 

the importance of this program, since without it, their simulated scenario showed a significant 

ethanol consumption decrease which lead to nearly no ethanol consumption when ethanol is 

mixed with fuel.  

When policies are in place to encourage the use of ethanol, a nation’s ethanol 

consumption is generally positively affected. However, as we have seen from Japan, once the 

government ceased incentives, production and use became stagnant. In nations such as the 

United States where policy is continuously advanced and supported, ethanol thrives and becomes 

a common good in that nation’s economy. 

All four of the previously discussed nations have a current demand for ethanol. In the 

case of this study, they are some of Brazil’s top ethanol importers. Overtime, their imports may 

change dependent on how their policies develop or are removed. In terms of countries such as 

Japan where the government has removed incentives to produce ethanol, either more ethanol will 

be imported, or the country could stop using the fuel altogether. The latter does not seem likely 

however since, globally, there has been a push to reduce greenhouse gas emissions. In countries 

such as the United States who have a continuously evolving ethanol policy, it is likely that not 

only will more ethanol be produced domestically, but more ethanol will be imported to meet 

growing demand.    

4.3. Methodology 

As mentioned in the section 4.1, four countries are used in this study to represent Brazil’s 

top importers over the 20-year period. These countries are India, Japan, Nigeria, and the United 

States. Looking at these countries, two have a fairly developed ethanol backing, so in addition to 

the uniform variables across the main model, an additional variable is added to both the India 
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and the United States models to represent their policy backing for ethanol. This will be shown 

further in the next section. 

In Farinelli et al., three import demand models were discussed. The first was a basic 

perfect substitutes model that shows that the quantity of imports (Mi) is a function of real 

domestic income (Yi) and the price of the traded commodity (Pi). In our case, if this most basic 

model was used, we would be looking at the quantity of ethanol imported as a function of real 

income from ethanol and the price of ethanol. This equation can be seen below as equation 4.1. 

 𝑀+ = 𝑓(𝑌+ , 𝑃+) (Equation 4.1) 

While equation 4.1 represents a base model, it can be altered to better fit a regression 

software. As Farinelli et al. continued they discussed the representation of equation 4.1 as a new 

equation that is a better representation of the ethanol model. In this equation, new parameters are 

added to represent responsiveness of the volume of the ethanol imports to the price and income 

changes of said ethanol imports. These additions are 𝛼! and 𝛼# which represent partial 

derivatives of 𝑀+ subject to 𝑃+ and 𝑀+ subject to 𝑌+ respectively. In addition, an random error 

term, represented by 𝜀+, is added and assumed to be normally and independently distributed with 

a zero mean and constant variance. This equation can be seen below as equation 4.2. 

 𝑀+ = 𝛼) + 𝛼!𝑃+ + 𝛼#𝑌+ + 𝜀+ (Equation 4.2) 

Farinelli et al. states that for a commodity such as ethanol, equation 4.2 can be used to 

derive ethanol elasticities. In addition, they also discussed the expected signs of 𝛼! and 𝛼#. It 

was stated that 𝛼! is expected to have a negative sign since price and quantity should move in 

opposite directions. This is due to the fact that ethanol is considered a normal good. The sign for 

𝛼# is expected to range from negative to positive. This is because, when real income increases, 

the demand for imported goods could increase, decrease or even remain the same. It would all 
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depend on if the country sees ethanol and a normal or inferior good. If it is seen as an inferior 

good, the demand would increase. We would expect the opposite if it is a normal good however.  

It has been previously stated that the most common functional forms are linear and log-

linear. Previous research has been done as discussed in Farinelli et al. regarding which form is 

the better form. Previous research has not determined if one is better than the other, but it has 

been determined that the log-linear form is more convenient than the linear form. This is due to 

the fact that income elasticities can be derived from the regression coefficients. The log-linear 

form is expressed in equation 4.3. 

 𝑙𝑜𝑔𝑀+ = 𝛼) + 𝛼!𝑙𝑜𝑔𝑃+ + 𝛼#𝑙𝑜𝑔𝑌+ + 𝜔+ (Equation 4.3) 

Since there are not many variables in this equation, we may expect to see little statistical 

significance. This is due to the fact that there may be other factors that have a greater effect on 

the quantity imported than those used in equations 4.2 and 4.3. Other factors could be population 

changes, household income changes, policy implementation or changes, or even a change in 

vehicles on the road. Ultimately, while this looks at how price and income from ethanol affects 

quantity of ethanol imported, it does not have every necessary factor. This is where the model 

covered in the next section comes in. 

4.4. Model and Data 

The model in this section expands on those discussed in the previous section. In addition 

to the variables shown before, other explanatory and country specific variables were added to 

each model for the India, Japan, Nigeria, and United States models. These models were used to 

determine the effect of the price of ethanol, the price of crude oil, Gross Domestic Product, 

exchange rates, and tariffs on Brazilian ethanol imported. In addition, a trend variable was added 

to offset some potential problems that are associated with time series data. As was stated in 

Farinelli et al., time trend variables are often used as a proxy for an omitted variable that may 



 

53 

have an effect on the dependent variable. Since quarterly data is being used in this analysis, a 

lagged variable is also used in the model in order to see if the quantity of ethanol imported is 

affected at all by the previous quarter’s imports. The forementioned equation can be found below 

labeled as equation 4.4. 

𝑄𝑀𝑒𝑡ℎ+( = 𝛽! + 𝛽#𝑃𝑒𝑡ℎ+( + 𝛽,𝑃𝑜𝑖𝑙( + 	𝛽-𝐺𝐷𝑃+( + 𝛽.𝐸𝑥𝑅𝑡+( + 𝛽/𝑇𝑎𝑟𝑖𝑓𝑓+( + 𝛽0𝑇𝑟𝑒𝑛𝑑 +

𝛽1𝐿𝑎𝑔𝑄𝑀𝑒𝑡ℎ((3!)+ + 𝜀+( (Equation 4.4) 

Equation 4.4 represents the general model that is used for all countries. In addition to 

those used in this study, it can be used globally as it is a relatively basic ethanol import model. 

Additional variables can be added to equation 4.4 to make it more country specific. Particular 

variables used below in additional equations are blend rates and ethanol mandates required by 

the importing countries. Other country specific variables could also be added, or variables that 

better explain the importing country’s motivation to import could be added as well. This 

equation as well as the subsequent equations and variables were gathered from Farinelli et al.. 

𝑄𝑀𝑒𝑡ℎ+( = 𝛽! + 𝛽#𝑃𝑒𝑡ℎ+( + 𝛽,𝑃𝑜𝑖𝑙( + 	𝛽-𝐺𝐷𝑃+( + 𝛽.𝐸𝑥𝑅𝑡+( + 𝛽/𝑇𝑎𝑟𝑖𝑓𝑓+( + 𝛽0𝑇𝑟𝑒𝑛𝑑 +

𝛽1𝐿𝑎𝑔𝑄𝑀𝑒𝑡ℎ((3!)+ + 𝛽5𝐸𝑡𝑀𝑎𝑛+( + 𝜀+( (Equation 4.5) 

Equation 4.5 represents the United States’ ethanol import model. The noticeable difference 

between equation 4.4 and 4.5 is the addition of the variable EtMan. This variable is used to 

represent the ethanol consumption mandate set into place by the Renewable Fuel Standard. 

While other countries have ethanol mandates, the United States’ policy has been proven time and 

time again to have a positive effect on ethanol consumption. The Renewable Fuel Standard was 

proven to have a positive effect on corn, the primary commodity used in United States’ ethanol 

consumption, revenue in this thesis.  
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𝑄𝑀𝑒𝑡ℎ+( = 𝛽! + 𝛽#𝑃𝑒𝑡ℎ+( + 𝛽,𝑃𝑜𝑖𝑙( + 	𝛽-𝐺𝐷𝑃+( + 𝛽.𝐸𝑥𝑅𝑡+( + 𝛽/𝑇𝑎𝑟𝑖𝑓𝑓+( + 𝛽0𝑇𝑟𝑒𝑛𝑑 +

𝛽1𝐿𝑎𝑔𝑄𝑀𝑒𝑡ℎ((3!)+ + 𝛽5𝐵𝑅𝑡+( + 𝜀+( (Equation 4.6) 

Equation 4.6 represents India’s ethanol import model. Similar to the difference in 

equation 4.5, equation 4.6 contains an additional variable to represent India’s ethanol blend rate. 

Unlike the United States’ ethanol mandate variable, India’s blend rate is a percentage as opposed 

to a set consumption mandate. In addition, this value is constant throughout the time the blend 

rate was present which is unlike the mandate set by the United States.   

Now that the general model structure is established, an explanation of variables can be 

discussed. The first up for discussion is the dependent variable QMeth. This variable represents 

the quantity of ethanol imported. It is in billions of liters and is specific to country i and in time t. 

This data was gathered from the Secretariat of Foreign Trade (SECEX). Next, we will move onto 

the discussion of the independent variables. An important note on these variables is that those 

representing a dollar value are not only in United States dollars, but are also in real 2015 dollars. 

The first is the variable Peth. This variable represents the import price of ethanol. This data was 

gathered from the Secretariat of Foreign Trade (SECEX). The variable Poil represents the import 

price of crude in dollars per barrel. The specific oil prices used are those for Brent Crude. This 

variable is standard across all countries as it is the world price. This data was gathered from the 

Energy Information Administration (EIA). The variable GDP represents real gross domestic 

product. This data was gathered from the United States Department of Agriculture Economic 

Research Service (USDA ERS). The next variable is ExRt. This variable represents the real 

exchange rate in local currency per dollar. This data was gathered from the USDA ERS as well. 

The next variable is Tariff. This variable represents the import tariff on the ethanol imported. 

This data was gathered from the World Trade Organization (WTO). The next variable is Trend. 
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This variable is a linear time trend variable where quarter one of 2001 is equal to t=1. The next 

variable is LagQMeth. This variable is the lagged quantity of ethanol imported in billion liters. 

The final variables are those that are added into equation 4.2 and 4.3. Variable EtMan represents 

the United States Renewable Fuel Standard mandate in billion gallons. This data was gathered 

from the United States Environmental Protection Agency (EPA) and an article published by the 

USDA ERS. Variable BRt represents the India blend rate which, although listed as a regular 

value, is a percentage. This data was gathered from the 2019 India Biofuels Annual Global 

Agricultural Information Network (GAIN) Report.  

Equation 4.4 represents the base model for all four countries. Equations 4.5 and 4.6 refer 

to the United States and India respectively. The United States and India both have an additional 

variable in their equations due to their ethanol mandates need for representation. Ethanol 

mandates push the production and consumption of ethanol which, for some countries, means that 

they must import ethanol in order to acquire the ethanol they need to meet consumption 

requirements.  

4.5. Results 

Each model was ran for the respective previously mentioned countries. This means that 

the appropriate previously mentioned models were ran for India, Japan, Nigeria, and the United 

States. Unfortunately, there were not a lot of significant results in these models. Dickey-Fuller, 

Breusch-Godfrey, and Breusch-Pagan tests were ran to determine if non-stationarity, serial 

correlation, or heteroskedasticity was an issue in any of the models. In the models where any of 

the forementioned items were present, corrections were made.  

The first results we will look at are pertain to India. Figure 4.1 shows the summary 

statistics for the Indian data. For each variable, there were 76 observations. None of the variables 
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have negative values as it would not be logical for any to be negative. Three of the variables 

have minimum values of zero due to no imports in different time periods. The trend variable acts 

as a time variable so it ranges from 1 which indicates quarter 1 of 2001 while 76 would indicate 

quarter 4 of 2019. The four other variables have varying minimum and maximum values due to 

the nature of the variable itself.  

 

Figure 4.1: India Summary Statistics 

Moving forward with the results from the India model, we can see that not all discussed 

variables are included in the regression results. As we can see, the variable BRt was not included. 

While India has implemented an ethanol policy, it has not changed in well over a decade. The 

India blend rate has been at 5% since 2003. While not all of the nation sits at the 5% blend rate, 

that is the standard blend across the nation (Aradhey, 2019). Since the blend rate has not been 

updated, it was removed since it is safe to assume it has not had a continued effect on the 

quantity of ethanol imported from Brazil. As we can see from figures 4.2 and 4.3, not many 

variables were statistically significant. The only statistically significant variables were GDP and 

LagQMeth. Both variables were statistically significant at the 1% level however. As we can see, 

the model only explains 23.63% of the variability of the response data around its mean. This 
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would indicate that there are other factors not included in this model that have a significant effect 

on the quantity of Brazilian ethanol imported into India.  

The two significant variables were GDP and LagQMeth. As we can see, the coefficient 

for the variable GDP is negative which indicates that as India’s GDP increases, ethanol 

consumption decreases. This would mean that India sees Brazilian ethanol as an inferior good. 

The other statistically significant variable was LagQMeth. The coefficient for this variable was 

positive which means that the previous quarter has a positive effect on the current quarter’s 

Brazilian ethanol imports.  

 

Figure 4.2: India Import Model 
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Figure 4.3: Statistic Significance of the India Import Model 

A few different tests were ran on the India model. The first was the Dickey-Fuller test. 

The Dickey-Fuller test is a test for a unit root. The null hypothesis of this test is that 𝐻): 𝜃 = 0 

while the alternative is 𝐻!: 𝜃 < 0. When we fail to reject the null hypothesis we can say the data 

is stationary. When we reject the null hypothesis, we say the data is non-stationary. Four 

variables were corrected for non-stationarity. These variables were Poil, GDP, ExRt, and Tariff. 

The variables previously mentioned that were altered are apparent in figures 4.2 and 4.3 as they 

begin with the letter “d”. In addition to the Dickey-Fuller test, the Breusch-Pagan test was ran. 

This is a test for heteroskedasticity. Heteroskedasticity was detected in the model at the 5% level, 

so it was ran with robust standard errors to correct for the heteroskedasticity. The final test that 

was ran was the Breusch-Godfrey test. This test determines if serial correlation is present in the 

model. The null hypothesis is that there is no serial correlation while the alternative hypothesis is 

that there is serial correlation. In this model, there is no serial correlation.  

The next set of results we will cover are those pertaining to Japan. Figure 4.4 shows the 

summary statistics for the India data. For each variable, there were 76 observations. Once again, 

none of the variables have negative values as it would not be logical for any to be negative. 
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Three of the variables have minimum values of zero due to no imports in different time periods. 

The trend variable is the same as it is for India in that it acts as a time variable so it ranges from 1 

which indicates quarter 1 of 2001 to 76 which would indicate quarter 4 of 2019. The four other 

variables have varying minimum and maximum values due to the nature of the variable itself.  

 
Figure 4.4: Japan Summary Statistics 

Moving forward with the Japan results, we can see that there are more significant 

variables when we use this dataset than there was with the India dataset. As we can see from 

figures 4.5 and 4.6, there were five statistically significant variables. Variable Poil was 

statistically significant at the 10% level. Variables Peth and GDP were both statistically 

significant at the 5% level. Both the constant and variable LagQMeth were statistically 

significant at the 1% level. As we can see, the model only explains 50.27% of the variability of 

the response data around its mean. This would indicate that there are other factors not included in 

this model that have a significant effect on the quantity of Brazilian ethanol imported into Japan. 

This is an improvement over the India model, however, it is still not ideal.  

The four significant variables were Peth, Poil, GDP, LagQMeth, and the constant. The 

first statistically significant variable is Peth. The constant of this variable is negative which 

indicates that as the price of ethanol increases, the quantity of ethanol imported decreases. The 
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variable Poil is also negative which indicates that as the price of oil increases, ethanol imported 

decreases. This could be a logical result if we think of the two goods as complementary. As we 

can see, the coefficient for the variable GDP is positive which indicates that as Japan’s GDP 

increases, ethanol consumption increases. This would mean that India sees Brazilian ethanol as 

an normal good. The last statistically significant variable was LagQMeth. The coefficient for this 

variable was positive which means that the previous quarter has a positive effect on the current 

quarter’s Brazilian ethanol imports. The constant is not necessarily a variable, but was 

statistically significant. The constant is known as the intercept of the model. 

 
Figure 4.5: Japan Import Model 
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Figure 4.6: Statistic Significance of the Japan Import Model 

A few different tests were ran on the Japan model. The first was the Dickey-Fuller test. 

The Dickey-Fuller test is a test for a unit root. The null hypothesis of this test is that 𝐻): 𝜃 = 0 

while the alternative is 𝐻!: 𝜃 < 0. When we fail to reject the null hypothesis we can say the data 

is stationary. When we reject the null hypothesis, we say the data is non-stationary. Four 

variables were corrected for non-stationarity. These variables were Poil, GDP, ExRt, and Tariff. 

The variables previously mentioned that were altered are apparent in figures 4.5 and 4.6 as they 

begin with the letter “d”. In addition to the Dickey-Fuller test, the Breusch Pagan test was ran. 

This is a test for heteroskedasticity. Heteroskedasticity was not detected at the 5% level in the 

model. The final test that was ran was the Breusch-Godfrey test. This test determines if serial 

correlation is present in the model. The null hypothesis is that there is no serial correlation while 

the alternative hypothesis is that there is serial correlation. In this model, there is no serial 

correlation. 

Moving on, we will focus on the set of results from the Nigeria model. Figure 4.7 shows 

the summary statistics for the Nigeria data. For each variable, there were 76 observations. Once 

again, none of the variables have negative values as it would not be logical for any to be 
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negative. Four of the variables have minimum values of zero due to no imports or no tariff in 

different time periods. The trend variable is the same as it is for India and Japan in that it acts as 

a time variable so it ranges from 1 which indicates quarter 1 of 2001 to 76 which would indicate 

quarter 4 of 2019. The four other variables have varying minimum and maximum values due to 

the nature of the variable itself.  

 
Figure 4.7: Nigeria Summary Statistics 

Looking further at the Nigeria results, we can see that there are a few highly significant 

variables. As we can see from figures 4.8 and 4.9, there were four statistically significant 

variables. Variables Peth, Trend, LagQMeth, and the constant were all statistically significant at 

the 1% level. As we can see, the model only explains 36.35% of the variability of the response 

data around its mean. This would indicate that there are other factors not included in this model 

that have a significant effect on the quantity of Brazilian ethanol imported into Nigeria. Ideally, 

the r squared value would be higher, but this is a definite indication that more variables are 

needed in further research.  

The four significant variables were Peth, Trend, LagQMeth, and the constant. The first 

statistically significant variable is Peth. The constant of this variable is positive which indicates 

that as the price of ethanol increases, the quantity of ethanol imported increases. The variable 
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Trend is negative which indicates that as time goes on, ethanol imported decreases. This could be 

mean that Nigeria has developed its own domestic supply. If we remember, this was a possibility 

discussed previously. The last statistically significant variable was LagQMeth. The coefficient 

for this variable was positive which means that the previous quarter has a positive effect on the 

current quarter’s Brazilian ethanol imports. The constant is not necessarily a variable, but was 

statistically significant. The constant is known as the intercept of the model. 

 
Figure 4.8: Nigeria Import Model 
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Figure 4.9: Statistic Significance of the Nigerian Import Model 

A few different tests were ran on the Nigeria model. The first was the Dickey-Fuller test. 

The Dickey-Fuller test is a test for a unit root. The null hypothesis of this test is that 𝐻): 𝜃 = 0 

while the alternative is 𝐻!: 𝜃 < 0. When we fail to reject the null hypothesis we can say the data 

is stationary. When we reject the null hypothesis, we say the data is non-stationary. Four 

variables were corrected for non-stationarity. These variables were Poil, GDP, ExRt, and Tariff. 

The variables previously mentioned that were altered are apparent in figures 4.8 and 4.9 as they 

begin with the letter “d”. In addition to the Dickey-Fuller test, the Breusch Pagan test was ran. 

This is a test for heteroskedasticity. Heteroskedasticity was not detected at the 5% level in the 

model. The final test that was ran was the Breusch-Godfrey test. This test determines if serial 

correlation is present in the model. The null hypothesis is that there is no serial correlation while 

the alternative hypothesis is that there is serial correlation. In this model, there is no serial 

correlation. 

The final model results covered are those from the United States model. Figure 4.10 

shows the summary statistics for the United States data. For each variable, there were 76 
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observations. Once again, none of the variables have negative values as it would not be logical 

for any to be negative. Three of the variables have minimum values of zero due to no imports or 

in different time periods. The trend variable is the same as it is for the previous three models in 

that it acts as a time variable so it ranges from 1 which indicates quarter 1 of 2001 to 76 which 

would indicate quarter 4 of 2019. Unlike the other models, the United States has two constant 

variables. The exchange rate and tariff variables for the United States are unchanging values that 

will be omitted from the actual regression due to collinearity issues.  

 
Figure 4.10: United States Summary Statistics 

Looking at the United States model results, we can see that there is not much for 

significant variables in this regression. As we can see from figures 4.11 and 4.12, there were only 

two statistically significant variables. Variable GDP was significant at the 10% level and 

variable LagQMeth was significant at the 5% level. As we can see, the model only explains 

30.96% of the variability of the response data around its mean. This would indicate that there are 

other factors not included in this model that have a significant effect on the quantity of Brazilian 

ethanol imported into the United States. Once again, the exchange rate and tariff variables were 

omitted due to collinearity issues.  
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Originally, it was expected that the variable EtMan would be significant. However, it 

does make sense that it is not. In the original research done by Farinelli et al. (2009), the variable 

representing the United States’ ethanol mandate was statistically significant however, this 

research covered from 1997-2007. Since then, new ethanol policies have been enacted that 

possibly have a higher effect on the United States’ Brazilian ethanol imports. Renewable Fuel 

Association reports have shown that a majority of Brazilian ethanol is imported into California. 

The state of California actually has their own ethanol policy known as the Low Carbon Fuel 

Standard (LCFS). This policy could potentially have a greater effect on the quantity of Brazilian 

ethanol imported as it has been speculated that ethanol produced in Brazil better satisfies the 

LCFS than United States’ ethanol.  

The two significant variables were GDP and LagQMeth,. As we can see, the coefficient 

for the variable GDP is negative which indicates that as the United States’ GDP increases, 

ethanol consumption decreases. The second statistically significant variable was LagQMeth. The 

coefficient for this variable was positive which means that the previous quarter has a positive 

effect on the current quarter’s Brazilian ethanol imports.  
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Figure 4.11: United States Import Model 

 

Figure 4.12: Statistic Significance of the United States Import Model 

A few different tests were ran on the United States model. The first was the Dickey-

Fuller test. The Dickey-Fuller test is a test for a unit root. The null hypothesis of this test is that 

𝐻): 𝜃 = 0 while the alternative is 𝐻!: 𝜃 < 0. When we fail to reject the null hypothesis we can 

say the data is stationary. When we reject the null hypothesis, we say the data is non-stationary. 

Two variables were corrected for non-stationarity. These variables were Poil and GDP. The 
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variables previously mentioned that were altered are apparent in figures 4.11 and 4.12 as they 

begin with the letter “d”. In addition to the Dickey-Fuller test, the Breusch Pagan test was ran. 

This is a test for heteroskedasticity. Heteroskedasticity was detected at the 5% level in the model, 

so it was ran with robust standard errors to correct for the heteroskedasticity. The final test that 

was ran was the Breusch-Godfrey test. This test determines if serial correlation is present in the 

model. The null hypothesis is that there is no serial correlation while the alternative hypothesis is 

that there is serial correlation. In this model, there is no serial correlation. 

4.6. Conclusions 

While this study had benefits, it also had drawbacks and ways it could be improved. For 

example, a lack of available data significantly setback the study. For instance, several additional 

countries were chosen to represent Brazil’s ethanol importers initially, but due to a lack of data, 

had to be excluded. Although some countries had data available, the data often did not span the 

entire time period, thus not providing an accurate depiction of the ethanol markets. A common 

issue was the lack of tariff data. While the WTO had significant and accurate data for some 

countries, such as those used within this study, other countries had over a decade worth of 

missing data. This was the case for countries in the European Union and South Korea. Although 

some data could be found online, it often only went back to the early 2010’s.  

Some other improvements to the models themselves, particularly to the models presented 

in equations 4.4-4.6, could be additional variables that may have an effect on the quantity 

imported. This study very much focused on just the basic structure of the ethanol import market 

and not as much on why a country would want to import a greater (or lesser) quantity. While 

equations 4.5 and 4.6 each have an additional variable for their respective country, more can be 

added to paint an even better picture of the intercountry models. 
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CHAPTER 5: CONCLUSIONS AND FURTHER RESEARCH 

To recap, this thesis covered two research topics. The first study looked at how the 

implementation of policy affects the revenue that originates from the commodity used to produce 

ethanol while the second looked at import quantity demand for a specific nation’s ethanol. The 

first portion of this thesis used VaR to study the Renewable Fuel Standard in the United States. 

Specifically, it VaR was used to determine how the Renewable Fuel Standard affected corn 

revenue as corn is the commodity most commonly used for ethanol production in the United 

States. This study also contained Stochastic Dominance with Respect to a Function (SDRF) 

which ranks outcomes based on their level of risk. The second study focused on import quantity 

demand of Brazilian ethanol. The relation and usefulness of this study comes from the countries 

themselves. Both the United States and Brazil have a strong policy backing for ethanol which in 

turn incentives them to produce and trade ethanol. The United States and Brazil were chosen for 

this thesis due to the previously mentioned reasons as well as their global production and 

consumption standings. 

First, we will review the results from chapter 3. Of these results, we will focus first on the 

VaR results. A conclusion was made that once the ethanol policy was in place and as it 

stabilized, the downside risk declined. This means that the RFS reduced uncertainty in the corn 

revenue and reduced the financial risk that is associated with losses. Since we see reduced losses, 

we will see greater revenues for corn used for ethanol production. Looking at the stochastic 

dominance results, they back up the VaR results by showing that both a risk neutral and a 

slightly risk averse individual prefer a time period where there is a stable policy in place. With 

both of these in mind, based on the VaR and stochastic dominance results, we can conclude that 

revenue from corn used for ethanol production did increase.  
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Although this study did serve its purpose, further research can be done. For instance, a 

study could be done that simulates an increase in the ethanol mandate which would theoretically 

increase the amount of corn allocated to ethanol. This simulated increase could then be compared 

with the three sections that were used in this paper to determine if the preferred option would be 

to increase the mandate or if it is better to leave it as is. Another study that could be done would 

be to use the same methodology, but look at a different country and/or policy.  

The second set of results we will review are those discussed in chapter 4. To recap, these 

results looked at which factors had a significant effect on the quantity of Brazilian ethanol 

imported. While several countries import Brazilian ethanol, four countries were chosen to 

represent Brazil’s top 10 importers. These countries were India, Japan, Nigeria, and the United 

States. There was a desire to add more countries who fell within the criteria, but due to a lack of 

data, they had to be omitted. The most common variable that had an effect on Brazilian ethanol 

imports was LagQMeth. This variable indicated that a previous quarter’s imports had an effect 

on the current quarter’s imports.  

For the most part, this study was able to show what variables have an effect on the 

countries’ demand for ethanol. This study only focused on Brazil’s exports, but could be altered 

to use any country’s exports and top importers. In addition, based on the r squared values, 

additional variables could be added to the models in order to show other factors that affect the 

quantity of ethanol imported.  

In conclusion, the first study looked at how the implementation of policy affected the 

revenue from corn, the main commodity used to produce ethanol in the United States. The 

second study looked at the factors that affected the quantity of Brazilian ethanol demanded 

through imports. Value at Risk (VaR), Stochastic Dominance with Respect to a Function 
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(SDRF), and time series regression was used in this thesis. This study showed that ethanol policy 

has a positive effect on revenue from the commodity used to produce ethanol. In addition, it 

showed that countries with varying ethanol policies and markets have different factors that affect 

their decision to import ethanol.  
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APPENDIX. LIST OF VARIABLES 

QMeth = quantity of ethanol imported, in billion liters, in country i and in time t 

Peth = import price of ethanol, 2015 dollars per liter 

Poil = import price of crude, 2015 U.S. dollars per barrel 

GDP = real gross domestic product (GDP), 2015 billions of U.S. dollars 

ExRt = real exchange rate, local currency per dollar, 2015 U.S. dollars  

Tariff =  MFN import tariff  

Trend = linear time trend where quarter 1 of 2001 is t=1 

LagQMeth = lagged quantity of ethanol imported, billion liters 

EtMan = United States Renewable Fuel Standard mandate, billion gallons 

BRt = India blend rate, percentage 

t = time 

i = country 

 

 


