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ABSTRACT 

According to the American cancer society, 1.9 million new cancer cases and 608,570 

cancer deaths are projected to occur in the United States. There is a fundamental technology gap 

that prevents the availability of tools for the diagnosis of cancer and genetic diseases as well as the 

genetic predisposition to developing certain diseases such as diabetes, and cardiovascular disease. 

The prognosis of several types of cancer can be done through blood tests to detect the concentration 

level of the respective biomarkers.  

However, detecting biomarkers is still difficult with existing methods such as ELISA, 

Surface Plasmon resonance, and PCR techniques. The existing techniques have drawbacks due to 

complicated and time-consuming protocols, thus requiring the presence of an expert to handle 

complex and expensive pieces of equipment. Therefore, there is a need to develop a cost-effective 

transduction mechanism for biomarker detectors that could be used for cancer screening at the 

point-of-care preferably using as a single finger-prick blood droplet from the patients that have the 

combination of high sensitivity, high specificity, and low complexity to detect cancer at an early 

stage.  

To address the limitations on the current techniques for biomarker detection, we developed 

a label-free automated real-time image processing technique based on dielectrophoresis (DEP) 

spectroscopy that is an effective transduction mechanism of a biosensor for the disease biomarker 

detection. 

A substantial change in the negative DEP force applied to functionalized polystyrene 

microspheres (PM) was observed to both the concentration level of the disease biomarker and the 

frequency of the electric field produced by interdigitated gold microelectrode. The velocity of 

repulsion of the PM attached to the disease biomarker from the electrode was determined using a 
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side illumination and automated software using a real-time image processing technique that 

captures the Mie scattering from the PM. Since negative DEP spectroscopy is an effective 

transduction mechanism for the detection of the cutoff levels of disease biomarker, it has the 

potential to be used in the early-stage diagnosis and the prognosis of cancer. 
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1. INTRODUCTION 

In 2020, 1.8 million new cancer cases and six hundred cancer deaths were projected to 

occur in the United States [1]. Early diagnosis of cancer is important as detecting symptomatic 

patients as early as possible will have the best chance for successful treatment [2], [3]. The early 

diagnosis of cancer can be performed from the saliva, serum, and blood sample of the patient [2], 

[4]. These cancer biomarkers can be used in the development of new precision medicine drugs, 

such as targeted therapy and immunotherapy, designed to target specific features in cancer cells, 

potentially reducing the damage to healthy cells [2], [4]. 

The term biomarkers refers to an indication of a biological state observed externally for a 

patient. Medical signs stand in contrast to medical symptoms, which are limited to those 

indications of health or illness perceived by patients themselves [5]–[9].  

Researchers have defined the term biomarkers over the years in their literature with very 

little deviance. In 1998, the National Institutes of Health Biomarkers Definitions Working Group 

defined a biomarker as “a characteristic that is objectively measured and evaluated as an indicator 

of normal biological processes, pathogenic processes, or pharmacologic responses to a therapeutic 

intervention [10]–[14].” 

Some of the biomarkers can be a protein, a specific enzyme, specific hormone 

concentration, an explicit gene distribution, or the concentration of a biological substance. These 

parameters are the initial set of indicators from the human body for its heath, physiological 

assessments such as disease diagnosis, effects of environmental exposures, etc. Thus, the 

biomarker can be used as a measurement of a parameter in the biological sample and then classify 

the patients accordingly. The first set of biomarkers whose measurements are recorded based on 

their physiological parameters of the patients using vitals such as blood pressure, 
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electrocardiograms, event monitoring, or stress test of the patient. The second set of biomarkers 

include the test results based on imaging techniques such as mammography, computed tomography 

scans, magnetic resonance imaging, or even X-ray measurements. The other set of biomarkers are 

the questionnaire-based clinical assessment. These objective assessments include the answers 

given by the patients to the questions asked by the nurse to the patient such as the World Federation 

of Neurosurgical Societies score (WFNS) [15] or Glasgow Outcome Scale (GOS)[16]. 

The third and effective set of biomarkers are those whose measurements are made from the 

protein concentration, gene transcripts in the biological fluids such as blood, urine, or tissue sample 

extracted from the patients.  

The identification of the biomarkers is based on relevance and validity. Relevance refers 

to the ability to deliver clinically appropriate information and validity refers to its efficiency.  

Biomarkers can be used for patient evaluation in several medical scenarios, as well as 

approximating peril of disease, screening for occult primary cancers, distinguishing benign from 

malignant findings or one type of malignancy from another, determining prognosis and prediction 

for patients who have been diagnosed with cancer, and monitoring status of the disease, either to 

detect recurrence or determine response or progression to therapy [17], [18]. Determination of a 

patient’s risk of developing malignancy is helpful if risk reduction strategies (such as lifestyle 

changes, prophylactic surgery, or chemoprevention) or screening are effective. Applying these 

strategies to high-risk groups is much more efficient than wholesale application to the entire 

population [6], [7]. Biomarkers have been identified that can be used to determine an individual’s 

risk of developing cancer. Besides, this biomarker quantification technique needs to be simple and 

easy to perform in clinics, hospitals, and other point-of-care settings. Some of the biomarkers are 

found to occur in serum in remarkably stable forms, highlighting the significance of biomarkers 
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for early-phase cancer diagnostics and screening [14], [18]–[20]. Many biomarkers are FDA 

approved and it is essentially new and simple techniques are used to detect the same.  To 

accomplish this need, we are proposing a low-cost, high throughput, high sensitive, and user-

friendly lab-on-a-chip device technique to detect the biomarkers from serum in point-of-care 

settings. 

1.1. Current State of the Art and Challenges 

In our research we have studied two forms of biomarkers, namely: 

 Protein-based biomarker 

 Gene expression-based biomarkers. 

1.1.1. Protein biomarker 

Detection of biomarkers is important in the diagnosis and prognosis of life-threatening 

diseases like pancreatic ductal adenocarcinoma, acute myocardial infarction, lung cancer, prostate 

cancer, and oral cancer [9]. Unlike the conventional techniques, the biomarkers mostly are non-

invasive techniques [21]. For example, pancreatic cancer is one of the most fatal forms of cancer 

malignancies in humans. The surgical procedure remains the only remedial action for this 

distressing ailment. The average five-year survival rate is 6% with less than one year of average 

survival time for the patients in the metastasis condition [22], [23]. Hence it is vital to diagnose 

this condition at its early stage. Biomarkers are one of the best methods in early diagnosis. The 

fluctuations of the levels of biochemical molecular biomarkers can be nucleic acids, peptides, 

carbohydrates, or proteins. Biomarkers act as an effective tool in the diagnosis and prognosis in 

comparison to other methods [7], [24], [25]. The biopsy is excruciating at times and has adverse 

effects on the body. The imaging techniques like magnetic resonance imaging, computed 
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tomography, ultrasound, and other optical imagining are not effective in diagnosing cancer at the 

early stages.  

For example, carbohydrate antigen CA 19-9 is a protein biomarker that can be used in the 

detection of pancreatic cancer [25], [26]. CA 19-9 is currently the only biomarker that is approved 

by the U.S. Food and Drug Administration (FDA) for the monitoring of pancreatic cancer. A 

detailed literature review of pancreatic cancer was conducted by and they demonstrated various 

cutoff levels of CA 19-9 used as a screening tool in asymptomatic patients for the Diagnosis of 

Pancreatic Cancer. The predictive value of CA 19-9 in the diagnosis of pancreatic cancer rises with 

its increase in level. Steinberg et al. showed that the percentage of pancreatic cancer incidence 

level is 72% with CA 19-9 over 37 U/mL [27]. However, when the concentration of CA 19-9 

exceeds 1000 U/mL, the probability of incidence of pancreatic cancer rises to more than 97%.  

1.1.2. Gene expression-based biomarkers 

Genetic markers are used to follow the inheritance patterns of chromosomal regions from 

generation to generation and are used in identifying the genetic variants associated with human 

disease [28]. The most common genetic variations are single nucleotide polymorphism (SNP), 

which is due to the differences in single base substitution. In every DNA sequence, SNP represents 

a difference in a single nucleotide [29]. SNP may replace a single nucleotide with another 

nucleotide [30].  Previous research has shown that SNP predicts an individual’s risk of developing 

certain diseases such as cardiovascular disease, type 2 diabetes mellitus [31], autoimmune disease, 

Alzheimer's disease [32], cancer, and an individual’s response to certain drugs [33]–[37]. These 

small differences can be used to track an individual’s susceptibility to environmental factors such 

as toxins [38]. Since SNPs are stable over generations, they are excellent genetic markers. It is 

important to explore the role of SNPs in the genetic analysis of the disease as they would enable 
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the identification of complex diseases and genetic disorders [38]. Even though SNPs are an 

important factor in genetic variation [39], [40], detecting SNPs is still expensive and time-

consuming with existing techniques. 

In any living organism, messenger ribonucleic acid is a vital and functional constituent in 

the DNA present in cells. Messenger RNA (mRNA) serves as a sensitive biomarker in the 

prognosis and diagnosis of diseases as it holds a key connection between genome and proteome as 

it carries the information from the DNA to initiate the protein synthesis [41]. Some of the cell 

regulatory pathways are controlled by mRNA such as cell cycles, chromatin modifications, and 

cell adhesions, [42] and these regulatory pathways can be affected by different mRNA expression 

caused by activation mRNA degradation, point mutation,  among others, leading to cause several 

diseases including cancer [41], [43], [44]. 

However, detecting protein and nucleotide-based biomarkers is still difficult with existing 

methods such as ELISA, Surface Plasmon resonance, and PCR techniques. The existing techniques 

have drawbacks due to complicated and time-consuming protocols, thus requiring the presence of 

an expert to handle complex and expensive pieces of equipment. Therefore, there is a need to 

develop a cost-effective transduction mechanism for biomarker detectors that could be used for 

cancer screening at the point-of-care preferably using as a single finger-prick blood droplet from 

the patients that have the combination of high sensitivity, high specificity, and low complexity to 

detect cancer at an early stage.  

To address the limitations of the current techniques for biomarker detection, we developed 

a label-free automated real-time image processing technique based on dielectrophoresis (DEP) 

spectroscopy that is an effective transduction mechanism of a biosensor for the disease biomarker 

detection. 
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1.2. Electrokinetics 

The study of the motion of microparticles with or without charge in a suspended medium 

under the influence of an electric field is called electrokinetics [45]–[47]. 

An electric double layer is formed at the solid-liquid interface when a charged particle is 

suspended in an ionic solution. This is a layer surrounding particles at the dispersed phase 

including those ions adsorbed on the surface of the particles and a countercharged dispersion 

medium [48].  

The electric double layer consists of the following:  

1. Surface charge: These are the charged ions that are adsorbed on the particle surface. 

2. Stern layer: These are the counter ions with charges opposite to the surface charge. 

These are attracted towards the particle surface and are closely attached to the 

surface by the electrostatic force. The electric potential drops linearly across this 

layer. A layer of weakly bound ions is formed beyond the stern layer but within a 

distance corresponding to Debye length [49]. 

3. Diffuse layer: This is a thin film that is formed adjacent to the particle with free 

ions with a higher concentration of counterions. The potential drops exponentially 

across this layer. 
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Figure 1.1: Diagram of electric double layer 

 

The diffuse layer and the bulk electrolyte solution are separated by an interface called a 

slip plane. The potential at this plane is called the zeta potential. As shown in figure 1.1 the charged 

surface is electrically screened beyond the Debye length away from the diffuse layer. The Debye 

length, Ld is given by [50] 

𝐿𝑑 = √𝜀𝑜𝜀𝑚𝑘𝑇
8𝜋𝑁0𝑍2𝑞2⁄  
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where 𝜀𝑜 is the permittivity of the free space, 𝜀𝑚 is the relative permittivity of the medium, k is the 

Boltzmann constant, T is the absolute temperature, N0 is the bulk concentration of ions in the 

electrolyte, Z is the valence of the electrolyte and q is the charge on an electron. 

1.2.1. Dielectrophoresis 

Dielectrophoresis is an electrokinetic phenomenon that acts on dielectric particles in a 

conductive solution in the presence of a inhomogeneous electric field [51]. The term 

dielectrophoresis was coined by Pohl in 1951 from a Greek work “phorein, an effect in which the 

particle is carried due to its dielectric properties [52]. 

Pohl defined this effect as “the motion of suspensoid particles relative to that of the solvent 

resulting from polarization forces produced by an inhomogeneous electric field.” A dielectric (or 

dielectric material) is an electrical insulator that can be polarized by the application of an electric 

field. When a dielectric particle is placed in an applied electric field the electrical charges do not 

pass through them due to their insulator characteristics, but these electric charges deviate 

marginally from their equilibrium positions. Due to this, a dielectric polarization is caused on the 

dielectric materials [53], [54].  

Exposing a polarizable particle to an electric field will induce electrical charges on the 

particle. These induced electrical charges will then act upon the dipole to align them parallel to the 

applied electric field. If this electric field is non-uniform, a net force will be imposed due to uneven 

Coulomb forces acting upon the dipole. Based on the particle’s polarizability in comparison with 

that of the suspending medium, the particle can move towards or off the region of the applied 

electric field. This motion is called DEP [55], [56]. 

If the particle is polarized more than the surrounding medium, then it experiences a net 

force towards the high electric field region and will be attracted towards the right electrode as 
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shown by the figure labelled positive dielectrophoresis in figure 1.2. This is known as positive 

DEP. If the particle is polarized less than the surrounding medium, then it moves toward the low 

electric field region on the left electrode as shown by the figure labelled positive dielectrophoresis 

in figure 1.2. This process is known as negative DEP [57]. This is depicted in figure 1.2.  

 

Figure 1.2: DEP effect acting upon dielectric particle in a non-uniform electric field. The left 

figure depicts the particle is experiencing positive DEP and the right figure depicts the particle is 

experiencing a negative DEP effect. 

 

The DEP force can selectively segregate, concentrate, or refine target molecules or 

particles from a complex sample by either attracting them to or repelling them from the electrodes. 

The translational forces produced due to attraction or repulsion are due to the interactions of the 

dipole moment of the particles with the applied non-uniform electric field [57]. 

The time-averaged DEP force on a spherical particle of radius r is given by 

〈𝐹𝐷𝐸𝑃〉 = 2𝜋𝜀𝑚𝑟3𝑅𝑒[𝐾CM(𝜔)]∇𝐸2, 

Where,  

𝐾CM(𝜔) =
𝜀𝑝

∗ − 𝜀𝑚
∗

𝜀𝑝
∗ + 2𝜀𝑚

∗
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is the Clausius–Mossotti factor, which is the effective polarizability per unit volume of the particle, 

𝜀𝑚 is the permittivity of the medium, 𝜀𝑚
∗  is the complex permittivity of the medium, 𝜀𝑝

∗  is the 

complex permittivity of the particle, ∇E is the electric field gradient. 

The polarizability of the spherical particle is as:  

𝛼 = 4𝜋𝑟3𝜀𝑚𝑅𝑒[𝑓𝐶𝑀(𝜔)] 

Where r is the radius of the spherical dielectric particle, 𝜀𝑚 is the permittivity of the 

suspending medium, 𝜔 is the radial frequency of the applied electric field, and 𝑹𝒆{𝑓𝐶𝑀(𝜔)} is the 

real part of the Clausius-Mossotti factor (CM) and for the spherical particle, is defined as: 

𝑓𝐶𝑀(𝜔) =
𝜀𝑝

∗ − 𝜀𝑚
∗

𝜀𝑝
∗ + 2𝜀𝑚

∗
 

where 𝜀𝑝
∗  is the complex permittivity of the dielectric particle and  𝜀𝑚

∗  is the complex permittivity 

of the suspending medium. The complex permittivity is given by 𝜀∗ = 𝜀 − 𝑗(
𝜎

𝜔
) with 𝜎 the real 

conductivity, 𝜀 the real permittivity, and  𝑗 = √−1  and  𝜔 the angular frequencies [49], [56], [58]–

[72].  

Deviations in the CM factor change the value of 𝛼 and consequently differ the DEP force. 

In the case of the sphere, the real part of the CM factor is theoretically bounded between 1/2 and 

1. Positive DEP occurs when 𝑅𝑒[𝑓𝐶𝑀(𝜔)] > 0 and negative DEP occurs when 𝑅𝑒[𝑓𝐶𝑀(𝜔)] < 0. 

If 𝑅𝑒[𝑓𝐶𝑀(𝜔)] becomes zero under certain conditions then the DEP force acting on the polarized 

particles also becomes zero [59], [66]–[71]. The frequency at which zero DEP force occurs is 

called crossover frequency (𝑓𝐶𝑂), which is represented as:  

𝑓𝐶𝑂 =
1

2𝜋𝜀0
√

(𝜎𝑚 − 𝜎𝑝)(𝜎𝑝 + 2𝜎𝑚)

(𝜀𝑝 − 𝜀𝑚)(𝜀𝑝 + 2𝜀𝑚)
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where 𝜎 is the real conductivity and 𝜀 is the real permittivity, and sub-index p, m are the particle 

and medium respectively [59], [66], [73]. It has been validated that fco depends on the conductivity 

(𝜎𝑝) of the particle at low frequencies (< 1MHz) [74]. The conductivity (𝜎𝑝) of the homogeneous 

dielectric spherical particle is the sum of bulk conductivity (𝜎𝑝,bulk) and surface conductance (𝐾𝑆), 

which is given as: 

𝜎𝑝 = 𝜎𝑝,bulk +
2𝐾𝑆

𝑟
  

where  𝑟  is the radius of the spherical particle. Based on the material of the particle, the bulk 

conductivity (𝜎𝑝,𝑏𝑢𝑙𝑘) can be negligible. Thus, surface conductance (𝐾𝑆) provides a leading impact 

to the conductivity of the particle [59], [66], [71], [73].  

Dielectrophoresis has been widely used in applications directed towards biomedical and 

biotechnology sciences. DEP was first used in the biomedical field to study the cells and their 

response towards the DEP force in understanding their physicochemical properties. Later this 

technology was used in cell sorting, tissue engineering, and biosensors.  

DEP has also been used to characterize and manipulate biological particles such as blood 

cells, stem cells, neurons, pancreatic β-cells, bacteria, and yeast, DNA, Viruses, proteins, 

chromosomes, and cell viability [75].  

DEP has been used in drug delivery assessment and analysis. Drugs such as Gefitinib 

(ZD1839), Cycloheximide (CHX), Cisplatin and docetaxel, and  Terbinafine and insulin are used 

in drug treatment assessments and drug screening using DEP [75]. 

DEP has been used in several DNA studies due to its advantages in isolation and separation 

of small particles. Some of the DEP investigations of DNA include DNA transfection, the 

discovery of circulating cell-free DNA from plasma, detection of DNA from whole blood, 
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characterization to immobilized DNA, cancer cell-free DNA isolation, and trapping DNA single-

DNA molecule [75]. 

DEP is a cost-effective, rapid, precise, and label-free analytical diagnostic and screening 

technique. DEP offers several benefits in isolating, trapping, separating, concentrating, and 

fractionating bioparticles down to the nanoscale [49], [51], [76]–[80] when compared with other 

methods, such as magnetic separation [81]–[84]. 
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2. DEP SPECTROSCOPY APPLICATION 

We developed an image processing software that will track the motion of the particles 

along the concentric lines using the Microsoft foundation classes application using visual C++ that 

is compatible with the Microsoft Windows operating system. Visual C++ will allow the user in 

creating, debugging, and executing applications as well as the applications that target the .NET 

framework. 

The application that we developed uses a USB class camera from which the images 

processed in the application are being captured. In our experiments, we used a Proscope 5 

megapixel microscope compliant camera. The application captures the live video and the time-

lapse images from the Proscope camera. As the images are being captured, the application also 

does real-time image processing. Real-time image processing provides the complete pixel 

information from each time-lapse image. 

The application was designed to make it user-interactive using dialog boxes. We have used 

CDialog class which acts as an interface for managing the boxes used in the application. This is a 

two-phase process that includes constructing the dialog object and then creating a dialog window.  

Using the inbuilt MFC’s CWinapp we created the codes that were generated.  

Multiple dialog boxes were then added to the application wizard to create features that will 

be used to determine the DEP spectroscopy. The home screen of the application has the following 

buttons: 

1. Set Box Coordinates 

2. Start Experiment 

3. Stop Experiment 

4. Delete Results 
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5. Save Image 

6. Save Result 

7. Autosave Settings 

8. FreqGen Settings 

The home screen has the following check buttons: 

1. Auto Image Capture 

2. Autosave Results 

The image of the home screen looks as below: 

 

Figure 2.1: DEP spectroscopy application Home screen displaying the live greyscale video feed  

 



 

15 

Set box coordinates: this button lets us set the height, width, angle, and coordinates of the 

boxes in the X and Y-axis. The region of interest used in the experiment will be set using this dialog 

box. The application lets us set eight boxes in which four of the boxes can be tilted at any angle. 

The dialog is as shown below: 

 

Figure 2.2: Box coordinates setting dialog window 

 

Start Experiment: Clicking this button triggers the application to begin. Commands are sent 

to the function generator if it is connected to the computer, the timer starts, and the real-time image 

processing begins. 

Stop Experiment: Clicking this button stops the application and saves the results obtained 

until this button is clicked. Clicking this button sends the command to reset the timer and write 

results into the comma-separated value (CSV) files. 

Delete Results: Clicking this button erases all the results present in the written CSV file. 

Clicking this button does not produce any effect if there is no data written into the CSV file. 

Save Image: Clicking this button saves the current image from the live video stream. This 

command is independent of the other modules. Once this button is clicked, the current image is 
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saved directly into the output folder.  An arbitrary number of images can be independently saved 

using this button. Each time this button is pressed, the loop will increment the image number before 

saving the image in the output folder with the image number in the file name. 

Save Result: Clicking this button saves the image shown on the screen.  

Autosave Settings: Clicking this button redirects the user to another dialog box that lets the 

user control the time interval to capture the time-lapse images and the time interval to process and 

write the image information.  We have used time intervals in multiples of 40 ms. This time interval 

was selected based on the processing speed of the hardware, interfacing time with the function 

generator, and the frame rate of the video stream. The Autosave Setting dialog box is shown in 

figure 2.3. 

 

Figure 2.3: Autosave Setting dialog box  

 

Function Generator Setting: 

This button prompts a new dialog box that will let the user control the parameters to be set 

in the function generator. The dialog lets the user set the address of the function generator to 

communicate with the application. The peak to peak voltage, the starting frequency, stop 

frequency, increments in the frequency, the period of the frequency signal before switching can be 
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set in this dialog. The dialog lets us two radio buttons in which the user can select if the application 

starts with the frequency to produce either positive or negative frequency. We have included a 

check box called simulate frequency. Once this box is checked, the application emulates the action 

of the function generator, which can be used during the testing of the application. The settings 

dialog box is as shown in figure 2.4. 

 

Figure 2.4: Function Generator Settings dialog window 

 

In this research, we have used the AFG3000 series Tektronics function generator that was 

connected to the computer using a USB cable. The first step involves the installation of the 

Tektronics function generator in the windows operating system. The next step was to establish the 

communication between the function generator and the application. To do so we have used Virtual 

Instrument Software Architecture (VISA) software. This is an industry-standard communication 
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protocol that provides communication with the instrument that is in connection with the PC using 

several communication buses. In our case, as we used the Tektronics function generator we had to 

use TekVISA which is a VISA version of Tektronics. This is comprised of a communication driver, 

USB test, and measurement class driver which acts as an instrument connection manager, 

instrument communication logger, and instrument communication tool.  

The algorithm was initially developed by Syed Kirmani. The application had a few 

drawbacks such as high execution time (80 minutes to evaluate four frequencies) and higher 

storage to save the file (each set needed 480 MB of storage). This resulted from the images 

captured being saved in the RGB format in the hard drive of the computer during the image 

acquisition.  This problem was addressed in the revised algorithm. The algorithm captures and 

saves each image in the RAM of the computer, and once the process is complete the results and 

images will be dumped into the hard drive. The execution time for the revised algorithm is 60 

seconds for the four frequencies. The resulting file is now reduced to 3.15 MB. The flowchart of 

the algorithm is as shown in figure 2.5. 
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Figure 2.5: Flowchart of the DEP spectroscopy application 

 

However, the Visual C++ environment is not compatible with the Tektronics user 

commands. Thus, we used Interchangeable Virtual Instrument (IVI) drivers that are compliant with 

MFC in Visual C++. In this software, we used a LabWindows™/CVI, which is an ANSI C 

integrated development environment (IDE) by National Instruments that was compatible with the 

Tektronics drivers. 
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The application creates the output files in the same folder in which the DEP spectroscopy 

app exists. The output file is saved in CSV format. The image pixels are stored in the memory as 

a single unsigned character array.  

The image pixel is as shown below: 

0 1 2 3 4 5 6 7   

……………………..  

  

  

44 45 46 47 

Blue Green Red    Blue Green Red    Blue Green Red    

Pixel 1 Pixel 2 Pixel 12 

Figure 2.6: Image pixel storage format 

 

The image pixel plotted on the screen are arranged as shown in Figure. 2.7: 

1 

(iLine) 

Pixel 9 

array index 

 32 – 35 

Pixel 10 

array index 

 36 – 39 

Pixel 11 

array index 

 40 – 43 

Pixel 12 

array index 

 44 – 47 

2 

Pixel 5 

array index 

 16 – 19 

Pixel 6 

array index 

 20 – 23 

Pixel 7 

array index 

 24 – 27 

Pixel 8 

array index 

 28 – 31 

3 

Pixel 1 

array index 

 0 – 3  

Pixel 2 

array index 

 4 – 7 

Pixel 3 

array index 

 8 – 11 

Pixel 4 

array index 

12 – 15 

 
0 

(iColumn) 
1 2 3 

Figure 2.7: Pixels observed on the screen 

 

Each of the pixel information for the rows and columns will be added using the equation: 

Index = (ImageY – iLine)  ImageX + iColumn 

Here iLine represents the rows and iColumn represents the column. 
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The calculation of the image intensity based on the pixel information is done by raster 

scanning through rows and columns. The electrode tip is curved and the sample movement from 

the tip of the electrode follows an elliptical pattern. Then observing the patterns of the bead 

movement, we decided it is best to have a radial scan over the row to column-based scan. The 

pattern followed an ellipse-like tracking of the beads. The figures are as shown in figure 4. 

 

Figure 2.8: PM distribution pattern, which follows an elliptical pattern, where b is the major axis 

and a is the minor axis. (a) at t = 40 ms. (b) at t = 80 ms. 

 

The ratio of b/a was consistently equal to 1.5. The pattern had to be radial so we decided 

to start from the center position where a and b are placed.  

The dynamic radius would be, 𝑟 = √(𝑌2 − 𝑌1)2 + (𝑋2 − 𝑋1)2 

With an angle of 

𝜃 = 𝑡𝑎𝑛[
(𝑌2 − 𝑌1)

(𝑋2 − 𝑋1)
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Since we use b = 1.5 aThe raster scan in this application calculates and records the pixel 

information of the image based on the above equation, thus making this efficient as it only tracks 

and records the bins of the bead motion as shown in figure 2.8. 
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3. NUCLEOTIDE IDENTIFICATION IN DNA USING DIELECTROPHORESIS 

SPECTROSCOPY1 

3.1. Introduction 

Genetic markers are used to follow the inheritance patterns of chromosomal regions from 

generation to generation and are used in identifying the genetic variants associated with human 

disease [28]. The most common genetic variations are single nucleotide polymorphism (SNP), 

which is due to the differences in single base substitution. In every DNA sequence, SNP represents 

a difference in a single nucleotide [29]. SNP may replace a single nucleotide [30] (A, T, G, and C) 

with any other nucleotide.  Previous research has shown that SNP predicts an individual’s risk of 

developing certain diseases such as cardiovascular disease, type 2 diabetes, autoimmune disease, 

cancer, and the individual’s response to certain drugs [31]–[33], [85], [86]. These small differences 

can be used to track an individual’s susceptibility to environmental factors such as toxins [34]. 

Since SNPs are stable over generations, they are excellent genetic markers. It is important to 

explore the role of SNPs in the genetic analysis of the disease as they would carve out the 

identification of complex diseases and genetic disorders [35]. Even though SNPs are an important 

factor in genetic variation [36], [37], detecting SNPs is still expensive and time-consuming with 

existing techniques.  

SNP genotyping can be performed with DNA sequencing methods [38]. The same gene of 

different samples is aligned, compared with the help of PCR amplification, and analyzed for 

resequencing to detect SNPs.  

                                                 
1 This chapter was extracted from a published article in Micromachines (F. D. Gudagunti, L. Velmanickam, D. 

Nawarathna, and I. T. Lima, “Nucleotide identification in DNA using dielectrophoresis spectroscopy,” 

Micromachines, vol. 11, no. 1, 2020, doi: 10.3390/mi11010039). Conceptualization, I. T. Lima and F. D. Gudagunti; 

Formal analysis, F. D. Gudagunti and L. Velmanickam; Investigation, F. D. Gudagunti and L. Velmanickam; 

Methodology, F. D. Gudagunti, L. Velmanickam, D. Nawarathna and I. T. Lima; Project administration, I. T. Lima; 

Writing—original draft, F. D. Gudagunti; Writing—review & editing, L. Velmanickam, D. Nawarathna and I. T. 

Lima. 
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The sequencing alignment helps detect the locations of the nucleotides that experience 

SNPs with high accuracy. There are few sequencing methods such as Sanger sequencing, qPCR, 

454 pyrosequencing, Illumina, Ion Torrent, and Endpoint PCR methods [87]. Although these 

sequencing techniques have low error rates, those pieces of equipment are expensive [39], [88]. 

Another method for SNP detection is Restriction Fragment Length Polymorphism (RFLP). The 

difference in the length of homologous DNA sequences from differing locations broken by a 

specific restriction enzyme is illustrated in gel electrophoresis [89], [90]. This method is also 

expensive and complex since it needs a strong binding framework [90]. 

Mapping and Assembly with Quality (MAQ) maps shotgun reads that can build the 

assemblies by using value-based scores to derive genotype calls of the consensus sequence of a 

diploid genome. This technique is based on the Bayesian statistical model that includes error 

probability and mapping qualities from the quality scores of the sequence.  Although minimum 

order quality (MOQ) [91] is efficient and highly sensitive, the high probability sequencing errors 

make it less reliable than other methods. 

The program Short Oligonucleotide Analysis Package (SOAP) is a resequencing tool that 

references the raw sequencing reads and the consensus sequence for the genome sequence to be 

tested. A comparison is done on the consensus sequence with the reference to identify SNPs. This 

method [92] incorporates the data quality, alignment, and recurring experimental errors, making 

this method complex and with large acquisition time.  

TaqMan PCR is a fast and reliable tool for genotyping. There are few applied biosystem 

instruments like real-time PCR which are available for the processing of TaqMan SNP Genotyping 

assays. The endpoint read can be performed on such applied biosystems as real-time PCR. The 

results from this method are highly accurate and are reproducible, although the biosystem involved 
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is expensive and time-consuming. The amplification of the alleles is done using two pairs of 

primers. This process involves overlapping of the primer pairs so that it matches the pairs but not 

to the alternative allele for the SNP [93], [94].   

Another SNP genotyping method is high-resolution electrophoresis (sequencing gel). The 

method is based on allele-specific ligation. The ligation occurs when the probe is situated towards 

the sequence that matches the template. Thus, the genotype is based on the presence or absence of 

the ligated product. Low throughput, time-consuming, and high cost are a few disadvantages of 

this method [95], [96]. 

To address the limitations on the current techniques for SNP detection, we developed a 

label-free automated technique based on dielectrophoresis (DEP) spectroscopy [97]–[99] that is 

an effective transduction mechanism of a biosensor for SNP detection. 

3.2. Material and Methods 

3.2.1. Sample preparation 

The sample preparation consists of the following steps: 

 Step 1: Streptavidin attachment to biotinylated polystyrene microspheres (PM). 

Biotinylated PM with 750 nm diameter was purchased from Spherotech Inc. The first 

step in the preparation of samples consists of binding the biotinylated PM with the 

antigen Streptavidin purchased from Vector Labs Inc. Biotin acts as a conjugate to the 

protein Streptavidin and they form a strong bond with very high affinity. This process 

is done first by adding a 3 µL Streptavidin solution into a 10 µL biotinylated PM 

solution at 70°F in a centrifuge tube to have 100% binding, according to the 

manufacturer recommendation. The total volume was set to 400 µL by adding 0.01× 

phosphate-buffered saline (PBS) solution with a conductivity of 0.01 S/m. Then, the 
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sample was uniformly mixed using a vortex machine and left on a shaker for 20 min 

for the Streptavidin–biotin-binding process. After 20 min, the tube was centrifuged at 

5000 rpm for 14 min to remove the unbound Streptavidin molecules and the buffer.  

 Step 2: Biotinylated DNA attachment to the biotinylated PM + Streptavidin. Each 

Streptavidin molecule can bind up to 4 biotin molecules [45]. One binding site of each 

Streptavidin molecule is used to bind that Streptavidin molecule with the PM. The 

remaining three Streptavidin binding sites bind with three biotinylated DNA. First, 3 

µL of biotinylated DNA purchased from The Midland Certified Reagent Company was 

added into 397 µL of 0.01× Tris-EDTA to have 100% binding of the biotinylated DNA 

with all the Streptavidin molecule binding sites, according to the manufacturer 

requirement. Then this sample was added into the solution with Streptavidin–biotin PM 

and uniformly mixed using a vortex machine. After that, the sample was kept on a 

shaker for 20 min at 70°Ffor the biotinylated DNA to bind with the Streptavidin 

molecules of the PM. After 20 min, the tube was centrifuged at 5000 rpm for 14 min to 

remove the unbound DNA antibody molecules and the buffer. 

 Step 3: Finally, 200 µL of 0.1× TE buffer was added to the centrifuge tube and mixed 

uniformly. 10 μL of this sample solution was pipetted on to the microelectrodes and 

used for each experiment. 

The DNA sequence with a change in the last nucleotide is as follows: 

 5’-(biotin) TGTTGTGCGA-3’  

 5’-(biotin) TGTTGTGCGT-3’  

 5’-(biotin) TGTTGTGCGG-3’  

 5’-(biotin) TGTTGTGCGC-3’ 
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The DNA sequence with a change in the second last nucleotide is as follows: 

 5’-(biotin) TGTTGTGCAC-3’  

 5’-(biotin) TGTTGTGCTC-3’  

 5’-(biotin) TGTTGTGCCC-3’. 

To measure the drift velocity of the dielectric particle due to DEP, we developed a software 

package using Microsoft foundation classes in visual C++ in the Windows operating system.  The 

software interacts and controls with the USB video class (UVC) standard compliant microscope 

camera, Tektronix AFG series function generators, and the pearl-shaped interdigitated electrode. 

This application captures and displays time-lapse images from the sequence of video frames 

recorded at 25 frames per second by the UVC standard-compliant microscope camera. With the 

application controlling the function generator the frequency is swept at low and high values so to 

apply the positive and negative DEP. The experimental setup is as shown in figure 3.1. 

 

Figure 3.1: SNP sensor prototype: (a) Experimental setup. (b) Interdigitated electrodes were used 

in the experiments. The electrode is visible as the darker region in the picture. Scale bar indicates 

50µm. Multi-colored hollow rectangles depict the regions of interest for measurements and 

analysis. (c)The interface of Microsoft Windows application for dielectrophoresis (DEP) 

spectroscopy. 
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The microscope camera extracts the pixel information of the live video using a real-time 

image processing algorithm. The region of interest to observe the DEP effect is set by placing 

rectangular boxes (as shown in figure 3.1c) in which the pixel and color information is extracted 

and with this data, the drift velocity as a function due to DEP force as a function of the frequency 

of the electric field is calculated using the algorithm. The time-lapse images captured for the 

calculation of the drift velocity can be set to desired time intervals. The least possible capture time 

that can be set is 40 ms due to the processing speed of the hardware and the frame rate in which 

the video is captured. 

3.2.2. Pearl-shaped interdigitated electrode 

The direction of movement for the dielectric particle due to DEP depends upon the relative 

polarizability of the particle and the medium and on the presence of a large gradient of the electric 

field intensity produced by electrodes [98]. In the experiments, we used pearl-shaped interdigitated 

electrodes designed and fabricated at North Dakota State University. The initial design of the 

electrode was drawn to scale using AutoCAD and then validated its electric field gradient using 

COMSOL Multiphysics. The electrode was fabricated on a commercially available glass wafer 

with standard fabrication procedures involving photolithography, metal sputtering, and lift-off 

procedures using 1000 Å thick gold film in the microfabrication facilities at North Dakota State 

University. Using COMSOL we verified the maximum electric field of the electrode was 1.8 × 104 

V/m and the gradient of the electric field intensity was high as 3 × 1012 V2/m.  We observed no 

variation on the root mean square of the electric field and the electric field gradient produced by 

this electrode to a frequency ranging from several kHz to a few MHz. The same electric field is 

applied to the particle and the medium in all frequency range and thus, making the DEP depend 

only on the real part of the Clausius-Mossotti factor [100]. 
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3.2.3. Dark-field illumination set up 

A custom-made dark-field illumination setup is built using a 10 mm green LED light 

mounted at 45° on the optical post assemblies. The setup was designed based on the principle of 

dark field microscopy, in which the object is illuminated against a dark background. The 

illumination setup consists of resistors and a Led in series connection. We have used XICON 5W 

100 Ω in series with 3.2V, 10mm diameter with the domed top LED with a dominant wavelength 

of 516 nm. The circuit is as shown below.  

 

Figure 3.2: Circuit diagram of dark-field illumination set up 

 

The LED was mounted on a heat sink which acts as a passive heat exchanger that transfers 

heat generated by the LED, dissipating the heat away from the sample and thereby allowing the 

regulation of the LED’s temperature at optimum levels. The LED was placed 0.5 – 1 cm away 

from the sample placed on top of the electrode. The LED was mounted at an angle of 45°. This 

angle of incidence reduces the amount of light collected by the camera that does not result from 

light scattering from the PM.  
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If a particle or a liquid molecule in our case interacts with an electromagnetic wave, the 

charges of the particle will be in oscillatory motion due to the electric field incident wave. These 

charges would radiate back the electromagnetic energy in various directions which are called 

scattering. 

When 10 µL of the assay was pipetted on the surface of the electrode, a portion of the light 

scattered from the antigen-bound PM is collected by the objective of the microscope, resulting in 

a sharp image of the antigen-bound PM. Since the diameter of the antigen-bound PM is of the 

same order as the wavelength of the green LED (565 nm), the antigen-bound PM appears very 

bright on a dark background due to Mie scattering. 

Mie scattering was formulated by Gustav Mie to describe the light scattering on colloidal 

gold particles suspended in water. For Mie scattering on suspended particles to occur, the particles 

should have a diameter similar to or less than the wavelength of the incident light [101]. The 

scattered light is proportional to the diameter of the particle, which in our case consists of the PM.  

Since the size of the particles used is comparable to the wavelength of the source, the photons 

emitted by the source experience Mie scattering. The angular dependency defines the intensity of 

the scattering with smaller particles which we have used in our experiments.  

The sample was pipetted on the surface of the electrode. The side illumination makes the 

light scatter from the biotin bound PM and part of the scattered light was captured on the 

microscope camera, resulting in the image of the PM. The diameter of the biotin functionalized 

PM was of the same order as the wavelength of the green LED, making the biotin bound PM 

appear much brighter than the background due to Mie scattering. 
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3.2.4. Frequency sweep and real-time image processing 

The drift velocity was measured from the point of application of positive DEP to the 

negative DEP at the applied frequency. Positive DEP is used to attract the PM to the convex edge 

of the electrodes. That was done through the application of a low frequency such as 10 kHz to the 

electrodes. Negative DEP was used to repel the PM from the convex edge of the electrodes to 

enable drift velocity measurements, which were produced with frequencies on the order of 

hundreds or thousands of kHz. This process enables an indirect measurement of the negative DEP 

force, since the DEP force was proportional to the drift velocity due to the viscosity of the solution. 

The custom-made software was programmed to sweep a set of the alternating frequency generating 

positive and negative DEP. The experiments were run at a minimum frequency of 500 kHz and a 

maximum of 2 MHz in linear steps with 10 V peak-to-peak.  

A preliminary set of experiments were conducted to determine the choice of time intervals 

for the application of negative and positive DEP [102]. The time interval set for the positive DEP 

was set to 1000 ms and for the negative DEP, it was set to 40 ms per frequency measurement. With 

the application of positive DEP for 1000 ms at 10 kHz, the PM accumulates on the convex edges 

of the interdigitated electrodes. The software automatically switches the frequency to a higher 

value after 1000 ms, inducing a negative DEP effect for 40 ms. The cycle repeats with the 

application of positive DEP and the following frequency that produces negative DEP along until 

the stop frequency is reached. The system acquires the frames at 0 ms and 40 ms after the 

application of a frequency that produces negative DEP to measure the average drift velocity of the 

PM. The function generator used in the experiments is a Tektronix AFG series that is controlled 

by the computer via a USB port. The software allows the user to set the time intervals for the 

application of both positive and negative DEP effects and enables the user to choose the sequence 
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of frequencies to be used in the experiments to measure the negative DEP spectrum. To improve 

the computational speed, the image acquisition data is saved into the RAM of the computer until 

the stop frequency is reached when the images are transferred to the hard drive.   

The negative DEP spectrum is measured indirectly through the average drift velocity of the 

PM as a function of the frequency since the drift velocity is proportional to the negative DEP force. 

The choice of the negative DEP spectrum, as opposed to the positive DEP spectrum, results from 

the easier measurement of the former when compared with the latter because the PM is clustered 

near the convex edge of the electrode before negative DEP is applied. Moreover, there is a 

significantly larger frequency range that produces negative DEP on the PM that we used when 

compared to the frequency range that produces positive DEP.  

3.3. Results 

We validated our method to detect SNP using DEP spectroscopy experiments with our 

custom-made image processing software for observation and data acquisition.  The validation of 

our method is as shown in figure 3.3. The initial frequency is set to 10 kHz to produce positive 

DEP (< 50 kHz) and the sweeping frequency from 500 kHz to 2 MHz produces negative DEP (> 

250 kHz). Figure 3.3.a clearly shows the application of positive DEP and its effects of attraction 

of PM on the edge of the electrodes up to 0 ms, when negative DEP is applied. Figure 3.3.b shows 

the position of the PM band while it is being repelled away from the electrodes due to negative 

DEP at 40 ms. We developed a system that can calculate the drift velocity of the PM layer to 

indirectly measure the negative DEP force as a function of the applied frequency.  
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Figure 3.3: Experimental Demonstration of negative DEP effect through time-lapse images 

captured through DEP spectroscopy application. The electric field is changed from 10 kHz to 

500 kHz with 10 Vp-p at t = 0 ms. (a) t = 0 ms and (b) t = 40 ms. The ssDNA sequence used for 

this is 5’-(biotin) TGTTGTGCGA-3’. The interdigitated electrode is visible as the darker region 

in the picture. The bright layer visible on the edge of the electrode is formed by the accumulation 

of the sample. The scale bar indicates 25 µm. 
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The region of interest, which is depicted as the rectangular box in figure 3.1.c, is processed 

to extract the position of the PM band as a function of the time while a frequency that produces 

negative DEP is applied. Figure 3.4 represents the light intensity of the images captured shortly 

after the application of negative DEP and 40 ms later. The average location of the PM is the center 

of mass xCM of the light intensity curves. The difference in the center of mass of the curves results 

from the movement of the PM band due to the application of a frequency that produces negative 

DEP. The center of mass is an effective way to measure the location of the PM band to determine 

the velocity of the PM band. The formula used to calculate the center of mass of the light intensity 

curve is given by 

𝑥CM =
∑ 𝐼𝑖

𝑁
𝑖=1 𝑥𝑖

∑ 𝐼𝑖
𝑁
𝑖=1

 

𝐼𝑖is the value of the light intensity at the distance 𝑥𝑖 from the convex edge of the electrode. 

 

Figure 3.4: Light intensity as a function of the pixel position at t = 0 ms, when negative DEP is 

applied, and at t = 40 ms for the ssDNA sequence 5’-(biotin) TGTTGTGCGA-3’ in 10 µL. The 

convex edge of the electrode is located on the right side of the PM layer, as shown in figure 3.3. 
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A relationship was observed between the drift velocity of the PM functionalized with 

ssDNA, which is proportional to the negative DEP force, as a function of frequency and the change 

in the single nucleotide in the last and the second-to-last nucleotide. The ssDNA sequences 

considered in these experiments were 5’-(biotin) TGTTGTGCGA-3’ and its variations in the last 

and the second-to-last nucleotide. Experiments were repeated with fourteen frequencies from 1120 

kHz to 1380 kHz to obtain the negative DEP spectra with higher resolution. A clear dependence 

was observed between the negative DEP spectrum and the nucleotide sequence. The resulting DEP 

spectra are shown in figures 3.5 and 3.7. Each DEP spectrum curve shown in these figures requires 

only 68 seconds to be obtained during the experiments. Figure 3.6 shows a higher resolution 

spectrum for change in the last nucleotide and Figure 3.8 shows the high-resolution spectrum for 

change in the second-to-last nucleotide over the same frequency range shown in figure 3.7. 

 

Figure 3.5: Negative DEP spectra for different nucleotides at the end of ssDNA sequences. All 

the other nucleotides are the same in the ssDNA sequences. The error bars show the confidence 

interval in a single measurement that was calculated using six measurements per frequency. 
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Figure 3.6: High-resolution negative DEP spectra from 1120 kHz to 1380 kHz for the same 

ssDNA sequences used in figure 3.5. 

 

 

Figure 3.7: Negative DEP spectra for different nucleotides adjacent to the last nucleotide of 

ssDNA sequences. All the other nucleotides are the same in the ssDNA sequences. The error 

bars show the confidence interval in a single measurement that was calculated using six 

measurements per frequency. 
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Figure 3.8: High-resolution negative DEP spectra from 1120 kHz to 1380 kHz for the same 

ssDNA sequences used in Figure 3.7. 

 

The difference in the negative DEP spectra shown in figures 3.5, 3.6 3.7 and 3.8 results 

only from changes in a single nucleotide of the ssDNA sequence. All the other parameters and 

conditions were not changed throughout the experiments. The narrow error bars shown with plus 

and minus one standard deviation for a single measurement calculated with six measurements in 

figures 3.5 and 3.7 are indications of the high accuracy and repeatability of the measurements. 

Since there was no overlap in the confidence intervals of different curves in figures 3.5 and 3.7, a 

single measurement is sufficient to determine the type of the last and the second-to-last nucleotide 

of these ssDNA sequences. Therefore, these results demonstrate the potential use of this method 

as a label-free transduction mechanism for SNP detection in the last and the second-to-last 

nucleotides in ssDNA sequences.  

With the experiments using the pearl-shaped electrodes, we observed that it was 

challenging to place the region monitored by the image processing algorithm in the correct location 
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to measure the velocity of the PM band, and the PM band spreads significantly during negative 

DEP due to the electrode layout, reducing the accuracy in the measured position of a biotinylated 

PM band. To address these limitations, we redesigned the electrode layout. The new electrode is 

explained in section 4.2.1.2. The DEP effect under the new electrode is shown in figure 3.9.  

 

Figure 3.9: Time-lapse images captured through DEP spectroscopy application using the new 

electrode design with biotinylated PM. The electric field is changed from 10 kHz to 500 kHz with 

10 Vp-p at ) t=0 ms. The images were captured at (Left) t=0 ms and (Right) t=40 ms. The electrode 

is visible in the darker region. The bright layer visible on the edge of the electrode is formed by 

the PM. The scale bar represents 50 m. Methods: Biotinylated PM with 740 nm diameter in 10 

L of 0.01X PBS. For 480 ms before the image (a), a 10 Vpp electric field at 10 kHz, which 

produces positive DEP, was applied to the electrodes. Right after that, the frequency of the electric 

field increased to 500 kHz. 

 

With this new electrode, the region with a high electric field can be easily acquired through 

image processing and the PM band moving away from the region with a high electric field due to 

negative DEP approximately follows an elliptical pattern. We used an image processing algorithm 

to extract the distribution of the light intensity along with the distance from the convex electrode, 

in which we integrate all the intensity along an ellipse whose ratio between the major axis and the 

minor axis is 1.52. These results are shown in figure 3.10 for the case in which the PM is 

functionalized with single-strand DNA (ssDNA) with sequence 5’-Biotin-TGTTGTGCGA-3’. We 
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calculated the drift velocity of the PM band by dividing the change of the center of mass of the 

region with intensity above 2/3 of the peak intensity over the 40 ms interval in which negative 

DEP was applied. Due to the viscosity of the solution, the DEP force is proportional to the drift 

velocity of the PM band.  

We carried out a sequence of measurements of the drift velocity of a band of PM 

functionalized with ssDNA with the sequence 5’-Biotin-TGTTGTGCGA-3’ and we repeated these 

measurements with three other almost identical sequences, except that the last nucleotide is 

replaced with T, C, and G, respectively. These results are shown in figure 3.11 for the frequency 

range from 1140 kHz to 1285 kHz.  

 

Figure 3.10: Negative DEP Spectrum curves for PM bound to biotinylated ssDNA with 10 

nucleotides. The sequence of nucleotides is 5’-Biotin-TGTTGTGCGA-3’, 5’-Biotin-

TGTTGTGCGT-3’, 5’-Biotin-TGTTGTGCGC-3’, and 5’-Biotin-TGTTGTGCGG-3’. These 

sequences only have a difference in the last nucleotide. Methods: PM with 740 nm diameter 

functionalized with four ssDNA with 10 nucleotides with a difference in the last nucleotide in 10 

L of 0.01X PBS. Each spectral measurement was carried out with all the PM functionalized with 

one sequence of nucleotides. 
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Figure 3.11: High-resolution negative DEP spectra from 1140 kHz to 1285 kHz for the same 

ssDNA sequences used in figure 3.10. 

 

Each DEP spectrum curve requires only 86 seconds to be obtained during the experiments. 

We observed a significant difference in the NDEPS when only the last nucleotide in the sequence 

was changed. The experiment was repeated six times in the frequencies 1160 kHz, 1185 kHz, 1235 

kHz, and 1260 kHz to estimate the error in each measurement that was carried out at those 

frequencies. The error estimated in individual measurements at those frequencies was shown with 

error bars. A distinct pattern in the NDEPS was observed in the strands of DNA in which only the 

last nucleotide was changed. The error in individual measurement of the DEP spectrum on those 

frequencies was significantly lower than the difference in the measurement for different 

nucleotides. Therefore, the NDEPS is sufficient to determine the last nucleotide in the DNA 

strands that we investigated. 

We used the same image processing algorithm that we applied to obtain the results shown 

in figure 3.10 to determine the dependence of the NDEPS on the second-to-last nucleotide in a 
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DNA molecule with 10 nucleotides. One of the DNA molecules was 5’-Biotin-TGTTGTGCAC-

3’ and two others in which the second-to-last nucleotide A was replaced with the nucleotides T 

and C. These results are shown in figure 3.12 for the frequency range from 500 kHz to 2000 kHz 

in steps of 300 kHz and figure 3.13 depicts high-resolution spectra for a frequency range of 1140 

kHz to 1285 kHz. Each DEP spectrum curve requires only 86 seconds to be obtained during the 

experiments. 

 

Figure 3.12: Negative DEP Spectrum curves for PM bound to biotinylated ssDNA with 10 

nucleotides. The sequence of nucleotides are 5’-Biotin-TGTTGTGCAC-3’, 5’-Biotin-

TGTTGTGCTC-3’, and 5’-Biotin-TGTTGTGCCC-3’. These sequences only have a difference in 

the second-to-last nucleotide. Methods: PM with 740 nm diameter functionalized with four ssDNA 

with 10 nucleotides with a difference in the last nucleotide in 10 L of 0.01X PBS. Each spectral 

measurement was carried out with all the PM functionalized with one sequence of nucleotides. 
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Figure 3.13: High-resolution negative DEP spectra from 1140 kHz to 1285 kHz in steps of 20 

kHz for the same ssDNA sequences used in figure 3.12. 

 

 

Figure 3.14: High-resolution negative DEP spectra from 1145 kHz to 1285 kHz in steps of 5 kHz 

for the same ssDNA sequences used in figure 3.12. 
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 We also observed a significant difference in the negative DEP spectrum when the second-

to-last nucleotide in the sequence was changed. The error estimated in the frequencies 1160 kHz, 

1185 kHz, 1235 kHz, and 1260 kHz were shown with error bars. A distinct pattern in the negative 

DEP spectrum was also observed in the strands of DNA in which only the second-to-last nucleotide 

was changed. The error in single measurements of the DEP spectrum is significantly lower than 

the difference in the DEP spectrum with different nucleotides. Therefore, the NDEPS of these 

sequences is sufficient to determine the second-to-last nucleotide in the DNA molecules that we 

investigated. 

The DEP spectra are shown in figures 3.5,3.6,3.7,3.10,3.11,3.12,3.13, and 3.14 can be used 

as the calibration curve for the SNP detection which can pave ways for the diagnosis of genetic 

variants associated with human diseases.  

3.4. Conclusion 

We demonstrated that the negative DEP spectroscopy method is an effective transduction 

method to accurately detect SNPs with which genetic variants causing human diseases can be 

found. The negative DEP spectrum was measured using a custom-made real-time image 

processing technique to detect the drift velocity of PM bound to ssDNA in microstructured 

electrodes since the drift velocity is proportional to the DEP force due to the viscosity of the 

solution. The frequency-dependent velocity of repulsion due to negative DEP on a set of PM bound 

to ssDNA, which is a label-free quantity that we measure using image processing, ha a strong 

dependence on the last and in the second-to-last nucleotides in ssDNA sequences. This technique 

does not require the use of fluorescent labels, which eliminates the washing step of unbound 

fluorescent molecules in the preparation process and, consequently, does not requires a careful 

calibration of the light source and the photodetector sensitivity.  
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4. DETECTION OF A PROTEIN BIOMARKER BASED ON DIELECTROPHORESIS 

SPECTROSCOPY2 

Pancreatic cancer is one of the most fatal forms of cancer malignancies in humans. The 

surgical procedure remains the only remedial action for this distressing ailment [9]. The average 

five-year survival rate is 6% with less than one year of average survival time for the patients in the 

metastasis condition [9], [103]. Hence it is vital to diagnose this condition at its early stage. The 

fluctuations of the levels of biochemical molecular biomarkers can be nucleic acids, peptides, 

carbohydrates, or proteins [7].  

In our study we examined three potential pancreatic cancer biomarkers namely: 

 Carbohydrate antigen (CA) 19-9 

 Carbohydrate antigen (CA) 242 

 Carcinoembryonic Antigen (CEA) 

4.1. Detection of CA 19-9 

Carbohydrate antigen (CA) 19-9 is a pancreatic cancer biomarker [104] that received 

approval by the U.S. Food and Drug Administration (FDA) for the monitoring of pancreatic cancer 

[22], [105], [106]. A detailed literature review of pancreatic cancer was conducted by [27] and 

they demonstrated various cutoff levels of CA 19-9 used as a screening tool in asymptomatic 

patients for the Diagnosis of Pancreatic Cancer. The predictive value of CA 19-9 in the diagnosis 

of pancreatic cancer rises with its increase in level. Steinberg et al. [107] showed that the 

                                                 
2 This chapter was extracted from a published article in Chemosensors (F. Dackson Gudagunti, L. Velmanickam, D. 

Nawarathna, and I. Lima, “Label-Free Biosensing Method for the Detection of a Pancreatic Cancer Biomarker 

Based on Dielectrophoresis Spectroscopy,” Chemosensors, vol. 6, no. 33, pp. 1–10, 2018, doi: 

10.3390/chemosensors6030033.). Conceptualization, I. T. Lima and F. D. Gudagunti; Formal analysis, F. D. 

Gudagunti and L. Velmanickam; Investigation, F. D. Gudagunti and L. Velmanickam; Methodology, F. D. 

Gudagunti, L. Velmanickam, D. Nawarathna and I. T. Lima; Project administration, I. T. Lima; Writing—original 

draft, F. D. Gudagunti; Writing—review & editing, L. Velmanickam, D. Nawarathna and I. T. Lima. 
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percentage of pancreatic cancer incidence level is 72% with CA 19-9 over 37 U/mL. However, 

when the concentration of CA 19-9 exceeds 1000 U/mL, the probability of incidence of pancreatic 

cancer rises to more than 97%. 

Several techniques have been proposed to detect CA 19-9. Most of the investigative 

procedures involve CA 19-9 monoclonal antibody 1116-NS-19-9 in recognizing CA 19-9 as an 

explicit probe [20], [108], [109]. Passerini et al. were the first group to develop a solid-phase radio 

immunometric sandwich assay that can readily react with a carbohydrate antigenic determinant at 

low concentrations [108]. This has led to the development of enzyme-linked immunosorbent 

assay-based techniques using electrochemical assays, photo-electrochemical assays, and 

fluorescent-based assays [110]. Recent advances have detected CA 19-9 using Raman 

spectroscopy and surface plasmon resonance [111]. These techniques have drawbacks due to 

complicated and time-consuming protocols, thus requiring the presence of an expert to handle 

complex and expensive pieces of equipment. To address the above-mentioned problems, we have 

developed a biosensor based on DEP to detect CA 19-9. In this chapter, we present a proof of 

principle of the use of negative dielectrophoresis (DEP) spectroscopy as the transduction 

mechanism to measure the concentration of CA 19-9 [112]. 

4.1.1. DEP theory 

Exposing a polarizable particle to an electric field will induce electrical charges on the 

particle. These induced electrical charges will then act upon the dipole to align them parallel to the 

applied electric field. If this electric field is non-uniform, a net force will be imposed due to uneven 

Coulomb forces acting upon the dipole. Based on the particle’s polarizability in comparison with 

that of the suspending medium, the particle can move towards or off the region of the applied 

electric field. This motion is called DEP [56], [113]. 



 

46 

Kawabata & Washizu exploited the dependence of the DEP force on the molecular binding 

on the surface of functionalized PM to separate PM as a function of the molecular binding for 

alpha-fetoprotein and DNA strands [114]. DEP was also used to concentrate DNA molecules with 

[115] and without [116] PM. 

4.1.2. Materials and methods 

4.1.2.1. DEP spectroscopy application 

We developed a software application using Microsoft foundation classes in visual C++ for 

Windows that measures the drift velocity of dielectric particles due to DEP as a function of the 

frequency of the electric field applied to the interdigitated electrode. The application is integrated 

with a USB video class (UVC) standard compliant microscope camera, Tektronix AFG series 

function generators, pearl-shaped interdigitated electrode, OMFL600 low power microscope, and 

a custom-based optical side illumination technique which is as explained in section 3.2.4.  
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Figure 4.1: (a) Experimental setup of the sensor prototype. (b) Interdigitated electrodes were 

used in the experiments. The electrode is visible as the darker region in the picture. Scale bar 

indicates 100 µm. Multi-colored hollow rectangles depict the regions of interest for 

measurements and analysis. (c) The interface of Microsoft Windows application for 

dielectrophoresis (DEP) spectroscopy. 

 

4.1.2.2. Sample preparation 

The sample preparation consists of the following steps:  

 Step 1: Streptavidin attachment to biotinylated PM. Biotinylated PM with 750 nm 

diameter was purchased from Spherotech Inc. The first step in the preparation of 

samples consists of binding the biotinylated PM with the antigen Streptavidin 

purchased from Vector Labs Inc. Biotin acts as a conjugate to the protein Streptavidin 
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and forms a strong bond with very high affinity. This process is done first by adding a 

3 μL Streptavidin solution into a 10 μL biotinylated PM solution in a centrifuge tube 

to have a 100% binding, according to the manufacturer's recommendation. The total 

volume was set to 400 μL by adding 0.01× phosphate-buffered saline (PBS) solution 

with a conductivity of 0.01 S/m. Then, the sample was uniformly mixed using a vortex 

machine and left on a shaker for 20 min for the Streptavidin–biotin-binding process. 

After 20 min, the tube was centrifuged at 5000 rpm for 14 min to remove the unbound 

Streptavidin molecules and the buffer.  

 Step 2: Biotinylated CA 19-9 antibody attachment to the biotinylated PM + 

Streptavidin. Each Streptavidin molecule can bind up to 4 biotin molecules. One 

binding site of each Streptavidin molecule is used to bind that Streptavidin molecule 

with the PM. The remaining three Streptavidin binding sites bind with three 

biotinylated CA 19-9 antibodies. First, 3 μL of biotinylated CA 19-9 antibody was 

added into 397 μL of 0.01× PBS to have 100% binding of the biotinylated antibodies 

with all the Streptavidin molecule binding sites, according to the manufacturer 

requirement. Then this sample was added into the solution with Streptavidin–biotin PM 

and uniformly mixed using a vortex machine. After that, the sample was kept on a 

shaker for 20 min for the biotinylated CA 19-9 antibodies to bind with the Streptavidin 

molecules of the PM. After 20 min, the tube was centrifuged at 5000 rpm for 14 min to 

remove the unbound biotinylated CA 19-9 antibody molecules and the buffer.  

 Step 3: CA 19-9 Antigen attachment to the PM + Streptavidin + CA 19-9 antibody. 

For this process, different concentrations of CA 19-9 Antigen, including 18 U/mL and 

37 U/mL, were prepared in a total volume of 400 μL 0.01× PBS buffer. Then, this 
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sample was added to the centrifuged CA 19-9 antibody-bound PM and mixed 

uniformly using a vortex machine. After that, the sample was kept on a shaker for 30 

min and the sample was centrifuged at 5000 rpm for 14 min to remove the unbound 

CA 19-9 antigen molecules and the buffer. Finally, 200 μL of 0.01× PBS buffer was 

added to the centrifuge tube and mixed uniformly.  

A schematic representation of the three steps used in the sample preparation is shown in 

figure 4.2. 

 

Figure 4.2: Schematic representation of the sample preparation (Biotinylated polystyrene 

microspheres (PM) + Streptavidin + Biotinylated CA 19-9 Monoclonal Antibody) with the 

antigen Native Protein CA 19-9, assuming binding in all the available sites of the antibody. 

 

4.1.2.3. Pearl-shaped interdigitated electrode 

In the experiments, we used a pearl-shaped interdigitated electrode that was designed and 

fabricated at North Dakota State University [117]. The electrode was designed and drawn to scale 

in AutoCAD, validated in COMSOL Multiphysics, and fabricated on commercially available glass 

wafer using photolithography, metal sputtering, and lift-off procedures using 1000 Å thick gold 

film in the microfabrication facilities at North Dakota State University. Our electrode can generate 

a maximum electric field of 1.8 × 104 V/m and gradients as high as 3 × 1012 V2/m2, which is 

sufficient to produce strong DEP forces to dielectric particles with a few hundred nanometers of 

diameter. It was observed that the root mean square of the electric field and the electric field 

gradient produced by this electrode do not vary with the frequency from tens of kHz to several 



 

50 

MHz. This ensures the sample is subjected to the same electric field gradient in all frequencies of 

interest, which makes DEP behavior depend only on the value of the real part of the Clausius–

Mossotti factor [118].  

4.1.2.4. Illumination setup 

An interdigitated electrode, an OMFL600 low power microscope, a Tektronix AFG series 

function generator, and a custom-built green LED lamp illuminating with 45° of incidence were 

used in the experiment. This angle of incidence reduces the amount of light collected by the camera 

that does not result from light scattering from the PM, which is an implementation of dark field 

microscopy. When 10 µL of the assay was pipetted on the surface of the electrode, a portion of the 

light scattered from the antigen-bound PM is collected by the objective of the microscope, resulting 

in a sharp image of the antigen-bound PM. Since the diameter of the antigen-bound PM is of the 

same order as the wavelength of the green LED (565 nm), the antigen-bound PM appears bright 

on a dark background due to Mie scattering. Therefore, this is a label-free method, since no 

fluorescence markers to the target molecules need to be used for the transduction and, 

consequently, there is no need for a washing procedure to remove the unbound fluorescent 

markers.  

4.1.2.5. Frequency sweep and image processing 

Before the drift velocity due to the DEP force can be measured for any frequency, a positive 

DEP force needs to be applied to attract the PM to the edges of the electrode. Then, negative DEP 

is applied for a frequency in the frequency range of the spectrum used in the experiment. The 

software sets the function generator to scan through a set of electrical frequencies. For the 

experiments that we present here, the lowest frequency was set to 500 kHz, the frequency step was 
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set to 300 kHz, and the highest frequency was 2 MHz for negative DEP. The peak-to-peak voltage 

value was set by to10 V. 

The time interval for positive DEP was set to 2000 ms and the time interval for negative 

DEP was set to 80 ms per frequency measurement. The choice of these time intervals was 

determined after conducting a series of preliminary experiments. In the case of positive DEP, the 

experiment starts with a certain start frequency fpDEP that induces a positive DEP effect for the 

specified time interval to collect the PM to a region near the electrode. Then, the frequency is 

automatically changed to the frequency fnDEP,1 that induces a negative DEP effect for the specified 

time interval, and two images are obtained to measure the center of mass of the PM as they are 

being repelled from the electrode. Then, the cycle repeats with the waveform generator changing 

the frequency back to fpDEP to attract the PM to a region near the electrode. After that, the frequency 

is switched to the next frequency that produces negative DEP fnDEP,2. This cycle goes on until fnDEP 

reaches the stop frequency. The frequency switching by the function generator is done 

automatically by our application.  

The spectrum measurement could also have been designed to measure the drift velocity 

due to positive DEP as a function of the frequency. However, positive DEP has a narrower 

frequency range for the dielectric particles that we are using. Moreover, it was easier to automate 

the measurement of the drift velocity due to negative DEP because the dielectric particles start 

drifting from the same region near the edge of the electrode at the onset of negative DEP. 

4.1.3. Results 

We validated our sensing method by carrying out DEP spectroscopy experiments with our 

image-processing software for observation and recording of the results during the experiments. 

The validation of the method is shown in figure 4.3. Initially, the software automatically sets the 
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function generator to the frequency 10 kHz to establish positive DEP. Low-frequency electric 

fields (<50 kHz) produce positive DEP whereas high-frequency electric fields (>250 kHz) produce 

negative DEP force to the PM that we use in this study. The positive DEP force results in the 

attraction of the PM towards the edge of the electrode. A clear PM layer can be seen forming at 

the edge of the electrode in figure 4.3. Once the PM forms a layer at the edge of the electrode, our 

software automatically switches the frequency to a preset frequency that produces negative DEP. 

The negative DEP force pushes the PM from the edge of the electrode. The repulsion of the PM 

by the electrode is tracked and recorded using our custom-made software. Using this system, we 

calculated the drift velocity of the PM layer repulsed from the electrode, which is proportional to 

the DEP force, as they move away from the electrode edge using image processing. 

 

Figure 4.3: Demonstration of negative DEP effect through time-lapse images captured through 

the DEP spectroscopy application (Assuming t = 0 when electric field frequency is changed to 

induce negative DEP): (a) t = 0 ms and (b) t = 80 ms. The concentration of CA 19-9 in this 

solution is 37 U/mL. The interdigitated electrode is visible as a darker region in the picture. The 

bright layer visible on the edge of the electrode is formed by the accumulation of the sample. As 

the frequency is changed to induce negative DEP the antigen-bound PM is repelled from the 

electrode. For 60 s before the image (a), a 10 V peak-to-peak electric field at 10 kHz, which 

produces positive DEP, was applied to the electrodes. Then, the frequency of the electric field 

increased to 500 kHz, producing negative DEP. The scale bar on both figures indicates 50 µm. 
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The system tracks the variation of the light intensity along the major axis of the box 

enclosing the region of interest, which is shown in figure 4.1a, at different time intervals, as shown 

in figure 4.4 for 37 U/mL in 10 µL. The center of mass of the light intensity observed in the image 

corresponds to the average location of the PM. We process two images to calculate the speed of 

repulsion: The first image is captured shortly after negative DEP is applied and the second image 

is captured 80 ms later. The center of the mass of the light intensity is calculated for both images 

and is used to calculate the speed of the repulsion due to negative DEP. 

 

Figure 4.4: Light intensity versus pixel position at t = 0 ms, when negative DEP is applied, and at  

t = 80 ms for the 37 U/mL in 10 µL. The electrode is located on the right side of the PM layer, as 

shown in figure 4.3. 

 

We observed a relationship between the speeds of repulsion of the PM functionalized with 

CA 19-9 antibody as a function of both the frequency and the concentrations of the target CA 19-

9 that we considered. As we switched to higher frequency electric fields from our software, we 

observed a clear dependence of the negative DEP spectrum on the concentration of the target CA 

19-9 in the sample. While switching the frequency, we maintained all other experiment parameters 

and conditions constant. The obtained DEP spectroscopy results are shown in figure 4.5. In this 

figure, we show the drift velocity of the center of mass of the PM layer as a function of the 
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frequency for a single measurement. We also show error bars with the standard deviation obtained 

in six measurements, which is an indication of the confidence interval in each measurement. Since 

there is very little overlap between the confidence intervals of these curves, only one measurement 

of the DEP spectrum is needed in each experiment to accurately determine the cutoff level of CA 

19-9. These results indicate that this label-free method has the potential to be used as the 

transduction mechanism to measure the cutoff levels of CA 19-9 that can be used for the diagnosis 

and monitoring of pancreatic cancer. Therefore, figure 4.5 can be used as the calibration curve for 

the diagnosis of pancreatic cancer in the early stage and the disease monitoring during treatment. 

 

Figure 4.5: Negative DEP spectrum curves for cutoff levels of CA 19-9 for the detection of 

pancreatic cancer at 0 U/mL, 37 U/mL,100 U/mL, 300 U/mL, and 1000 U/mL. The error bars 

show the confidence interval in each measurement that was calculated using six measurements 

per frequency. 
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In Figure 4.6, we show the results of the drift velocity due to negative DEP as a function 

of the concentration of CA 19-9 for three different frequencies. We observed that that the drift 

velocity due to DEP is strongly dependent on both the frequency and the concentration of CA 19-

9 in the cutoff levels that are useful in the prognosis of pancreatic cancer. 

 

Figure 4.6: Variation of the drift velocity due to negative DEP with the cut-off levels of 

concentration of CA 19-9 for the frequency range at 500 kHz, 800 kHz, and 1700 kHz. 

 

4.1.4. Discussion 

In this chapter, we demonstrated that negative DEP spectroscopy can be used as the 

transduction mechanism to accurately detect the concentration of CA 19-9, which is a pancreatic 

cancer biomarker. We measured the negative DEP spectrum using real-time image processing to 

detect the velocity in which dielectric spheres functionalized with monoclonal antibody to CA 19-

9 are repelled by an interdigitated electrode array due to DEP as a function of the frequency. We 

showed that DEP spectroscopy has sufficient sensitivity to detect the various cutoff levels of CA 
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19-9 that can enable this method to be used in the diagnosis and the monitoring of pancreatic 

cancer. The drift velocity due to negative DEP was calculated for the frequency range from 500 

kHz to 2000 kHz. PM with 750 nm diameter was imaged using a side illumination technique to 

detect the Mie scattering produced by the PM. The change in the DEP spectrum with the binding 

of even a small concentration of CA 19-9 to the conjugated antibody binding sites on the PM arose 

from the changes in the distribution of the ions from the solution close to the PM surfaces in the 

presence of the target molecules. Therefore, there is no need to use fluorescent labels conjugated 

to CA 19-9 to detect the presence of the target molecules. The use of fluorescent labels, on the 

other hand, not only requires a washing phase to remove the unbound fluorescent molecules, but 

the quantification of the concentration with that method also requires a careful calibration of the 

light source and the photodetector sensitivity. Since the measurement using negative DEP 

spectroscopy is based on the drift velocity of the particles due to DEP as a function of the frequency 

of the external electric field, this measurement does not depend on the light intensity, the number 

of PM, and the sensitivity of the camera, as long as the experimental setup enables the calculation 

of the center of mass of the PM.  

We demonstrated that DEP spectroscopy is an effective label-free transduction mechanism 

for the detection of the cutoff levels of the pancreatic cancer biomarker CA 19-9 in PBS buffer. 

The velocity of repulsion due to DEP on a set of PM functionalized to a monoclonal antibody to 

CA 19-9 was measured at 0 U/mL, 37 U/mL,100 U/mL, 300 U/mL, and 1000 U/mL concentration 

cutoff levels of CA 19-9 at the frequency range from 0.5 to 2 MHz. The proposed method is an 

effective transduction mechanism for the detection of the cutoff levels of CA 19-9, which can be 

used in the early-stage diagnosis and the prognosis of pancreatic cancer.  
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4.2. Detection of Carcinoembryonic Antigen 

4.2.1. Introduction 

Carcinoembryonic antigen (CEA) [119], [120], a tumor marker, is expressed in normal 

mucosal cells and overexpressed in adenocarcinoma, especially in pancreatic cancer and colorectal 

cancer. Although CEA alone cannot be used as a potential biomarker, it complements well with 

the other FDA-approved biomarkers such as Carbohydrate antigen (CA) 19-9. With the 

combination of detecting CA 19-9, CEA, and CEA, the specificity of the combined test is at 90%. 

In this study, we demonstrate a transduction mechanism using negative dielectrophoresis 

spectroscopy to detect the levels of CEA in serum that are relevant in the diagnosis of pancreatic 

cancer. 

4.2.2. Materials and methods 

4.2.2.1. Sample preparation 

The sample preparation involved attaching Streptavidin to biotinylated PM. To this, the 

biotinylated CEA antibody was attached and later the native protein of CEA was attached based 

on the assumptions of binding all the available sites of the antibody. For this study, we spiked the 

concentrations of CEA using Bovine Albumin serum (BSA). The BSA was diluted using DI water 

at a concentration of 0.1 g/L. With 20U/ml being the cutoff levels for the early detection of CEA 

we choose to prepare the concentration levels at 10 U/ml, 20 U/mL, 40 U/mL, and 0 U/mL. The 0 

U/mL is a control group sample without the native antigen of CEA attached. 

The antibody and antigen of CEA were commercially purchased from MyBioSource. From 

the datasheet, we found the concentration of the sample was at 15k U/mL. 

 Step 1: Streptavidin attachment to biotinylated PM. Biotinylated PM with 750 nm 

diameter was purchased from Spherotech Inc. The first step in the preparation of 
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samples consists of binding the biotinylated PM with the antigen Streptavidin 

purchased from Vector Labs Inc. Biotin acts as a conjugate to the protein Streptavidin 

and forms a strong bond with very high affinity. This process is done first by adding a 

3 μL Streptavidin solution into a 10 μL biotinylated PM solution in a centrifuge tube 

to have a 100% binding, according to the manufacturer's recommendation. The total 

volume was set to 400 μL by adding 0.1× BSA solution. Then, the sample was 

uniformly mixed using a vortex machine and left on a shaker for 20 min for the 

Streptavidin–biotin-binding process. After 20 min, the tube was centrifuged at 5000 

rpm for 14 min to remove the unbound Streptavidin molecules and the buffer.  

 Step 2: Biotinylated CEA antibody attachment to the biotinylated PM + Streptavidin. 

Each Streptavidin molecule can bind up to 4 biotin molecules. One binding site of each 

Streptavidin molecule is used to bind that Streptavidin molecule with the PM. The 

remaining three Streptavidin binding sites bind with three biotinylated CEA antibodies. 

First, 3 μL of biotinylated CEA antibody was added into 397 μL of 0.01× BSA to have 

100% binding of the biotinylated antibodies with all the Streptavidin molecule binding 

sites, according to the manufacturer requirement. Then this sample was added into the 

solution with Streptavidin–biotin PM and uniformly mixed using a vortex machine. 

After that, the sample was kept on a shaker for 20 min for the biotinylated CEA 

antibodies to bind with the Streptavidin molecules of the PM. After 20 min, the tube 

was centrifuged at 5000 rpm for 14 min to remove the unbound biotinylated CEA 

antibody molecules and the buffer.  
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 Step 3: CEA Antigen attachment to the PM + Streptavidin + CEA antibody. 

For this process, different concentrations of CEA Antigen, including 18 U/mL and 37 

U/mL, were prepared in a total volume of 400 μL 0.01× BSA buffer. Then, this sample 

was added to the centrifuged CEA antibody-bound PM and mixed uniformly using a 

vortex machine. After that, the sample was kept on a shaker for 30 min and the sample 

was centrifuged at 5000 rpm for 14 min to remove the unbound CEA antigen molecules 

and the buffer. Finally, 200 μL of 0.01× BSA buffer was added to the centrifuge tube 

and mixed uniformly.  

4.2.2.2. Interdigitated microelectrode 

The direction of movement for the dielectric particle due to DEP depends upon the relative 

polarizability of the particle and the medium and on the presence of a large gradient of the electric 

field intensity produced by electrodes. In this experiment, we used the second-generation electrode 

that was designed and fabricated at North Dakota State University.  

Using PIDE electrodes, we observed no variation on the root mean square of the electric 

field and the electric field gradient produced by this electrode for a frequency ranging from several 

kHz to a few MHz. One of the drawbacks of using the previously used pearl Shaped Interdigitated 

Electrode is that the polystyrene microspheres (PM) concentration varies for every cycle of 

positive and negative DEP. This is because there is gradient applied on each side, thus those PM 

which experiences the negative DEP may not be repelled back for the positive DEP completely. 

The new electrode is designed in such a way that there is always a concave electrode edge, 

which produces a low electric field gradient near the electrode edge, on the opposite side of the 

convex electrode edge, which produces a high electric field gradient. Therefore, most of the PM 

exposed to the electric field gradient will be concentrated near the same convex edge of the 
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electrode in every cycle in which positive DEP is applied. The new electrode is designed in such 

a way that on one side of the array there is the electrode edge and on the opposite side, there is a 

concave structure with no sharp edges. With no sharp edges, the concave structure would have 

very minimal or no DEP acting on it. With the new electrode, the PM that experiences the positive 

DEP would attract on the edge of the electrode, and during the negative DEP, it will be repelled 

away from the edge of the electrode. In the next cycle of frequency, the same set of PMs will be 

attracted back to the edge of the electrode as there is no or very minimal gradient on the concave 

structure. This made the lab experiments more robust, helped maintain uniformity, and also 

optimized the experiment time. 

A depiction of the electrode design using AUTOCAD is shown in figure 4.7. 

 

Figure 4.7: Dimensions of the designed electrode (a) 2x3 electrode 
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Figure 4.8: Dimensions of the designed electrode (a) 2x3 electrode 

 

The electrode array has a 25 × 25 = 625 region of interest so that most of the PM exposed 

to the electric field gradient will be concentrated near the same convex edge of the electrode in 

every cycle in which positive DEP is applied.  

The electrode tip has a radius of curvature of 10 µm. The distance between the edges of the 

electrode to the tip of the concave surface is 50 μm. The base of the electrode tip curves at a radius 

of 60 µm. The base of the electrodes is separated by 120 μm. The curvature of the concave surface 

is 60 µm. The concave surface is separated by each other by a curvature whose radius is 120 μm. 

Five electrodes were designed to fit within the wafer of diameter 100 mm which is as shown in 

figure 4.9. 
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Figure 4.9: Five electrodes designed to fit within a 100 mm wafer. 

 

Using COMSOL we verified that this electrode produces electric field intensities as high 

as 104 V/m and a gradient of the electric field intensity as high 1016 V2/m3, which is enough to 

produce strong DEP forces to dielectric particles with a few hundred nanometers of diameter. It 

was observed that the root mean square of the electric field and the electric field gradient produced 

by this electrode do not vary with the frequency from tens of kHz to several MHz. This ensures 

the sample is subjected to the same electric field gradient in all frequencies of interest, which 

makes DEP behavior depend only on the value of the real part of the Clausius–Mossotti factor 

[121].  
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The electric field gradient was measured using a 2D model of COMSOL. The initial design 

was drawn using AUTOCAD in .dfx file format as shown in figure 4.8 and then imported into 

COMSOL 2D simulation. The module used for the simulation was AC/DC with a submodule of 

electric current (EC). The measurement was set to micrometers in the geometry tab. The boundary 

was set by drawing a rectangle around the electrode design. Using the materials section Gold and 

Glass were selected on the electrode. Water was used as the surrounding medium with conductivity 

set to 0.005 S/m and permeability set to 83. Respectively the conductivity of Gold was set to 4.10 

× 107 and copper to 5.96 × 107.  The potential is set to be 10 V and is set to the inner array of the 

electrode, and the ground is set to the outer array of the electrode. We selected extremely fine in 

the mesh section to improve our modeling workflow. The study frequency was set to 120 kHz. 

The magnitude of the electric field gradient was calculated using the following formula using the 

variable ec.normE in COMSOL: 

|∇𝑬| = √(
𝑑(𝑒𝑐. 𝑛𝑜𝑟𝑚𝐸2)

𝑑𝑥
)

2

+ (
𝑑(𝑒𝑐. 𝑛𝑜𝑟𝑚𝐸2)

𝑑𝑦
)

2

. 

The electric field gradient was calculated at 1 × 1016 V/m3 which is good enough to produce 

strong DEP forces to dielectric particles with a few hundred nanometers of diameter. The 

simulation results are as shown in figure 4.10. 
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Figure 4.10: (a) Electric field gradient on the array of the electrodes (b) Electric field gradient on 

the single electrode. 

 

The application of positive DEP attracted the PM on the edge of the electrodes and the 

application of negative DEP repelled the PM away from the electrode edge. Figure 3.a shows the 

PM lining on the edge of the electrode with positive DEP acting on it up to 0 ms until negative 

DEP is applied. Figures 3.b and 3.c depict the repulsion of the PM away from the electrode due to 

negative DEP at 40 ms and 80 ms.  
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Figure 4.11: Experimental Demonstration of negative DEP effect through time-lapse images 

captured through DEP spectroscopy application. The electric field is changed from 10 kHz to 

500 kHz with 10 Vp-p at t = 0 ms. (a) t = 0 ms and (b) t = 40 ms. (c) t = 80 ms. The interdigitated 

electrode is visible as a darker region in the picture. The bright layer visible on the edge of the 

electrode is formed by the accumulation of the sample. 

 

The distribution of the PM traces the shape of an ellipse. The PM accumulation and 

repulsion forces are higher at the major axis (b1 and b2 as shown in figure 4) in comparison to the 

accumulation and repulsion at the minor axis (a1 and a2 as shown in figure 4). This is explained 

in figure 4. The software developed using Microsoft foundation classes in Visual C++ for 

Microsoft operating system measures the drift velocity of dielectric particles due to DEP as a 

function of the frequency of the electric field applied to the interdigitated electrode. In the previous 

version, the raster scan happens for each row and column of the region of interest. With the new 

electrode as we observed the PM tracing the shape of an ellipse the software scan pattern will be 

radial.  
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Figure 4.12: Pm distribution pattern tracing the shape of an ellipse. b1 is the major axis and a1 

being the minor axis. (a) at t = 40 ms. (b) at t = 80 ms.   

 

4.2.2.3. Frequency sweep and image processing 

To measure the drift velocity of the PM functionalized with antibody to CEA as a function 

of the frequency of the electric field due to DEP, we developed a software application based on 

Microsoft foundation classes in C++.  

In the previous version, the raster scan happened for each row and column of the region of 

interest. With the new electrode as we observed the PM tracing the shape of an ellipse the software 

scan pattern will be radial. The application, frequency sweep, and image processing methods are 

the same as used in section 4.2.1.3. 

4.2.3. Results 

We observed a relationship between the speed of repulsion of the PM functionalized with 

CEA antibody as a function of both the frequency and the concentrations of the target CEA that 

we considered.  
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While switching the frequency, we maintained all other experiment parameters and 

conditions constant. The DEP spectroscopy results obtained are shown in figure 4.13. In this 

figure, we show the drift velocity of the center of mass of the PM layer as a function of the 

frequency for a single measurement.  

 

Figure 4.13: Negative DEP spectrum for the various concentration levels of CEA. 

 

We also show error bars with the standard deviation obtained in six measurements, which 

is an indication of the confidence interval in each measurement. Since there is very little overlap 

between the confidence intervals of these curves, only one measurement of the DEP spectrum was 

needed in each experiment to accurately determine the cutoff level of CEA. These results indicate 

that this label-free method has the potential to be used as the transduction mechanism to measure 

the cutoff levels of CEA that can be used as an additional detection for the diagnosis and 

monitoring of pancreatic cancer.  
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4.3. Detection of CA 242 

4.3.1. Introduction 

Carbohydrate antigen (CA) 242 is a potential biomarker complementing FDA approved 

biomarker, CA 242 in the early detection of pancreatic cancer. Cancer Antigen (CA) 242 is a 

complementary protein biomarker of pancreatic cancer. 

The diagnostic rate of pancreatic cancer increases by detecting the combination of CA 19-

9, CA 242, and CEA. Table 4.1 shows the sensitivity and specificity for the combination of 

pancreatic cancer biomarker tests. In this section, the details of the detection of CA 242 are 

explained. 

Table 4.1: Sensitivity and specificity for the combination of pancreatic cancer biomarker test 

[122]. 

Biomarkers Sensitivity (%) Specificity (%) 

Parallel Combination   

CA19-9+CA242 89 75 

CA19-9+CEA 85 71 

CA242+CEA 76 71 

CA19-9+CA242+CEA 90 64 

Serial combination 

CA19-9+CA242 66 87 

CA19-9+CEA 52 80 

CA242+CEA 58 89 

CA19-9+CA242+CEA 50 93 

 

The optimal cut-off levels of CA 242 in the serum that can be used in the early detection 

of pancreatic cancer is 20 U/mL [123]. The sensitivity and specificity for this biomarker are at 

81%. CA 242 when detected with CA 19-9 the specificity increases to 87%.  
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4.3.2. Materials and methods 

4.3.2.1. Sample preparation 

The sample preparation involved attaching Streptavidin to biotinylated PM. To this, the 

biotinylated CA 242 antibody was attached and later the native protein of CA 242 was attached 

based on the assumptions of binding all the available sites of the antibody. For this study, we 

spiked the concentrations of CA 242 using Bovine Albumin serum (BSA). The BSA was diluted 

using DI water at a concentration of 0.1 g/L. With 20U/ml being the cutoff levels for the early 

detection of CA 242 we choose to prepare the concentration levels at 10 U/ml, 20 U/mL, 40 U/mL, 

and 0 U/mL. the 0 U/mL is a control group sample without the native antigen of CA 242 attached. 

The antibody and antigen of CA 242 were commercially purchased from MyBioSource. 

From the datasheet, we found the concentration of the sample was at 15k U/mL. 

 Step 1: Streptavidin attachment to biotinylated PM. Biotinylated PM with 750 nm 

diameter was purchased from Spherotech Inc. The first step in the preparation of 

samples consists of binding the biotinylated PM with the antigen Streptavidin 

purchased from Vector Labs Inc. Biotin acts as a conjugate to the protein Streptavidin 

and forms a strong bond with very high affinity. This process is done first by adding a 

3 μL Streptavidin solution into a 10 μL biotinylated PM solution in a centrifuge tube 

to have a 100% binding, according to the manufacturer's recommendation. The total 

volume was set to 400 μL by adding 0.1× BSA solution. Then, the sample was 

uniformly mixed using a vortex machine and left on a shaker for 20 min for the 

Streptavidin–biotin-binding process. After 20 min, the tube was centrifuged at 5000 

rpm for 14 min to remove the unbound Streptavidin molecules and the buffer.  
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 Step 2: Biotinylated CA 242 antibody attachment to the biotinylated PM + Streptavidin. 

Each Streptavidin molecule can bind up to 4 biotin molecules. One binding site of each 

Streptavidin molecule is used to bind that Streptavidin molecule with the PM. The 

remaining three Streptavidin binding sites bind with three biotinylated CA 242 

antibodies. First, 3 μL of biotinylated CA 242 antibody was added into 397 μL of 0.01× 

BSA to have 100% binding of the biotinylated antibodies with all the Streptavidin 

molecule binding sites, according to the manufacturer requirement. Then this sample 

was added into the solution with Streptavidin–biotin PM and uniformly mixed using a 

vortex machine. After that, the sample was kept on a shaker for 20 min for the 

biotinylated CA 242 antibodies to bind with the Streptavidin molecules of the PM. 

After 20 min, the tube was centrifuged at 5000 rpm for 14 min to remove the unbound 

biotinylated CA 242 antibody molecules and the buffer.  

 Step 3: CA 242 Antigen attachment to the PM + Streptavidin + CA 242 antibody. For 

this process, different concentrations of CA 242 Antigen, including 18 U/mL and 37 

U/mL, were prepared in a total volume of 400 μL 0.01× BSA buffer. Then, this sample 

was added to the centrifuged CA 242 antibody-bound PM and mixed uniformly using 

a vortex machine. After that, the sample was kept on a shaker for 30 min and the sample 

was centrifuged at 5000 rpm for 14 min to remove the unbound CA 242 antigen 

molecules and the buffer. Finally, 200 μL of 0.01× BSA buffer was added to the 

centrifuge tube and mixed uniformly.  

A schematic representation of the three steps used in the sample preparation is shown in 

figure 4.14. 
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Figure 4.14: Schematic representation of the sample preparation (Biotinylated polystyrene 

microspheres (PM) + Streptavidin + Biotinylated CA 242 Monoclonal Antibody) with the 

antigen Native Protein CA 242, assuming binding in all the available sites of the antibody. 

 

4.3.2.2. Interdigitated microelectrode 

The direction of movement for the dielectric particle due to DEP depends upon the relative 

polarizability of the particle and the medium and on the presence of a large gradient of the electric 

field intensity produced by electrodes. In this experiment, we used the third generation electrode 

that was designed and fabricated at North Dakota State University.  

The third-generation electrode was designed to accommodate one droplet of the sample on 

top of it. We measured the dimensions of the sample droplet at 6.44 mm x 4.65. The average 

dimension per side is 5.55 mm.  

In the third-generation electrode, there are be an average of 25 hot spots per droplet, as 

opposed to 861, which is a 97% reduction in the number of hot spots, in addition to the reduction in 

the current in the remaining portion of the electrode due to the wider separation between adjacent 

electrodes. This new electrode array was designed to carry out experiments with a single droplet for 

several minutes before the droplet dries out.  

The electrode was designed and drawn to scale in AutoCAD, validated in COMSOL 

Multiphysics, and fabricated on a commercially available glass wafer using photolithography, 
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metal sputtering, and lift-off procedures using 1000 Å thick gold film in the microfabrication 

facilities at North Dakota State University. 

The electrode tip has a radius of curvature of 20 µm. The distance between the edges of the 

electrode to the tip of the concave surface is 50 μm. The base of the electrode tip curves at a radius 

of 658 µm. The base of the electrodes is separated by 1356 μm. The curvature of the concave 

surface is 80 µm. The concave surface is separated by each other by a curvature whose radius is 

320 μm. Thirty electrodes were designed to fit within the wafer of diameter 100 mm which is as 

shown in figure 4.15. 

The depiction of the electrode designed using AutoCAD is as shown in figure 4.15. 

 

Figure 4.15: Dimensions of the electrode 
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Figure 4.16: Thirty electrodes designed to fit within a 100 mm wafer. 

 

Using COMSOL we verified that this electrode produces electric field intensities as high 

as 104 V/m and gradient of the electric field intensity as high 1016 V2/m3, which is enough to 

produce strong DEP forces to dielectric particles with a few hundred nanometers of diameter. This 

study was done with the collaboration of Sharmin Afrose.  It was observed that the root mean 

square of the electric field and the electric field gradient produced by this electrode do not vary 

with the frequency from tens of kHz to several MHz. This ensures the sample is subjected to the 

same electric field gradient in all frequencies of interest, which makes DEP behavior depend only 

on the value of the real part of the Clausius–Mossotti factor [121].  

The electric field gradient was measured using a 2D model of COMSOL. The initial design 

was drawn using AUTOCAD in .dfx file format as shown in figure 4.15 and then imported into 

COMSOL 2D simulation. The module used for the simulation was AC/DC with a submodule of 
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electric current (EC). The measurement was set to micrometers in the geometry tab. The boundary 

was set by drawing a rectangle around the electrode design. Using the materials section Gold and 

Glass were selected on the electrode. Water was used as the surrounding medium with conductivity 

set to 0.005 S/m and permeability set to 83. Respectively the conductivity of Gold was set to 4.10 

× 107 S/m and copper to 5.96 × 107 S/m.  The potential is set to be 10 V and is set to the inner 

array of the electrode, and the ground is set to the outer array of the electrode. We selected 

extremely fine in the mesh section to improve our modeling workflow. The study frequency was 

set to 120 kHz. The magnitude of the electric field gradient was calculated using the following 

formula using the variable ec.normE in COMSOL: 

|∇𝑬| = √(
𝑑(𝑒𝑐.𝑛𝑜𝑟𝑚𝐸2)

𝑑𝑥
)

2

+ (
𝑑(𝑒𝑐.𝑛𝑜𝑟𝑚𝐸2)

𝑑𝑦
)

2

.  

The electric field gradient was calculated at 1 × 1016 V/m3 which is good enough to produce 

strong DEP forces to dielectric particles with a few hundred nanometers of diameter. The 

simulation results are as shown in figure 4.17. 
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Figure 4.17: Electric field gradient on the single electrode. 

 

One of the drawbacks of the third-generation electrodes is the high thermal conductivity 

acting upon the electrode due to DEP and hydrolysis. To address this issue, we deposited a thin 

SiO2 layer on the electrodes. This process was done at the Minnesota Nano Center using the 

Savannah ALD system. The temperature was maintained at 150 ֯C to achieve a thickness of 200 

Ang of ALD SiO2 film. Later, the thickness was measured using Gaetner ellipsometer. Two of the 

wafers had SiO2 thickness of 215 Ang deposited and the other two wafers had SiO2 thickness of 

230 Ang deposited on them. 

4.3.2.3. Fabrication of interdigitated electrodes 

The electrode was fabricated on a commercially available glass wafer with standard 

fabrication procedures involving photolithography, metal sputtering, and lift-off procedures using 
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1000 Å thick gold film in the microfabrication facilities at North Dakota State University. The 

details are explained below. 

The following steps were used to fabricate the interdigitated electrodes. 

 Wafers: Commercially available Borofloat 33 Glass Wafer with 100 mm diameter was 

purchased at UniversityWafer, Inc. 

 Chrome Photomask: The chrome photomask was developed from FineLineImaging 

laser imaged phototooling. The CAD design was converted to checkplot and later 

developed into the photomask. The checkplot is as shown in figure 4.18. 

 

Figure 4.18: Checkplot obtained from the CAD design of the electrode.  
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 Piranha: The clean wafers were subjected to the Piranha cleaning solution for ten 

minutes at 50 ֯C using an acid sink to remove any organic materials.  

 Rinse: The wafers are then rinsed twice using ultrapure deionized water for 30 seconds 

at the dump rinser to ensure complete contaminant removal from the wafer. 

 Drying: The wafers are dried using a Semitool spin rinse dryer.  

 Bake:  The wafers are dried in Yamato-2 oven for 2 minutes at 120 ֯C.  

 HMDS: The wafers are kept in a YES oven to make the wafer hydrophobic.  

 Coat: The mask is fixed o the wafer. The print face of the mask is kept on top, which 

is on the opposite side of the glass. The spin speed is set to 1000 rpm and spun using 

Suss Microtec rc8-ms3 spin coater. 

 Soft bake: The wafers transferred for contact bake into the resist oven for 60 seconds 

at 90 ֯ C. 

 Expose: The wafers are put on the contact aligner MA8.  This system utilizes 1X 

contact lithography to transfer photomask patterns onto substrates.  

 Develop and rinse/dry: The wafers are rinsed and dried at the solvent sink for 60 

seconds.  

 Inspection: The wafers are checked using an Olympus Wafer Inspection & Imaging 

System (MX50) for cleared resist and checked for shorting bubbles. 

 Metal deposition: Gold and chrome deposition on the wafers was done using a Lesker 

CMS 18 Deposition System. The deposition time for 100 nm of gold is set to 397 

seconds and for 10 angstroms of chromium, the deposition time is set to 47 seconds. 

 Liftoff: The wafers are submerged in acetone. The scribe metal is used to speed up the 

lift-off process. This is followed by an ultrasonic bath. 
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 Inspection:  The wafers are inspected using an Olympus Wafer Inspection & Imaging 

System (MX50) to confirm that there are no short circuits in the electrode arrays. 

 Dicing: The wafers are diced using ADT dicing saw. 

4.3.2.4. DEP spectroscopy application 

The DEP application, frequency sweep, and image processing are the same as that used in 

section 4.1.2.5. 

For the experiments that we present here, the lowest frequency was set to 500 kHz, the 

frequency step was set to 300 kHz, and the highest frequency was 2 MHz for negative DEP. The 

peak-to-peak voltage value was set by to10 V. The time interval for positive DEP was set to 2000 

ms and the time interval for negative DEP was set to 80 ms per frequency measurement.  

4.3.2.5. Results 

We validated our sensing method by carrying out DEP spectroscopy experiments with our 

image-processing software for observation and recording of the results during the experiments. 

The validation of the method is shown in figure 3. Initially, the software automatically sets the 

function generator to the frequency 10 kHz to establish positive DEP. Low-frequency electric 

fields (<50 kHz) produce positive DEP whereas high-frequency electric fields (>250 kHz) produce 

negative DEP force to the PM that we use in this study. The positive DEP force results in the 

attraction of the PM towards the edge of the electrode. A clear PM layer can be seen forming at 

the edge of the electrode in figure 4.19. Once the PM forms a layer at the edge of the electrode, 

our software automatically switches the frequency to a preset frequency that produces negative 

DEP. The negative DEP force pushes the PM from the edge of the electrode. The repulsion of the 

PM by the electrode is tracked and recorded using our custom-made software. Using this system, 
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we calculated the drift velocity of the PM layer repelled from the electrode, which is proportional 

to the DEP force, as they move away from the electrode edge using image processing. 

 

Figure 4.19: Demonstration of negative DEP effect through time-lapse images captured through 

the DEP spectroscopy application (Assuming t = 0 when electric field frequency is changed to 

induce negative DEP): (a) t = 0 ms and (b) t = 40 ms. The concentration of CA 242 in this solution 

is 37 U/mL. The interdigitated electrode is visible as a darker region in the picture. The bright 

layer visible on the edge of the electrode is formed by the accumulation of the sample. As the 

frequency is changed to induce negative DEP the antigen-bound PM is repelled from the electrode. 

For 60 s before the image (a), a 10 V peak-to-peak electric field at 10 kHz, which produces positive 

DEP, was applied to the electrodes. Then, the frequency of the electric field increased to 500 kHz, 

producing negative DEP. The scale bar on both figures indicates 50 µm. 

 

We observed a relationship between the speed of repulsion of the PM functionalized with 

the CA 242 antibody as a function of both the frequency and the concentrations of the target CA 

242 that we considered. As we switched to higher frequency electric fields with our software, we 

observed a clear dependence of the negative DEP spectrum on the concentration of the target CA 

242 in the sample. While switching the frequency, we maintained all other experiment parameters 

and conditions constant. The obtained DEP spectroscopy results are shown in figure 4.20. In this 

figure, we show the drift velocity of the center of mass of the PM layer as a function of the 

frequency for a single measurement. We also show error bars with the standard deviation obtained 
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in six measurements, which is an indication of the confidence interval in each measurement. Since 

there is very little overlap between the confidence intervals of these curves, only one measurement 

of the DEP spectrum is needed in each experiment to accurately determine the cutoff level of CA 

242. These results indicate that this label-free method has the potential to be used as the 

transduction mechanism to measure the cutoff levels of CA 242 that can be used for the diagnosis 

and monitoring of pancreatic cancer. Therefore, figure 4.20 can be used as the calibration curve 

for the diagnosis of pancreatic cancer in the early stage and for disease monitoring during 

treatment. 

 

Figure 4.20: Negative DEP spectrum curves for cutoff levels of CA 242 for the detection of 

pancreatic cancer at 10 U/ml, 20 U/mL, 40 U/mL, and 0 U/mL. The 0 U/mL is a control group 

sample without the native antigen of CA 242 attached. The error bars show the confidence 

interval in each measurement that was calculated using six measurements per frequency. 

 

4.4. Conclusion 

In this chapter, we demonstrated that DEP spectroscopy is an effective label-free 

transduction mechanism for the detection of the cutoff levels of pancreatic cancer biomarkers such 
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as CA 19-9, CA 242, and CEA in serum. The velocity of repulsion due to DEP on a set of PM 

functionalized to a monoclonal antibody to CA 19-9 was measured at 0 U/mL, 37 U/mL,100 U/mL, 

300 U/mL, and 1000 U/mL, CA 242 at  0 U/mL, 10 U/mL, 20 U/mL, 40 U/mL and CEA at 0 

ng/mL, 5 ng/mL, 10 ng/mL and 20 ng/mL concentration cutoff levels at the frequency range from 

0.5 to 2 MHz. The 0 U/mL is a control group sample without the native antigen attached. The 

proposed method is an effective transduction mechanism for the detection of the cutoff levels of 

pancreatic cancer protein biomarkers, which can be used in the early-stage diagnosis and the 

prognosis of pancreatic cancer.  
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5. BIOSENSING FOR THE CHARACTERIZATION OF GENE EXPRESSION IN 

CELLS3 

5.1. Introduction 

In any living organism, messenger ribonucleic acid is a vital and functional constituent in 

the DNA present in cells. Messenger RNA (mRNA) serves as a sensitive biomarker in the 

prognosis and diagnosis of diseases as it holds a key connection between genome and proteome as 

it carries the information from the DNA to initiate the protein synthesis [41]. Some of the cell 

regulatory pathways are controlled by mRNAs such as cell cycles, chromatin modifications, and 

cell adhesions, [124], and these regulatory pathways can be affected by different mRNA 

expression caused by activation mRNA degradation, point mutation,  among others, leading to 

cause several diseases including cancer [41], [43], [125]. 

Some of the examples of mRNA correlated with diseases are Cyclin D1 and TS mRNA’s 

correlated with breast cancer, altered levels of TERT, and EGFR mRNA [126], [127], correlated 

with lung cancer, and FAM134B mRNA expression correlated with colon adenocarcinoma and 

esophageal squamous cell carcinoma [128]. mRNA expression profiling can be used as a potential 

disease biomarker [129]. Previous studies have shown that the prognosis and drug response to 

cancer can be achieved by screening and quantifying the mRNA levels [129], [130].  

Gene expression profiling determines what genes are expressed in a cell at any given time 

and it's level of expression (number of corresponding mRNA copies) [131]–[133]. Transcription 

                                                 
3 This chapter was extracted from a published article in Chemosensors (F. D. Gudagunti, V. Jayasooriya, S. Afrose, 

D. Nawarathna, and I. T. Lima, “Biosensor for the characterization of gene expression in cells,” Chemosensors, vol. 

7, no. 4, 2019, doi: 10.3390/chemosensors7040060). Conceptualization, I. T. Lima and F. D. Gudagunti; Formal 

analysis, F. D. Gudagunti and V. Jayasooriya; Investigation, F. D. Gudagunti and V. Jayasooriya; Methodology, F. 

D. Gudagunti, V. Jayasooriya, D. Nawarathna and I. T. Lima; Project administration, I. T. Lima; Writing—original 

draft, F. D. Gudagunti; Writing—review & editing, V. Jayasooriya, S. Afrose, D. Nawarathna and I. T. Lima. 
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is the first step of gene expression, in which a segment of DNA is copied into RNA by the enzyme 

RNA polymerase [134].  

Gene expression, up-regulation of genes, or downregulation of genes is used to diagnose 

cancer and other diseases [135]. There are several methods such as polymerase chain reaction 

(PCR), sequencing, and microarrays available for gene expression profiling. These methods 

typically transcribe the RNA into complementary DNA by reverse transcriptase reaction. Since in 

these methods each mRNA molecule produces one DNA molecule to initiate the PCR process, any 

degradation of mRNA before the PCR process causes large errors in the calculation of the gene 

expression levels using these methods. To produce higher complementary DNA yields pure RNA 

extraction is important. Thus, there is a need for a technique that can detect mRNA without any 

RNase activity that degrades the mRNA strands.  

The commonly used methods to detect mRNA are the same as the nucleic acid detection 

techniques such as quantitative reverse transcription PCR (qRT-PCR), RNA sequencing method, 

and microarrays [136], [137]. Although these methods are reliable it comes with a drawback of 

enzymatic amplification and high-cost equipment. These methods demand the reverse 

transcription of the mRNA into complementary DNA (cDNA), leading to a decrease in the 

accuracy due to partial amplification and template switching of the sample sequence. Gel 

electrophoresis and fluorescence intensity are used as external readouts, which contribute to the 

high cost and complexity of this method. Due to these limitations, the nucleic acid detection 

methods are non-suitable for point of care applications [138]. 

Other popular methods to detect mRNA are electrochemical and optical readouts [139], 

[140]. These methods had shown potential due to their high sensitivity and cost-effectiveness 

[141]–[144]. These sensors require complex fabrication techniques and they also use electroactive 
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ligands that require modifications with the target sample that can interfere with the sensor 

effectiveness. Therefore, there is a need for amplification-free, label-free, high-sensitive, high 

throughput, and cost-effective methods to detect mRNA from cells. 

We recently demonstrated a label-free biosensing method for the detection of the 

pancreatic cancer biomarker CA 19-9 based on dielectrophoresis spectroscopy [145]. We 

demonstrated earlier that this method can detect a concentration of as little as 13 aM per 

polystyrene microsphere [146]. In this study, we show that DEP spectroscopy is a rapid, low-cost, 

and label-free-transduction mechanism for biosensors to measure mRNA expression levels in 

living cells. 

5.2. Materials and Methods 

5.2.1. Sample preparation 

 Cell culturing: CRL 1764 (rat fetus fibroblast) adherent cells were purchased from 

ATCC and cultured at 37°C in a 5% CO2 incubator. This cell line was selected as a 

model to verify the effectiveness of the gene expression biosensor that we developed. 

The cells were subcultured on time so that the cells are in log phase by the time they 

were being taken to experiments. Cells were taken into the experiment when they are 

75% confluent (approximately 1×106 cells). First, the cell culture media was removed 

and the cells were washed thrice with ice-cold RNAse free Phosphate-buffered saline 

(PBS). Then, PBS was removed from the culture flask and 1 mL of RNAse free ice-

cold lysis buffer was added. Then the lysate was carefully removed from the flask and 

centrifuged at 14000 rpm at 4°C for 10 minutes. After carefully removing the 

supernatant from the pellet, the supernatant was kept in ice before the hybridization 

procedure. Based on data available in the Human Protein Atlas database 
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(https://www.proteinatlas.org/), each CRL 1764 cell contains an average of 105 to 228 

β-actin mRNAs, 149 to 265 GAPDH mRNAs, and 17 to 37 HPRT mRNAs. 

 Hybridization: For detecting β-Actin, GAPDH, and HPRT, mRNA Biotinylated 5′-

∕5Biosg∕ACC GCT CAT TGC CGA TAG TGA TGA-3′, Biotinylated 5′-∕5 Biosg∕TGA 

CTC TAC CCA CGG CAA GTT CAA-3′ and Biotinylated 5′-∕5Biosg∕CTG CCT ACA 

GGC TCA TAG TGC AAA-3′ were used, respectively, as the complementary DNA 

primers. In the experiment, 25 µL of 100 µM mRNA binding primer was added to a 25 

µL of the cell lysate and hybridized using PCR with the following cycle protocol: 5 

min at 95°C, 2 mins at 68°C, and cooled down at room temperature for 1 hour. This 

protocol was obtained with series of control experiments regarding the standard 

procedure [147]. For detecting the mRNA levels in varying cell concentrations, the cell 

lysate was diluted before the hybridization, as shown in figure 5.1. 

 

Figure 5.1: Procedure used to hybridize the primers with the mRNA molecules.  

 

Before the experiments, SYBR green was used to verify the hybridization. The presence 

of hybridized mRNA was confirmed by bright green fluorescence compared to its prior dark 

background. After completing the mRNA hybridization with the biotinylated mRNA binding 

primers, the sample was mixed with avidin functionalized polystyrene microspheres (APM) to the 

ratio of 1:25 (Biotin: APM) by volume, according to the specifications by the supplier. Then the 

sample was washed three times to remove the unhybridized biotinylated mRNA primers, the lysis 

buffer, and other unwanted molecules.  



 

86 

5.2.2. DEP spectroscopy application 

To carry out the DEP measurement, use used an image processing software that we 

developed.  The software is integrated with a Tektronix AFG series function generator and a USB 

video class (UVC) standard compliant microscope camera mounted on an OMFL600 low-power 

microscope. The application controls the function generator to produce DEP force and the software 

tracks the center of mass of the PM band whose position varies with the strength and type of DEP 

force. The field of view processed by the software is as shown in figure 5.2. The software calculates 

the DEP spectrum by tracking the drift velocity of the center of mass of the PM as a function of 

the applied frequency.  

 

Figure 5.2: The dialog window of the software interface that shows the field of view being 

processed in the red box. The clear regions correspond to the electrode. The red scale bar 

indicates 50 µm. 
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The software application was designed to extract the pixel and color information from the 

live images captured. Since the goal is to determine the effect of DEP force on the PM in the 

solution, the system monitors the region of interest in the video where a strong DEP effect is 

observed. The region of interest is the area in which the electric field gradient and, consequently, 

the DEP force is the strongest, which consists of the region included in the red rectangle shown in 

figure 5.2, which form the areas in the field of view of the camera that is processed to calculate 

the drift velocity due to the DEP force as a function of the frequency of the electric field. The drift 

velocity is proportional to the friction force and, consequently, is proportional to the DEP force. 

The desired time interval is set to capture time-lapse images for the drift velocity calculation. The 

minimum time interval to capture an image or to record a new data value is in the order of 80 ms, 

which is determined by the frame rate of the video stream and the processing speed of the 

hardware. 
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Figure 5.3: Experimental setup  

 

The DEP application, frequency sweep, and image processing are as same as used in 

section 4.1.2.5. The experimental setup used is shown in figure 5.3. 

For the experiments that we present here, the lowest frequency was set to 500 kHz, the 

frequency step was set to 300 kHz, and the highest frequency was 2 MHz for negative DEP. The 

peak-to-peak voltage value was set by to10 V. The time interval for positive DEP was set to 2000 

ms and the time interval for negative DEP was set to 80 ms per frequency measurement.  

5.3. Results and Discussion 

We validated our method by carrying out experiments using mRNA-bound PMs with our 

custom-made real-time image processing software for recording and analyzing the results. Once 
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the electrode is imaged by the low power microscope and placed in the region in the field of view 

monitored by the image-processing software, the frequency-sweep process for the DEP spectrum 

measurement is initiated. Once the application applies 10 kHz at 10 V peak-to-peak using the 

function generator to establish the positive DEP force, an mRNA-bound PM band is formed near 

the edge of the electrode as shown in figure 5.4. The software applies this frequency for 400 ms 

after witching to 0.5 MHz, which produces negative DEP while maintaining the same peak-to-

peak voltage. This leads to the repulsion of the mRNA-bound PM from the edge of the electrode. 

The software captures the images at 25 frames per second from the live capturing of the video. 

The repulsion of the mRNA-bound PM is tracked along the axis of the electrode within the region 

of interest. With known positions of the PM at two different times in which negative DEP is 

applied, we calculate the drift velocity of the mRNA-bound PM layer, which is proportional to the 

DEP force. This is repeated for five additional electrical frequencies ranging from 0.8 MHz to 2 

MHz, which also produce negative DEP. Low-frequency electric fields (<50 kHz) produce positive 

DEP whereas high-frequency electric fields (> 250 kHz) produce negative DEP force to the 

mRNA-bound PM that we use in this study. 
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Figure 5.4: Experimental Demonstration of negative DEP force for mRNA bound to the PM at 

(a) t = 0 ms and (b) t = 40 ms after the frequency 0.5 MHz is applied at 10 Vp-p. The scale bar 

indicates 50 µm. 

 

Once the images are extracted at the beginning and 40 ms after a frequency that produces 

negative DEP is applied, we analyzed the light intensity along the axis from the edge of the convex 

electrode. Both the images are processed to determine the difference between the center of mass 

of the PM bands so that the drift velocity of the PM band due to negative DEP can be calculated 

for the applied frequency.  

We validated this study to determine the mRNA levels of β-actin, GAPDH, and HPRT 

from 1,000,000 cells, 100,000 cells, and 10,000 cells. We observed a relationship between the 

speed of repulsion of the PM functionalized with different mRNA as a function of both the 

frequency and the number of cells, which is proportional to the number of mRNA molecules. All 

the parameters for the experiment were maintained constant to optimize the accuracy. The obtained 

DEP spectroscopy results are shown in figures 5.5, 5.6, and 5.7, each experiment was repeated 6 

times to check the precision of the measurements. Figures 5.5, 5.6, and 5.7 show the average of 6 

measurements for each frequency. We plotted the standard deviation of the average measurement 
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calculated with these results using error bars in figures 5.5, 5.6, and 5.7 as the indicator of the 

confidence levels in each measurement.  

There is no overlap between the confidence intervals in several of the frequencies used to 

describe the spectrum especially for the mRNA levels of β-actin and GAPDH. However, in the 

quantification of HPRT, which is rare, an increase in the number of spectral measurements is 

required to achieve the same accuracy level. Even though there is a significant overlap in the DEP 

spectrum for HPRT mRNA, the results with 10,000 and 100,000 cells are different by more than 

one standard deviation with applied frequency at 800 kHz. Therefore, the use of this method with 

six measurements is sufficient to resolve the number of HPRT mRNA in these two cases.  

Since the DEP spectrum can accurately determine each of the mRNA concentration levels 

of β-actin, GAPDH, and HPRT showed in figures 5.5, 5.6, and 5.7. This label-free method has the 

potential to be used as the transduction mechanism for the measurement of different varieties of 

mRNA at different expression levels. This method, which does not require the use of mRNA 

amplification of fluorescence markers, has the potential to be used in the sensing of protein mRNA 

biomarkers of diseases. 
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Figure 5.5: Negative DEP spectra of β-actin mRNA species from a range of living cells 

 

 

Figure 5.6: Negative DEP spectra of GAPDH mRNA species from a range of living cells 
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Figure 5.7: Negative DEP spectra of HPRT mRNA species from a range of living cells 

 

5.4. Conclusion 

In this chapter, we demonstrated that DEP spectroscopy is an effective transduction 

mechanism for the extraction and analysis of the genetic expression of β-actin, GAPDH, and 

HPRT from cells that has the potential to be applied in the genetic expression of proteins that could 

be used as indicators of cancer or the patient response to drugs during treatment. However, the 

effectiveness of this method to sense the concentration levels of the protein mRNA biomarkers of 

those diseases has to be investigated for each case. We carried out a demonstration of this biosensor 

using three different types of mRNA from as little as 10,000 living cells. This technique is rapid 

and has high specificity when targeting a given mRNA with the use of proper RNA primers. This 

technique does not require the use of fluorescent labels, which eliminates the washing step of 

unbound fluorescent molecules in the preparation process and it does not require careful calibration 

of the light source and the photodetector sensitivity. The measurement of the negative DEP 

spectrum does not depend on the light intensity, the number of PM, or the sensitivity of the 
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microscope camera. This technique is fast, simple, repeatable, and reliable when compared with 

existing methods for mRNA profiling.  
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6. CONCLUSION 

We demonstrated that negative DEP spectroscopy can be used as the transduction 

mechanism to accurately detect the concentration of protein and genetic biomarkers in serum. In 

chapter 1 we explained disease biomarkers, types, and their potential use. We discussed the 

challenges in detecting those biomarkers in body fluids. In chapter 2, we explained the 

development of the software application using Microsoft foundation classes in visual C++ for 

Windows that measures the drift velocity of dielectric particles due to DEP as a function of the 

frequency of the electric field applied to the interdigitated electrode. The application is integrated 

with a USB video class (UVC) standard compliant microscope camera, Tektronix AFG series 

function generators, pearl-shaped interdigitated electrode, OMFL600 low power microscope, and 

a custom-based optical side illumination technique. The developed application can capture a 

sequence of video frames from any USB video class standard-compliant microscope camera. 

Using the acquired images, our system performs real-time image processing to extract the effect 

of DEP force on the dielectric particles, and, thus, the DEP spectrum can be obtained. A frame rate 

of 25 frames per second is used in the application for capturing and displaying the live video from 

the microscope camera. 

During the third study discussed in chapter 3, we demonstrated that the negative DEP 

spectroscopy method is an effective transduction method to accurately detect SNPs with which 

genetic variants causing human diseases can be found [148]–[150]. The negative DEP spectrum 

was measured using a custom-made real-time image processing technique to detect the drift 

velocity of PM bound to ssDNA in microstructured electrodes since the drift velocity is 

proportional to the DEP force due to the viscosity of the solution. The frequency-dependent 

velocity of repulsion due to negative DEP on a set of PM bound to ssDNA, which is a label-free 
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quantity that we measure using image processing, has a strong dependence on the last and in the 

second-to-last nucleotides in ssDNA sequences. 

In the fourth study discussed in chapter 4, we demonstrated that negative DEP spectroscopy 

can be used as the transduction mechanism to accurately detect the concentration of CA 19-9, CA 

242, and CEA which is a pancreatic cancer biomarker [145]. We measured the negative DEP 

spectrum using real-time image processing to detect the drift velocity in which dielectric 

microspheres functionalized with monoclonal antibody to CA 19-9, CA 242, and CEA is repelled 

by an interdigitated electrode array due to DEP as a function of the frequency. We showed that 

DEP spectroscopy has sufficient sensitivity to detect the various cutoff levels of the pancreatic 

cancer biomarkers that can enable this method to be used in the diagnosis and the monitoring of 

pancreatic cancer. The drift velocity due to negative DEP was calculated for the frequency range 

from 500 kHz to 2000 kHz. PM with 750 nm diameter was imaged using a side illumination 

technique to detect the Mie scattering produced by the PM. The change in the DEP spectrum with 

the binding of even a small concentration of these pancreatic cancer biomarkers to the conjugated 

antibody binding sites on the PM arose from the changes in the distribution of the ions from the 

solution close to the PM surfaces in the presence of the target molecules. We designed a new set 

of electrodes (second generation) in such a way that on one side of the array there is the electrode 

edge and on the opposite side, there is a concave structure with no sharp edges. With no sharp 

edges, the concave structure would have very minimal or no DEP acting on it. With the new 

electrode, the PM that experiences the positive DEP would attract on the edge of the electrode, 

and during the negative DEP, it will be repelled away from the edge of the electrode. In the next 

cycle of frequency, the same set of PMs will be attracted back to the edge of the electrode as there 

is no or very minimal gradient on the concave structure. This made the lab experiments more 
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robust, helped maintain uniformity, and also optimized the experiment time. We later improved 

the second-generation electrode by designing and fabricating this third-generation electrode. The 

third-generation electrode has an average of 25 hot spots per droplet, as opposed to 625 as is the 

case of the second-generation electrode. That represented a 96% reduction in the number of hot 

spots when compared with the second-generation electrode, in addition to the reduction in the 

current in the remaining portion of the electrodes of the array due to the wider separation between 

the adjacent electrodes. This new electrode array was designed to carry out experiments with a 

single droplet for several minutes before the droplet dries out.  

In our fifth study discussed in chapter 5, we demonstrated that DEP spectroscopy is an 

effective transduction mechanism for the extraction and analysis of the genetic expression of β-

actin, GAPDH, and HPRT from cells that has the potential to be applied in the genetic expression 

of proteins that could be used as indicators of cancer or the patient response to drugs during 

treatment [151], [152]. 

We conclude that we have developed a low-cost, automated, high throughput, highly 

sensitive, label-free, user-friendly technique to detect the disease biomarkers from serum in point-

of-care settings. 
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