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ABSTRACT

To meet the national and international call for creative and innovative engineers, many en-

gineering departments and classrooms are striving to create more authentic learning spaces where

students are actively engaging with design and innovation activities. For example, one model for

teaching innovation is Innovation-Based Learning (IBL) where students learn fundamental engi-

neering concepts and apply them to an innovation project with the goal of producing value outside

the classroom. The model has been fairly successful, but questions still remain about how to best

support students and instructors in open-ended innovation spaces.

To answer these questions, learning analytics and educational data mining (LA/EDM)

techniques were used to better understand student innovation in IBL settings. LA/EDM is a

growing field with the goal of collecting and interpreting large amounts of educational data to

support student learning. In this work, five LA/EDM algorithms and tools were developed: 1)

the IBL framework which groups student actions into illustrative categories specific to innovation

environments, 2) a classifier model that automatically groups student text into the categories of

the framework, 3) classifier models that leverage the IBL framework to predict student success,

4) clustering models that group students with similar behavior, and 5) epistemic network analysis

models that summarize temporal student behavior. For each of the five algorithms/tools, the

design, development, assessment, and resulting implications are presented.

Together, the results paint a picture of the affordances and challenges of teaching and

learning innovation. The main insights gained are how language and temporal behavior provide

meaningful information about students’ learning and innovation processes, the unique challenges

that result from incorporating open-ended innovation into the classroom, and the impact of using

LA/EDM tools to overcome these challenges.
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PREFACE

“The innovation journey: you can’t control it, but you can learn to maneuver it.”

- Andrew Van de Ven

I came across this paper by Van de Ven well after I started the work presented in this

dissertation. It led to a bit of a research identity crisis; isn’t ‘control’ usually a key part of the

research process? How are you supposed to measure, compare, and analyze innovation if the process

is so unpredictable? These thoughts led to some feelings of doubt about this work; I started to

once again worry about “technical rigor” and “soundness of methods”. However, I refused to let

these worries convince me that this project wasn’t one worth pursuing. In fact, these questions

and challenges came with some added motivation, too. The uncertainty is what makes the project

exciting, and I continue to see arguments that complexity is the future of science and engineering.

In other words, we will need to find new ways to analyze and interpret highly inter-connected

systems such as weather, ecosystems, power grids, and – as seen in this work – classrooms.

However, embracing complexity was in no way easy. Along the way, I knew that we were

working within a complex system, but it is so easy to fall back into reductionist ways of thinking.

As I was writing the implications and conclusions, for example, I desperately wanted to be able

to deliver a set of “rules” for Innovation-Based Learning; make a claim, back it up with evidence,

and then state the single implication. However, I eventually recognized that this would not only

be a misrepresentation of the findings, but also a disservice to the instructors and students both

past and future. Instead, I aimed to use my data and analysis to illustrate the challenges and

complexities of teaching, learning, and innovation. Does this mean I could throw out “technical

rigor” and “soundness of methods”? No – but it did require me to think differently about how we

interpret and share our evidence. Sharing this work in this way has led to nuanced conversations

about teaching, learning, and innovation, and these conversations continue to help me grow as a

researcher and an educator in ways I didn’t realize were possible. I am thankful for the many

people that have engaged in these discussions and believed in this work. We may not be able to

control the path ahead, but we are maneuvering it together.
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1. INTRODUCTION

1.1. The Call for Innovative Engineers

The World Economic Forum published its most recent Future of Jobs report that explored

what skills will be most important in the workplace in the year 2025. The most valuable skills

included creativity, critical thinking, and complex-problem solving, and the number one spot went

to analytical thinking and innovation [1]. Similarly, the National Academy for Engineering [2],

ABET [3], and hundreds of industry engineers [4] have agreed that innovation is one of the most

important skills that engineers should be developing. This means that safe environments for prac-

ticing innovation need to be developed [5]. However, questions still remain about how to teach and

foster innovation in students. Therefore, best practices for teaching and researching innovation in

educational settings still need to be developed.

1.2. Innovation-Based Learning to Answer the Call

One model for teaching engineering students how to innovate is Innovation-Based Learning

(IBL). In this model, students learn fundamental engineering principles and apply them to create

value on an innovation project [7]. Baregeh et al. define innovation as “the multi-stage process

whereby organizations transform ideas into new/improved products, service or processes, in order

to advance, compete and differentiate themselves successfully in their marketplace” [8], and we used

this definition and Baregeh et al.’s corresponding literature review analysis to extract three main

ideas that differentiate IBL from other design and project-based engineering experiences: 1) teams

must identify a gap (“differentiate themselves”), 2) teams must develop a solution (“transform ideas

into new/improved products, service, or processes”), and 3) teams must create impact (“successfully

advance”). IBL differs from many other design and project-based engineering experiences because

of its focus on not only solution development, but also gap identification and impact creation.

In this work, innovative success is defined as the creation of impact that extends beyond the

course in both place and time [9]. Successful students provide evidence of an existing gap, develop

a proof-of-concept solution, and create value for an individual or community outside the course

Some material in this introduction was drawn directly from [6], a publication co-authored by Lauren Singelmann
and Dan Ewert. Lauren Singelmann drafted and revised all versions of this chapter. Dan Ewert served as a reviewer
of the content.
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that continues beyond the end of the course. For example, high-performing students have created

value by publishing research papers, competing in business development competitions, submitting

invention disclosures, and more. These activities create value for the scientific community or society

as a whole, and because the work is shared publicly, this value remains even after the course is

over.

In this study, students were in a cardiovascular engineering course, so each of the innovation

projects was related to cardiovascular engineering, and students learned five industry-recommended

pillars of cardiovascular engineering: the functional block diagram of the heart, pressure/volume

loops and time domain, resistance and compliance, electrocardiogram (ECG), and the arterial

system. Students demonstrated their understanding of the five pillars and used their knowledge to

support work on innovation projects such as a multiparameter biosensor, a Simulink model of the

cardiovascular system, a sensor to detect deep vein thrombosis, an algorithm that could diagnose

illness by sound, and more. Students were able to choose their projects and teams [10, 11], and

they had the freedom to learn other material to support their project [12]. To pass the course,

students needed to show competence in each of the five pillars of cardiovascular engineering. To

earn a higher grade, they also needed to demonstrate that they contributed to a project that had

external value (or value outside the course) [7]. Many students rose to the challenge and created

high external value deliverables, but questions still remain about the factors that lead to student

success.

1.3. Dataset

In order to better understand and predict student success in the course, data were collected

using MOOCIBL, a custom learning management system for IBL settings. The data spanned three

cohorts and 97 students.

1.3.1. MOOCIBL

MOOICBL is a custom online learning management system specifically designed for IBL.

To demonstrate their learning, students created tokens in an online platform called MOOCIBL

[13]. Each token represents a piece of learning and could be in a variety of topics. As students

learn course material and work on their innovation projects, they create learning ‘tokens’ that each

represent a piece of learning. These tokens are logged in MOOCIBL, the custom course learning

management system. Each token has a title, description, and place to link evidence of learning
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[14]. MOOCIBL logs every time a token is created, edited, reviewed, or deleted. In total, 3,016

token were created across the 97 students.

1.3.2. Cohorts

Although the main motivations behind the course remained constant across the three co-

horts, there were some key differences/modifications made over time1. In 2019, Cohort 1 had a

significant amount of freedom in how they uploaded tokens. They created overarching learning

objectives and then added deliverables under each learning objective. Students were encouraged

to (and often did) add learning objectives and deliverables to MOOCIBL while they were still in

progress, but there were few requirements about when or how new information should be added.

This lack of structure led to a few challenges; many students did not upload the required pillar

concepts, and it was challenging and time-consuming to monitor students’ individual progress.

Therefore, in 2020, Cohort 2 was given significantly more structure. The pillars of car-

diovascular engineering became more central to the course, and students were required to “stack”

their tokens using the Webb’s Depth of Knowledge (DOK) taxonomy [?]. These changes made

grading more straightforward; if a student had DOK-1 (recall and reproduce) and DOK-2 (skills

and concepts) tokens for all five pillars and at least one DOK-3 (strategic thinking) and DOK-4

(extended thinking) token, they earned an ‘A’ in the course. However, this increased structure also

led to more challenges. For students, the “stacking” structure required them to complete actions

in a certain order, even when it may not fit the immediate needs of the project or the learner. For

instructors, monitoring student progress throughout the semester was still a challenge; all students

followed the general provided structure, so it was challenging to use the MOOCIBL data to find

meaningful differences among students and teams.

Finally, in 2021, Cohort 3 was given a structure that fell somewhere in the middle. The

data from Cohorts 1 and 2 were used to create the IBL Framework (which will be presented in

Chapter 3), and students were instructed to use the framework as a guide when working on their

project. For Cohort 3, the five pillars were still “stacked”, but this process was separated from the

project.

1This sub-subsection makes some general claims about the student and instructor experience that are not backed
up by data and are outside the scope of the work. However, I think it is important to attempt to summarize these
observations and claims because it gives the reader a better understanding of why changes were made over time. I
have done my best to accurately portray the reasoning of the entire instructional team.
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In order to analyze data across cohorts, the final dataset has two main characteristics: 1)

the student-written text is concatenated for each token into a single string of text, and 2) tokens

from Cohorts 1 and 2 were categorized into the framework categories to be consistent with Cohort

3. Despite the differences in the data, identifying these two unifying characteristics allowed for the

same analysis methods to be used from year to year. However, that does not mean the differences

across cohorts can or should be ignored. Rather, results should be interpreted within the context

of that specific year and cohort.

1.3.3. Participants

Within the 3 cohorts, 97 students participated in the study. 41 were marked as low-

performing, and 56 were marked as high-performing (where high-performing is defined as having

contributed to a high external value deliverable as defined in [9]. Cohort 1 had 28 students, Cohort

2 had 35 students, and Cohort 3 had 34 students. Of the students who provided demographic

information, 64.9% were male and 35.1% were female; 76.3% where white, 17.1% were Asian, and

3.9% were Black/African American; 60.7% were undergraduate students and 39.3% were graduate

students.

1.4. Learning Analytics and Educational Data Mining

In order to better support students in IBL contexts, the MOOCIBL data can be analyzed

using learning analytics and educational data mining techniques. Learning analytics has been

defined as “the measurement, collection, analysis and reporting of data about learners and their

contexts, for purposes of understanding and optimising learning and the environments in which it

occurs” [15]. Educational data mining has been defined as “a field that exploits statistical, machine-

learning, and data-mining algorithms over different types of educational data... to analyze these

types of data in order to resolve educational research issues” [16].

These fields started to gain popularity in the 2000s when computers became more prominent

in learning environments. According to a 2013 review of LA/EDM, some of the original goals of

the fields were to predict student performance, make recommendations to students or teachers,

and model domains to determine relationships between concepts [17]. Since this original review in

2013, applications of LA/EDM have continued to expand to a variety of contexts (e.g. sentiment

discovery, analysis of programming code, and foreign language learning), including some contexts
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more directly related to IBL (e.g. including collaborative learning and group work and self-regulated

learning) [18].

There are many similarities between LA and EDM, and both have a shared common goal:

“improving education quality by analysing huge amounts of data to extract useful information for

stakeholders” [19]. However, a few main differences between LA and EDM have also been identified

[20]:

• Discovery: EDM focuses on automating discovery of information whereas LA focuses on

leveraging human judgement for discovery.

• Reductionism and Holism: EDM aims to reduce problems to their individual components

and compare relationships among them whereas LA aims to understand systems as wholes.

• Origins: EDM originated from educational software and LAK originated from the semantic

web.

• Adaptation and Personalization: EDM places greater focus on automation, whereas LA

places greater focus on empowering instructors and learners.

• Techniques and Methods: EDM methods commonly include classification, clustering, re-

lationship mining, and visualization whereas LA methods commonly include network analysis,

sentiment analysis, discourse analysis, concept analysis, and sensemaking models.

In many ways, the goals of LA align with those of Discipline-Based Education Research

(DBER) as defined by the National Academies DBER Report. These goals include “understand[ing]

how people learn the concepts, practices, and ways of thinking of science and engineering, under-

stand[ing] the nature and development of expertise in a discipline, help[ing] identify and measure

appropriate learning objectives and instructional approaches that advance students towards those

objectives, contribut[ing] to the knowledge base in a way that can guide the translation of DBER

findings to classroom practice, and identify[ing] approaches to make science and engineering edu-

cation broad and inclusive” [21]. Both LA and DBER place focus on not only discovery, but the

understanding of that discovery. In addition, both place focus on bringing findings back into the

classroom to support both teachers and students, and LA’s focus on a holistic view of systems

aligns better with DBER’s goals for inclusivity.
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Therefore, the goal of this dissertation is to shift from the more EDM-focused approach

taken in previous work to a more LA-focused approach. Previously published work by the author

used reductionist methods; the data were simplified to only a few features (words used when writing

tokens), and these features were used to create linear classification [22] and clustering [23] models

with the goal of automating prediction and discovery of information [24]. This shift to a more

LA-focused approach will require qualitative exploration and analysis, new methods that consider

the complexity of the data, and a shift from an automated process to one that involves feedback

loops between researcher and computer.

1.5. Research Questions

The first step in moving to a more LA-focused approach is identifying or creating a frame-

work for IBL data. After the framework is created, the second step is to determine if and how the

framework can be used to improve the methods originally developed by the author in [24]. Finally,

the third step is to extend the work to new methods that were not previously feasible before the

implementation of the framework.

These three steps align with the three research goals – each with two corresponding research

questions.

1. Development of an Innovation-Based Learning Framework

(a) Are there existing frameworks that are appropriate for categorizing Innovation-Based

Learning data? If not, what is an appropriate framework?

(b) Can a classification model be used to sort student text into the categories of the IBL

framework with greater consistency than a human rater?

2. Extension of Classification and Clustering in IBL by Leveraging the IBL Framework

(a) Does categorizing student text into framework categories improve the performance of a

classifier model that separates between lower and higher performing students?

(b) Given student token proportions of each framework category, what types of student

clusters form?

3. Implementation of Epistemic Network Analysis in IBL through the IBL Framework
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(a) Do high- and low-performing students and teams have different behaviors in the course

in the context of co-occurrence?

(b) How does the structure of the course change student behavior in the context of co-

occurrence?2

1.6. Overview of Chapters

Chapter 2 summarizes existing methods for modeling, measuring, and understanding in-

novation from multiple fields. This chapter is adapted from the candidate’s STEM Education

Qualifying Exam submission. Chapter 3 defines the creation of a framework for IBL and a classi-

fier model that automatically sorts student text into the categories of the framework. The first part

of Chapter 3 is adapted from a conference paper titled “Creating of a framework that integrates

technical innovation and learning in engineering,” published at 2021 IEEE Frontiers in Education

Conference and was co-authored by Lauren Singelmann, Ryan Striker, Enrique Alvarez Vazquez,

Ellen Swartz, Mary Pearson, Stanley Shie Ng, and Dan Ewert. The second part of Chapter 3 is

adapted from a publication titled “Leveraging the innovation-based learning framework to predict

and understand student success in innovation,” which has been accepted to the IEEE Access Ed-

ucation Society Section and was co-authored by Lauren Singelmann and Dan Ewert. Chapter 4

discusses the use of the IBL Framework to extend previous classification and clustering methods.

The first part of Chapter 4 is also adapted from the IEEE Access publication. Chapter 5 details the

implementation of a new method for analyzing IBL data: epistemic network analysis. The first part

of this chapter will be submitted to the Journal of Learning Analytics or similar, and the second

part of this chapter will be submitted to the journal Biomedical Engineering Education, specifically

in its special section, Experiential Learning in Biomedical Engineering. Chapter 6 will combine

insights from all three chapters to discuss implications for teaching and researching innovation, as

well as limitations and future directions. Finally, Chapter 7 will summarize the value of the work

as a whole.

2This research question was not one of the originally proposed research questions. After analyzing data from all
three cohorts, it became clear that each of the cohorts had very different behaviors. Thus, this question was added
to further explore how the various course structures influenced student behavior.
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2. LITERATURE REVIEW

2.1. Introduction

The pathway to innovation is not a straightforward one. Economists, engineers, historians,

and psychologists alike have conducted research in order to better understand the innovation pro-

cess, but questions still remain about how to teach innovation in educational settings and leverage

innovation in industry settings. Although there have been interesting and meaningful findings, re-

searchers are still far from identifying unifying theories and best practices. Qualitative studies have

led to a richer understanding of factors that play into innovation, but these studies are relatively

slow and almost impossible to scale, especially at the current rate of innovation. On the other hand,

methods using machine learning in areas such as LA/EDM offer fast and scalable approaches, but

they rarely generalize to other contexts and often run the risk of oversimplifying the complex in-

teractions. Although both qualitative and machine learning methods both have weaknesses, they

also both have strengths that can be combined and leveraged. Thus, the first step in this process

is to explore the wide variety of work that has been done to understand innovation.

The main objective of this literature review is to summarize existing methods for modeling,

measuring, and understanding innovation from multiple fields (e.g. engineering, business, educa-

tion, and psychology). Although the studies presented are from a wide variety of backgrounds and

contexts, unifying themes and ideas can still be identified and discussed.

Some of the studies shared in this review are ordered; constraints are put on the system

in order to control the possible inputs and outputs (e.g. analyzing how students solve a specific

problem in a specific online system). Other studies fall on the unordered side; there are many

components interacting in dynamic ways. These studies might be exploring students working in

groups on open-ended projects or companies working to develop a new device. In order to compare

and discuss ordered and unordered systems, the studies will be discussed in the context of the

Cynefin Framework. The Cynefin Framework, pictured in 2.1, is a conceptual framework that sorts

situations and contexts into four domains: simple, complicated, complex, and chaotic [25].

The simple domain consists of predictable and straightforward relationships. The simple

domain is also sometimes referred to as the obvious domain because these relationships are apparent
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Figure 2.1. Cynefin Framework from [25]

to most observers. The complicated domain also consists of linear relationships, but they require

expert knowledge or analysis to understand. The complex domain consists of relationships that

interact in nonlinear ways; the sum is more than the parts, meaning behavior is not predictable,

but behaviors can still be observed and trends can be found. Finally, the chaotic domain consists

of interactions and behaviors where cause and effect relationships are not able to be identified, even

after the fact. The simple and complicated domains are ordered systems, whereas the complex

and chaotic are unordered systems [25]. These domains give us a framework that illustrates how

components interact and suggestions for best research practices. Ultimately, the domain that

researchers work in must align with the methods the are using, as well as their philosophical views

about the behavior of social systems.

2.2. Innovation as Simple

Within the simple domain, relationships are obvious and do not require expert analysis, so

very little research falls into this domain. However, many of the models that have been created

to illustrate innovation are simple models in that they are linear and predictable. Although these

simple models come from the earlier generations of the conceptual innovation models, they are

still widely used. Later generations recognize that there are more components interacting both

in and outside the system, but simple models often eliminate these exterior factors to keep their

models easy to understand and communicate. However, by stripping away the external factors and
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complex relationships, you lose the flavor of innovation; instead, you are left with just a component

of the innovation process: engineering design1. These engineering design process models have been

created for both industry and education contexts.

2.2.1. In Industry

In industry contexts, engineering design process models can be used to manage product

development, better allocate resources, and increase efficiency [26]. However, by making a simple

model of a complex process, you lose accuracy and the ability to be illustrative of all scenarios.

Hence, dozens of engineering design process models exist; each is generally easy to understand,

but each with its own limitations. One review of existing engineering design process models cited

23 different models of how innovation occurs in industry [26]. Although they all were different,

the authors still were able to create 6 categories that summarize stages of most of the existing

engineering design models: establishing a need, analysis of task (which focuses on the function of

the innovation), conceptual design (which focuses on the behavior of the innovation), embodiment

design (which focuses on the structure of the innovation), detailed design, and implementation. The

authors note these models (and similar ones) are heavily used and cited, but that they are most

appropriate for managing the design process and teaching innovation to new designers in industry

settings [26].

2.2.2. In Education

Other simple engineering design process models focus more on the teaching and learning

aspect in traditional educational settings (especially K-12). Dozens of these models also exist, but

one example is shown in Figure 2.2 [27]. One benefit of modeling innovation in such a simplistic

way is that it can allow for straightforward teaching and assessment. For an outreach activity like

the “Slender Tower Challenge”, the steps may look like this:

1. Ask: The problem is identified as a class. Students need to create a tower that has the lowest

base-to-height ratio. They get 10 pieces of paper and a roll of tape.

2. Research: As a class, we look at pictures of tall buildings and make observations about how

they look.

1This dissertation differentiates between innovation and engineering design by assuming that innovation must
consist of three components: identifying a new and unique problem gap, developing a solution to fill this gap, and
creating impact. Engineering design usually consists only of developing a solution to a given problem.
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3. Imagine: Students get into groups and draw a few different options for their tower.

4. Plan: Students pick out the tower that they want to build.

5. Create: Students get their materials and build a prototype.

6. Test: Students measure their base and height, calculate the ratio, and ensure that their tower

is freestanding.

7. Improve: Students get more time to adjust their prototype before the final measurements are

taken.

Although students can get creative with how they build their tower, the process they use is

made up of clear, linear steps, allowing for straightforward assessment of an engineering activity or

program (as seen in [28], for example). If you complete your planning stage by drawing your tower

on a piece of paper, then I will give you your paper and tape so you can create your prototype.

These simple models for engineering design work well because of the constraints placed around the

activity: groups all get 10 sheets of paper, they all are being assessed the same way, they all get 50

minutes, and they all have a goal that is given to them. These constraints allow for a 50-minute

lesson for 20 4th graders, but this one-size-fits-all engineering design process model doesn’t give

us a look inside the process of innovation or complex problem-solving (both of which are more

dynamic processes).

Overall, simple models are great tools for teaching and assessing engineering design in both

industry and education settings; they are easy to communicate, and they provide a clear framework

for designing and assessing engineering design activities. However, their simplicity comes with

constraints that limit the ability to consider the dynamic and interconnected relationships that are

found in innovation. There is a place for Innovation as Simple, but we’ll need to remove some of

these constraints to get a better picture of the process of innovation.

The complicated domain consists of if/then relationships that are not obvious, but can

be identified by an expert or through analysis. Many of the studies presented in this section

involve simplifying complexities into a few specific variables. Even though they are exploring how

people solve open-ended problems, there are still constraints in place to keep the problem within

the complicated domain. These studies can still lead to new and insightful findings about the
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Figure 2.2. The Engineering Design Process as published on TeachEngineering [27]

innovation process, but the methods and framework proposed are still specific to the proposed

context and could be missing how other non-measured components play a role. It should be noted

that many of the authors mentioned in this section recognize and directly state the complexity

of understanding innovation and problem-solving, but their preliminary work arguably falls more

within the complicated domain.

2.2.3. In Industry

A variety of studies in industry have aimed to find a handful of predictors for innovation.

Acs et al., for example, found a correlation between number of patents in a specific area and number

of original innovations [29], simplifying innovation into one (somewhat) predictive factor. Other

studies have tried to create more involved models with more variables, but these models do not

account for interactions between variables and therefore still fall into the complicated domain. For

example, Fleuren et al. created the Measurement Instrument for Determinants of Innovations that

scores the chance of innovative success by measuring 29 determinants (e.g. client cooperation,

financial resources, time available, etc.). Each of these determinants was given a score by a reser-

acher using a Likert scale [30]. Similarly, Kasa took Likert data in categories such as organizational
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culture, strategy, and technological modernity and used it to train a neurofuzzy system (a type

of machine learning classification algorithm) [31]. Even though this model used more advanced

computing techniques, it still falls into the complicated domain because it aims to simplify the

prediction of innovation into fundamental rules.

2.2.4. In Education

Generally, many educational data mining techniques take a complicated approach; lots of

data is collected and relationships are mined with the assumption that if enough data is analyzed,

fundamental rules can be found that can improve teaching and learning. These techniques are

appropriate for tasks such as determining how content in an e-learning platform should be ordered,

identifying what material a student doesn’t know, or recognizing off-task behaviors [32]. These

researchers have data from hundreds of thousands of students, and creating if/then rules for the

typical student tends to work well.

Less work, however, has been done in the complicated domain to explore tasks like in-

novation, where there is more than one right approach. Some, however, have used complicated

approaches to explore components of the innovation process. Both [33] and [34], for example, use

educational data mining techniques with a computer modeling tool called Energy3D that allows

students to design renewable energy projects. [33] used the software to look specifically at engineer-

ing design, and [34] looked specifically at experimentation strategies. Using a specific prompt and

narrowing the scope to these two ideas placed these into the complicated domain; they are looking

for “rules” that are specific to a certain prompt and context. [33] mapped student actions in the

software to various stages of design (e.g. adding a solar panel aligns to construction, removing a wall

aligns to revision). A classifier model was then used to identify struggling students based off of their

click behavior. [34] used qualitative analysis of log data to determine what behaviors are related

to student experimentation. This analysis was then used to develop an algorithm that could auto-

matically identify and classify these strategies. The results found that novice designers conducted

very few experiments, and experiments became more systematic as designers gained proficiency.

These studies are great examples of how work in the complicated domain could lead to work in

the complex domain; they are strong because they tie student behaviors into task models that are

driven both by student data and the literature (e.g. mapping click sequences to the engineering

design process). Although these studies are both specific to a particular context, the task mod-
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els could be adapted to other contexts, allowing for more complex relationships to be explored in

depth. Currently, these studies are only able to look at small pieces of innovation (experimentation

and design), but the quantitative approach allows for consistent and speedy analysis.

Other researchers have taken a more qualitative approach to understanding engineering

innovation. These researchers analyzed and measured the engineering design abilities of both

engineering students and experts, requiring the creation of a clear framework that could be used

to compare each subject’s process. [35] had students and experts complete an exercise where they

are creating a playground that follows a set of requirements (e.g. safe, cost-effective, inclusive). As

the subjects worked on the problem, researchers coded their actions into stages of the engineering

design process: defining the problem, gathering information, generating ideas, modeling, feasibility

analysis, evaluation, decision, and communication. The authors also noted that the identification

of a need and implementation stages were part of their engineering design process framework but

were not included in the scope of the study; the need was already identified for the participants,

and they did not actually get to build their playground. Because of these exclusions, one might

argue that the subjects were not participating in the process of innovation, but there are also

many overlaps between the process that the subjects completed and the stages of innovating a new

product or service (e.g. generating ideas, evaluation, making decisions, etc.)

Although this study is specific to one prompt and has therefore been sorted into the com-

plicated domain, the results demonstrate that the prompt and processes used are complex. One

observation from the timelines of how students and experts transitioned through the design stage

shows that students had “choppy” timelines whereas experts had smooth cascading timelines. In

addition, it was found that experts spent more time defining the problem and gathering information,

and they often returned back to these activities throughout the activity. These results suggest that

engineering educators should teach students to scope a design problem before planning details and

take time to gather information both at the beginning and throughout the process. The authors

end by suggesting that although this was a specific prompt and problem, the results still are useful

for engineering educators across other contexts because this can promote meaningful discussion

about engineering design. In addition, the authors suggest that this coding scheme could be used

in wider settings [35]. Overall, this study is another great example of placing constraints on a
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research problem to put it into the complicated domain, but finding ways to extend the methods,

the results, and the implications back into the complex domain.

Although the findings of these studies can promote discussion and future research directions

beyond their original scope, the research methods and analysis procedures are specific to a very

specific context. To get a full picture of the innovation process and how students from different

backgrounds and with different goals work together, we’ll need to move to the complex domain.

2.3. Innovation as Complex

The complex domain consists of relationships that are more unpredictable than within the

complicated domain. The studies mentioned in this section expand the boundaries of problems to

allow for more interactions beyond just if/then relationships. Components can interact in non-linear

ways, provide feedback to each other, and ultimately lead to emergent properties that were not

possible without the interactions. These interacting components can be due to multiple students

working together, a more open-ended problem or prompt, or a wider scope in general.

2.3.1. In Industry

Many authors that study innovation “in the field” have tried to tackle why innovation

is so difficult to predict and measure, and most arguments either implicitly or explicitly discuss

complexity. One review paper by Dziallas and Blind looked at studies that aimed to measure

indicators of successful innovation. They came up with a list of over 80 indicators including how

team members are given ownership, project efficiency, time to market, time to implementation, etc.

However, they also note that it is not yet possible (or maybe never will be possible) to develop

concrete factors because of the interconnectedness of factors and lack of subjective, consistent

data. The papers cited in this review look at only a subset of factors of a small piece of the

process, so Dzaillas and Blink advocate for future work that aims to develop understanding of the

relationships between these factors [36]. Another group of researchers states that this complexity

is due to the ambiguity of the word innovation. Innovation can be defined as an outcome, a

process, and a mindset, but teasing out and measuring components from just one of these factors

is oversimplifying the dynamic relationships between them [37]. Therefore, researchers that have

aimed to identify characteristics of successful innovators [38] or companies [39, 40] typically use

qualitative methods that allow for exploration of a large variety of constructs. [38] conducted

interviews to find characteristics of strong innovators and found that there were some commonalities
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(e.g. curious, creative, strong systems thinkers), but the relationships found were nonlinear and

not always predictable, illustrating the complexity of innovation.

Similarly, [39] looked at important components of small- and medium-sized enterprises

(SMEs) and found that successful innovation depended on the constraining and enabling factors

ranging from resources, competencies, the company’s organizational structure, etc. [40] also found

that there are trends in innovative companies, but that these trends vary from industry to industry,

leading to even more complexities. In order to tackle these complexities, [39, 40] both created

frameworks to help categorize, measure, and find relationships between these factors. Although

these studies come from business and are geared for more industry-based settings, the frameworks

that were created can bridge the gap between qualitative observations and coding to quantitative

analysis practices. Future work in this area may benefit from similar methods, especially those

hoping to scale up studies on innovation using tools like machine learning.

2.3.2. In Education

As mentioned in the previous section, most work in EDM/LA has fallen into the complicated

domain, but more research is emerging in the complex domain. In fact, arguments have been

made that EDM/LA research and the complex domain go hand-in-hand [41]. Berland et al. offer

four main reasons for this strong partnership: 1) there are EDM/LA methods that still allow

for illustrative qualitative analysis (not just simplistic statistical methods), 2) EDM/LA allows

qualitative researchers to scale up their methods, 3) EDM/LA methods can allow for more precision

and replicability than some traditional qualitative methods, and 4) EDM/LA allows for realtime

feedback for learners and educators (which can be especially useful in complex, nontraditional

learning environments). This paper by Berland et al. was published in 2014, and almost of the

EDM/LA studies in this section were published after 2014, so work in this area is still very new.

Only my own previous work has made an effort to use EDM/LA to explore the whole innovation

process, but EDM/LA research about engineering design and complex problem solving are becoming

increasingly popular, and the methods and analysis techniques used can be used to grow my current

work.

These synergies can be leveraged because researchers measuring complex problem solving

face many similar challenges to those measuring innovation as a whole. Complex problem solving

can be defined as overcoming dynamic and unfamiliar barriers between a given state and a goal
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state [42]. By that definition, innovation is a type of complex problem solving. Compared to the

measurement of other cognitive tasks, complex problem solving differs in that it should account

for five additional factors: 1) intransparency, 2) complexity, 3) interconnectedness of variables,

4) polytely of the task (meaning multiple goals exist and must be balanced), and 5) dynamics

of the system [43]. For those measuring innovation, similar components should be considered.

Unlike traditional learning tasks, the research methods should include a way to account for how

the innovator is monitoring progress, what they are learning, and how those things are connected

together to create a solution and impact. Researchers in EDM/LA have measured these factors

through the use of qualitative frameworks, multimodal analysis, and graph/network analysis.

For example, one virtual tool for measuring complex problem solving, MicroDYN, uses a

qualitative framework that maps student tasks to each of those five areas. MicroDYN has stu-

dents monitor input and output variables in a virtual chemistry lab; the problem is complex in

that there are interconnected variables and the user must gather information as they go in order

to solve the problem. Rather than just measuring information acquisition, MicroDYN collects

datastreams related to each of the five factors related to complex tasks. For example, users keep

track of information they are gaining over time (intransparency), create a model in the platform

(interconnectedness of variables), and compare their target values and achieved values (polytely of

the task). These actions can then be measured to assess users’ abilities to solve complex problems

that don’t have a single possible solution [44].

Another platform that maps student log data to a qualitative framework is iRemix, a plat-

form for an English and Language Arts course where students created multimedia to demonstrate

their learning. The platform allowed students to engage with course material, post their own work,

and connect with other students and their work. The analysis techniques mapped click behavior to

a variety of learning activity types derived from the literature including creating and revising work,

seeking support, and exploring the community. The use of this framework allowed the research

team to automatically give each student a creative production, self-directed learning, and social

learning score, potentially leading to student-specific support and/or interventions [45].

Another strategy for modeling complex EDM/LA data is the use of multimodal analysis (the

collection of multiple streams of data including clickstream data, body tracking, student text, and

eye tracking as detailed in [46]). Multimodal analysis has been used widely across various EDM/LA
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applications, but it especially has a place for modeling complex behaviors in environments such

as project-based learning. Spikol et al. [47], for example, developed methods for monitoring how

students work on a variety of projects including inventing a toy, creating a color sorter machine, and

designing an autonomous automobile. Although the projects differ from each other, the authors

used flexible datastreams and analysis methods including hand tracking, face tracking, Arduino

software data, and noise levels. However, it may be challenging to use methods like this to model

innovation because of the different time periods; these sessions lasted just a few hours. Nonetheless,

the data fusion techniques that consider multiple modes of data over time could still be useful for

longer term projects.

Graph and network analysis can also be used to understand how students approach complex

problems. Chen and Zhang developed a tool that allows students to map connections between ideas,

highlight material, and add notes. For example, students who are learning about the water cycle

read material and create a concept map to answer various questions (e.g. How does water vapor not

go higher than the clouds?) [48] Similarly, Giabbanelli et al. created a tool that allowed students

to create concept maps of how they think about various ill-structured topics [49]. These concept

maps could then be compared with expert concept maps to determine not only if a student knows

a concept, but how they think about it and relate it to other concepts.

A similar, but more qualitative, approach is the use of epistemic network analysis (ENA).

Epistemic network analysis is a mixed methods analysis technique that takes coded qualitative

data and quantitatively calculates the strengths of relationships between various elements, creating

a dynamic network that can be used for analysis of a group or comparisons between groups [50].

It is part of a larger body of research methods called quantitative ethnography, an approach that

differs from other mixed methods approaches in that the qualitative and quantitative methods are

combined into one solution rather than having two separate analysis techniques [51]. ENA varies

from traditional code and count strategies because it includes a temporal aspect, allowing the re-

search team to build quantitative representations that account for both frequency of codes and

their temporal relationships with other codes [52]. Eagan and Hamilton, for example, used epis-

temic network analysis to find relationships between constructs seen when people were working in a

makerspace. These constructs included ability to see the perspective of others, content confidence,

identity, self-awareness, and self-efficacy. The researchers could use the networks that were created
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to compare how these constructs were related for each group of students [53]. ENA can also be

used to find relationships between action types. Csanadi et al. coded action types as groups of stu-

dents worked on solving complex problems. Codes included actions such as problem identification,

hypothesis generation, and evidence generation [52]. ENA is a relatively new analysis technique

that is just starting to pop up in EDM/LA [50], but the data collected in our Innovation-Based

Learning course might also benefit from using ENA because it would allow us to see how different

groups of students transition between various project stages.

These studies in EDM/LA allow for the measuring/analysis of how students interact in

complex learning environments, but unlike the studies in industry, none looked at the entire in-

novation process (including gap identification, solution development, and the creation of impact).

My thesis work was a first attempt at bridging the gap between studies in industry and studies in

education by looking at the entire innovation process in educational settings using scalable meth-

ods. Students in an Innovation-Based Learning course logged their goals and progress over time

in an online portal. This portal then created logs of student behavior, and these logs could then

be mined using two methods for machine learning: classification and clustering. The classification

work showed that the words that students were using helped differentiate between higher and lower

performing students [22], and the clustering showed that different groups of behavior emerged be-

yond the binary groups of higher performing and lower performing [23]. However, the methods I

originally used in my thesis fell slightly more into the complicated domain. Rather than taking a

complex approach, I simplified my data down to just the words that students were using over the

course of the semester. Therefore, my dissertation work could benefit from a framework similar to

the ones seen in the papers from industry and the methods seen in the papers from EDM/LA.

The EDM/LA studies and the business/industry studies presented in this section helped

me identify two gaps and two future directions in the study of innovation. Where one field lacks,

the other offers a solution. The EDM/LA studies didn’t address the entire process of innovation

(gap identification to solution development to creation of impact), but the studies in business

and industry offer existing frameworks for the entire innovation process that can adapted to fit

innovation in an educational setting. The business/industry settings lacked scalability, but the

studies in EDM/LA identify some analysis methods that allow for complexity and scalable, realtime

analysis (e.g. epistemic network analysis and quantitative ethnography).
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Many of the studies that look at innovation are based in complexity, recognizing that

although the relationships between people and external factors are dynamic and highly intercon-

nected, these relationships can be found and measured. Or can they? Before we can confidently

settle into the complex domain, one more domain must be explored: the chaotic domain.

2.4. Innovation as Chaotic

The chaotic domain is arguably the scariest domain for any researcher to tackle because no

clear cause and effect relationships are present. However, chaos is hard to avoid because it is found

in countless natural and social settings [54]. Arguably, innovation in its true form falls within the

chaotic domain; multiple agents are interacting in unpredictable and nonlinear ways. The studies

that explicitly aim to understand innovation in the context of chaos involve researching innovation

in the “field”, meaning they are collecting data from real companies and enterprises that are aiming

to design and market the next big thing.

2.4.1. In Industry

Many of the studies that involve researching innovation in the “field” come out of the

University of Minnesota and their Minnesota Innovation Research Program [55]. In order to find

commonalities about all of the innovations coming out of the program, they developed a framework

about the process of innovation:

“Innovation is the invention and implementation of new ideas, which are developed by

people, who engage in transactions with others over time within an institutional context, and who

judge outcomes of their efforts and act accordingly.”

These five concepts are the core components that the group used to collect and analyze data.

Although the innovations differed greatly, items can be compared by using a consistent framework.

In short, the research group observes events and incidents, qualitatively codes them into constructs,

and then converts them into bit maps for quantitative time series analysis.

For example, one study out of the group [56] looked at the development of two biomedical

innovations to determine if the developmental process was orderly, random, or chaotic. To help

visualize the differences between orderly, random, and chaotic, see figures 2.3 and 4.15 which was

created by adapting the ideas and code presented in [57].

Each of the 6 plots were created from the simple logistic difference equation: Xt = k ∗

Xt−1(1−Xt−1). Various values of k cause different behaviors. For the ordered plot, k=3.2. For the
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Figure 2.3. Behavior of Xt over time t for the simple logistic difference equation

Figure 2.4. Phase diagrams of Xt, Xt−1, and Xt−2 for the simple logistic difference equation

chaotic plot, k=3.7. For the random plot, the rand() function in MATLAB was used to generate

random behavior. The 2D diagrams depict behavior over time, and the 3D diagrams are phase

diagrams that plot Xt, Xt−1, and Xt−2. Although the 2D plots for chaotic and random might look

similar at first glance, the 3D phase plots show that chaotic behavior still consists of patterns, not

just random data points. figures were created using code and ideas adapted from [57].

Each month, the number of actions, outcomes, and context events were counted by using

qualitative observations. Actions could be coded as either continuation of current actions or a

change in action, outcomes could be either good news and accomplishments or bad news and

mistakes, and context events were external environmental incidents that did not necessarily fall

into the other categories. In order to determine the behavior over time, quantitative analysis

was performed to calculate the Lyapunov exponent, correlation dimension, and the BDS statistic.

Results showed that the beginning of the innovation process showed chaotic behavior that later
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transitioned into ordered behavior. The authors note that the existence of chaotic behavior is

especially interesting because it means that two common ideas about innovation are incorrect.

Innovation is not an orderly process like what is represented by existing linear models for innovation,

but it also doesn’t occur out of random behavior. The authors end by suggesting that although

challenges exist in being able to understand the process of innovation and learning, chaotic behavior

means that a nonlinear model could eventually be created. They also discuss a need to better

understand if actions drive outcomes or if outcomes drive actions [56].

Another more recent paper out of this group [5] shows how some of the group’s ideas have

evolved. They map innovation as a cycle of divergent behavior, constraining factors, convergent

behavior, and enabling factors. Ideas may arise which leads to divergent behavior (e.g. learning

new things, building relationships, trying out new ideas) that then leads to constraining factors (i.e.

realizing that there are obstacles that eliminate some of the options). This causes a need to shift to

convergent behavior (e.g. conducting tests, narrowing ideas, and implementing specific strategies).

These convergent behaviors can lead to enabling factors that lead to new ideas, cycling back to

divergent behaviors. This model is depicted in Figure 2.5. Ultimately, the authors argue that no

one can control the success of innovation, but they can increase the odds of success by developing

strategies for cycling through convergent and divergent behavior. The authors end by presenting a

practical implication: allowing people to practice innovation in low-stakes environments.

2.4.2. In Education

A second group that is tackling innovation as a chaotic system is the Delft School of Indus-

trial Design in the Netherlands. In [58], the authors present two separate models for innovation:

one simple, and one chaotic. These models were created by spending 30 years exploring existing

literature and observing and collecting data on small- and medium-sized enterprises (SMEs) that

were participating in their Delft Design School. The chaotic model consisted of four stages: product

development, strategy formulation, design brief formulation, and product launch/use. These four

steps occur in no particular order. In more recent versions of this four-stage model, the authors

connect the 4 quadrants with a heart because “leadership, culture, emotion, motivation, risk-taking,

and passion are the true ingredients of innovative behavior”. During their observation of SMEs,

they found that most spent at least some time in each of the 4 areas, but in varying order and dura-

tion. The model aims to represent the fact that innovation is abstract and can be approached from
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Figure 2.5. Cycle of innovation presented in [5]. Divergent behaviors lead to the introduction
of constraining factors. These factors require behavior to converge, which then leads to enabling
factors. The enabling factors lead to new ideas and options, going back to divergent behavior.

multiple different strategies. However, the authors also used their experience to create a 26-item

process model. This model does have a sequence, but some items can occur in parallel as shown

by the model. The authors end by arguing that the best way to teach innovation is to teach both

models: one that is concrete and detailed, and another that is abstract and flexible [58]. Students

may need a suggestion for a next step, but they also should not be confined to a recipe. This study

is an appropriate one to end with because it brings us right back to the simple domain. No domain

is better than the others, and all can provide insight to those trying to learn how to be innovators

or those trying to support innovators.

2.5. Discussion and Relevance

Researchers studying the innovation process can learn from each of the domains: the sim-

ple, complicated, complex, and chaotic. The simple domain allows us to communicate, share, and

teach new concepts. When teaching students about engineering, instructors often start with the

engineering design process; it breaks a problem into step-by-step directions that teach the funda-

mental components of an engineering problem. By layering on the complicated domain, researchers
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are able to explore beyond the “obvious” of the simple domain and identify new and meaningful

information. By shifting into the complex domain, highly interactive and dynamic relationships

can be explored, allowing for findings to be transferred across contexts. Rather than researching

how people solve a specific problem or approach a specific prompt, it opens the door to exploring

how people approach creating new and innovative solutions. Finally, the chaotic domain embraces

that research in innovation (and education in general) is never perfect, but that doesn’t mean that

researching these things is not useful. As discussed in [5], there is no way to predict what innova-

tions will be successful and what ones will not, but there are ways to increase that probability of

success. Similarly, instructors can teach the same content in the same way from year to year but

get different results each time. Even though there is variability, using best teaching practices still

increases the chances of student success.

When choosing a domain lens, it is important to consider our own thoughts about education

and social systems, the type of environment that we are working in, the data that we have access

to, the existing relationships within the system, and the goals/outcomes of the work. However,

choosing a lens does not mean ignoring the others; Ryan Baker and Dragan Gasevic, two of the

top researchers in the field of educational data mining and learning analytics, argue that not only

do we need researchers working in the various paradigms, but we also need collaboration across

each. For example, those working with a reductionist lens (complicated) provide scalability and

often greater algorithm performance, whereas those working with an ontological lens (complex) are

able to identify dynamic relationships and give data meaning [59]. This literature from each of the

domains helps guide the choosing of an appropriate domain lens, methods, and metrics of success

for the dissertation work.

2.5.1. Choosing a Domain Lens

Innovation consists of interactions between stakeholders, creators, and industries. Because

these interactions are dynamic and unpredictable, it lives on the left side of the Cynefin framework

(the unordered side). There is some level of chaos involved in innovation as seen in [56], but by

bringing it into the classroom environment, we can put bounds on it to move it into the complex

domain. Students are working within the “rules” of the class including the timeline, assessment

form, scope, etc. For me, the complex domain is a “sweet spot” for both researching and teaching

innovation. Working in the chaotic domain suggests serious challenges for research because of the
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lack of any identifiable relationships, and it can be too high-risk or daunting for students and

educators. The complicated domain, on the other hand, oversimplifies the complex relationships

that researchers are exploring, and it suggests to students that there is a finite number of correct

ways to innovate. From a research standpoint, the complex domain places bounds on the system

that allow us to assume that there are relationships to be found and improvements to be made, but

it also still recognizes that there is no perfect recipe for innovation. From an education standpoint,

these bounds allow students to practice innovation in a lowstakes environment (as suggested by

[5]), but they still get experience working in a space where there isn’t an answer in the back of the

book. Therefore, this dissertation will primarily use a lens of complexity.

2.5.2. Choosing Appropriate Methods

When Snowden presented the Cynefin framework, he also presented best practices for acting

in each domain. For the complex domain, the best practice is “probe, sense, respond” [25]. Learning

analytics methods allow us to collect large amounts of data (probe), analyze in real time (sense),

and determine courses of action or new places to place a probe (respond). As mentioned in [41],

learning analytics allows for the measuring and monitoring of complex problems because it is has

the “replicability and methodological rigor” of quantitative methods while allowing for diverse and

illustrative pieces of data seen in qualitative methods.

However, most educational data mining methods are most appropriate for work in the com-

plicated domain. Although previous work by the author that used LA/EDM to model innovation

[22, 23] viewed innovation as complex, the methods aligned more with the complicated domain and

were more similar to “traditional” educational data mining methods. The input of the algorithms

that were created was raw student text, meaning all words and phrases were treated equally. This

leads to challenges when trying to compare students from one group who are doing a research

project with the goal of publishing at an academic conference and students from another group

who are working on device development with the goal of submitting an invention disclosure; much

of their vocabulary doesn’t overlap, and the original methods had no way of aligning activities

between the groups if they were not using the same words to describe these activities. Therefore,

this dissertation uses other learning analytics methods to work within the complex.

When working in the complex domain, data rarely comes in a form that can be fed directly

into an algorithm. When working on open-ended problems, there are virtually infinite pathways
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that can be taken, meaning there is little meaning in the log data alone. As seen in many of

the studies in the Innovation as Complex section, qualitative frameworks can help transform this

log data into interpretable features that provide context without losing their ability to illustrate

complex tasks.

2.5.3. Choosing Appropriate Metrics of Success

The overarching goal of learning analytics work is to better support learning. Although

quantitative results are important to identify trends and ensure these trends are meaningful, the

bigger question is how these results can be used to support student learning. Therefore, any models

created should balance two things: quantitative performance metrics (e.g. accuracy, F1 score) and

meaningfulness. Using a neural network, for example, could increase the model’s quantitative

performance, but it also is a “black box” model, meaning it is not interpretable. In order to use the

information to better support future iterations of the course, features should be able to be extracted

and algorithms should be interpretable, and the work should be analyzed and interpreted in the

context of implications for engineering education. Even though the bounds around the work were

designed to keep it in the complex domain, chaos is still inevitable, meaning perfect accuracy is

not realistic. However, that does not mean that the “probe, sense, respond” method is not useful.

Van de Ven and team [5] remind us that we cannot perfectly control the innovation process, but

we can learn how to increase the odds of success.

2.5.4. Filling the Gap

To increase the odds of success in innovation, there should be more opportunities to practice

innovation in low-stakes settings [5], and the Innovation-Based Learning model allows for that

to happen. However, in order to improve and scale this model, best practices for teaching and

learning innovation must be developed. The key gap that this dissertation addresses is the creation

of research methods for studying innovation in educational settings. Currently, researchers in

LA/EDM have studied components of innovation, but this work can be better defined as engineering

design research because students are not identifying a unique gap and creating a solution with real-

world value. Researchers in industry have studied “real innovation”, but this work is not scalable

or directly applicable to educational settings. This work bridges the gap between these two bodies

of research by creating a qualitative framework for innovation in the classroom and implementing

learning analytics methods to allow for scalable analysis of student innovation.
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More broadly, it contributes to the body of research in learning analytics (and beyond)

that is making the shift from complicated to complex. The community of researchers in this

area has identified the potential to combine rich qualitative research with scalable and consistent

quantitative research to better understand how all students grow and learn (not just the majority

or the average student). Although this dissertation work is unique in that it looks at using learning

anlaytics methods to understand student innovation, it also will become a part of an emerging body

of work that aims to understand the complexities of student learning rather than simplify them.
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3. DEVELOPMENT OF THE INNOVATION-BASED

LEARNING FRAMEWORK

3.1. Introduction

The first of the three goals of this dissertation work is to identify or create an appropriate

framework for categorizing student actions in IBL. As seen in the literature, most LA/EDM ap-

plications working in the complex domain have some way of taking raw data and categorizing it

in a way that gives the algorithms “context”. Therefore, the rest of the dissertation work relies

on the identification or creation of such a categorization system; Chapter 4 uses the framework to

improve existing LA/EDM models in IBL, and Chapter 5 introduces new models only made pos-

sible through the existence of such a framework. Because the framework is so central to the work,

it is imperative that the framework accurately and illustratively represents the IBL data and can

realistically be implemented into LA/EDM work. Thus, this chapter will detail the development

and assessment of the framework and a classifier model that automatically groups student text into

the categories of the framework.

First, the chapter will provide a background about LA/EDM and frameworks; it will share

further motivation for a framework, information about existing frameworks that were explored,

and how frameworks and learning analytics mutually support each other. Next, it will describe

the methods, results, and analysis for RQ1A which aimed to identify or create an appropriate

framework. Then, it will describe the methods, results, and analysis for RQ1B which aimed to

assess the possibility of creating a text classifier that automatically groups student text into the

categories of the given framework. Finally, it will combine the findings from these two questions to

share implications for teaching and research.

Some material in this chapter was drawn directly from [60], a publication co-authored by Lauren Singelmann,
Enrique Alvarez Vazquez, Ellen Swartz, Ryan Striker, Mary Pearson, Stanley Shie Ng, and Dan Ewert. Lauren
Singelmann drafted and revised all versions of this chapter. Other authors served as reviewers of the content and
contributed to the interrater reliability testing.
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3.2. Background

The background shares motivation for creating a framework, other related frameworks

(learning taxonomies, complex problem solving, self-regulated learning, the engineering design pro-

cess, and diverging and converging behaviors), and the benefits of combining the framework with

LA/EDM tools.

3.2.1. Motivation for Framework

Although there is no existing framework that integrates innovation and learning in the en-

gineering classroom, there are other existing qualitative frameworks that strengthen both teaching

and research. In education, learning frameworks can help instructors develop course goals, out-

comes, and assessments. They also can give learners a unifying vocabulary and a way to practice

metacognition and reflect on their own learning process. In research, frameworks can bridge the

gap between illustrative qualitative work and objective quantitative work. This mixed methods

approach can address the complexities of learning and individual students while still providing

reliable measurements across groups and over time [41].

Previous work to explore innovation in engineering classrooms could also benefit from such a

framework. Studies have been done using learning analytics to explore what differentiates successful

students in the IBL model, but this work was not able to compare students at the system or

process level [22]. With a unifying framework, students could be compared at specific stages of the

innovation and learning processes. This could lead to earlier and more specific interventions for

struggling students.

3.2.2. Other Related Frameworks

In order to create a framework that integrates innovation and learning, five areas of lit-

erature were explored: learning taxonomies, complex problem solving, self-regulated learning, the

engineering design process, and divergent and convergent actions. Figure 3.1 illustrates each of

these areas of literature coming together to create the final framework. Each of these areas has

its own frameworks that group actions into categories. Information about existing frameworks in

each of these areas is presented below. In addition, studies that have successfully used these frame-

works are also presented, illustrating how qualitative frameworks can transform complex data into

illustrative and meaningful results.
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Figure 3.1. In order to develop the Innovation-Based Learning framework, five areas of literature
were explored. Existing frameworks from each of these areas were applied to the data in order
to determine strengths and weaknesses, and these five areas were combined to create the final
framework.

3.2.2.1. Learning Taxonomies

Learning taxonomies are frameworks created to scaffold various actions and behaviors in

the learning process [61]. The most commonly known learning taxonomy is Bloom’s Taxonomy,

but other taxonomies include Webb’s Depth of Knowledge, the Structure of Observed Learning

Outcomes (SOLO) taxonomy, Fink’s taxonomy, and a handful of variations of Bloom’s Taxonomy

(e.g. Bloom’s Revised Taxonomy shown in Figure 3.2 [62]). The stages of each taxonomy vary, but

most are presented as a hierarchy; lower level learning builds to higher level learning.

Learning taxonomies are helpful frameworks because they can be used to help instructors

build course materials that are well scaffolded and assessments that properly align. For example,

questions from exams in both Electronics [63] and Computer Science [64] were mapped to Bloom’s

Taxonomy in order to better understand what level of learning the exams were assessing. This

research can help instructors develop more appropriate assessments based off of course goals.
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Figure 3.2. Bloom’s Revised Taxonomy from [62]

Mapping student actions to learning taxonomies can also be done at a much larger scale

by using learning analytics tools that use machine learning on educational data. For example, the

Cognitive Operation Framework for Analytics (COPA) automatically maps the language used in

course learning objectives, assessments, etc. to the various stages of Bloom’s Revised Taxonomy.

The results can then be shared with instructors in order to help them ensure that their goals,

outcomes, and assessments are well aligned [65].

3.2.2.2. Complex Problem Solving

Although there are many definitions of complex problem solving, a general definition is the

ability to overcome barriers between a given state and a goal state. The problem is considered

complex because these barriers are usually unfamiliar to the problem solver and changing over

time [42]. In order to better understand how problem solvers approach complex tasks, researchers

have created a theoretical framework (Figure 3.3) to illustrate the components of complex problem

solving. Not only does it include the task itself, but also the problem solver and the environment.

The problem solver component considers prior knowledge, experience, and affect; the environment

component considers any group interactions, feedback, or expectations from others [42]. Therefore,

various studies in complex problem solving have focused not only on the completion of a task, but
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Figure 3.3. Framework for complex problem solving from [42]

also the background of the problem solver, affect, and the environment [66, 67]. The use of this

framework strengthens work in this area by encouraging the consideration of variables in all areas.

3.2.2.3. Self-Regulated Learning

Self-regulated learning is the act of monitoring and directing one’s learning, including strate-

gies, information, and self [68]. Multiple frameworks for self-regulated learning exist (see [69]),

each with its own empirical evidence to support it. One of the most common frameworks for

self-regulated learning consists of three components: forethought, performance, and self-regulation

(shown in Figure 3.4). Forethought consists of planning out how the learner will approach the prob-

lem or take in information, performance consists of actually completing the task and maintaining

focus and motivation, and self-regulation consists of reflecting on what was learned and assessing

how well the task was completed and what strategies were successful [70].

By mapping student actions to the stages of self-regulated learning, information can be

gained about how students guide and support their own learning. For example, this model has

been used to explore how engineering students monitor behavior in design tasks in a 3D design

and simulation platform by mapping clickstream data to the stages of the self-regulated learning

framework. The clickstream data on its own is lacking the context needed to understand how

students monitor their learning, but when context is introduced through the self-regulated learning
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Figure 3.4. Cyclical framework for self-regulated learning from [70]

framework, algorithms were then able to cluster students into illustrative categories: reflective-

oriented, adaptive, and minimally self-regulated learners [71].

3.2.2.4. Engineering Design Process

The engineering design process has dozens of variations, but all consist of actions related to

solving a problem. Although each of the variations has different names and stages, many consist

of similar overarching categories. One review found 23 different versions of the engineering design

process and created six stages that best represent all models: establishing a need, analysis of task

(which focuses on the function of the innovation), conceptual design (which focuses on the behavior

of the innovation), embodiment design (which focuses on the structure of the innovation), detailed

design, and implementation [26]. These steps are shown in Figure 3.5.

Figure 3.5. One example of the engineering design process from [26]

The engineering design process is a valuable framework for both assessment and research

purposes. For assessment, understanding and applying the stages of the engineering design process
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has been a proposed metric when evaluating the quality of K-12 engineering education activities

[28]. For research, the engineering design process has been used as a framework for a variety of

learning analytics studies. The researchers map student actions (often from clickstream data) to the

various stages of their chosen version of the engineering design process. Because there are countless

combinations of clicks in these virtual environments, a qualitative framework allows researchers to

simplify their data without losing the ability to illustrate student behavior. For example, [33] looks

at clickstream data in a 3D design and simulation platform and maps strings of actions to stages

of the engineering design process (e.g. adding a wall maps to the construction phase, and running

an energy test maps to the testing phase). Similarly, [34] uses the same platform to explore how

students conduct experiments when doing an engineering design task in a 3D design and simulation

platform. By mapping the clickstream data to stages of the engineering design process, usable

quantitative features are created that can be used as inputs for classification, clustering, sequence

analysis, or other machine learning tasks.

3.2.2.5. Diverging and Converging Behaviors

The final area of literature is divergent and convergent behaviors. Divergent behaviors in-

volve exploring multiple ideas, whereas convergent behaviors involve honing in on a specific problem

or solution. Divergent and convergent behaviors appear in a variety of contexts. For example, one

offshoot of the engineering design process, the Double Diamond Model for Design (shown in Figure

3.6) consists of two diamonds, both made up of a diverging action and a converging action [72]. In

order to create a solution, first a problem must be discovered and defined; then a solution must be

developed and delivered. Discover and develop are considered diverging activities, meaning differ-

ent options are being explored. Define and deliver are considered converging activities, meaning

solutions are being chosen.

Similarly, one group that studies innovation in industry settings maps innovation as a cycle

of divergent behavior, constraining factors, convergent behavior, and enabling factors. Ideas may

arise which leads to divergent behavior (e.g. learning new things, building relationships, trying

out new ideas) that then leads to constraining factors (i.e. realizing that there are obstacles that

eliminate some of the options). This causes a need to shift to convergent behavior (e.g. conducting

tests, narrowing ideas, and implementing specific strategies). These convergent behaviors can lead

to enabling factors that lead to new ideas, cycling back to divergent behaviors. This model is
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Figure 3.6. The Double Diamond for Engineering Design from [72]

called the Cycle of Divergent and Convergent Behavior in Innovation, and it is depicted in Figure

3.7 [5] (and was previously presented in Section 2.4 Literature Review: Innovation as Chaotic).

The creation of this framework for innovation allows the researchers to categorize their qualitative

observations, leading to data that can then be analyzed quantitatively to better understand how

companies approach the innovation process. As seen in the other literature areas, the use of the

qualitative framework translates complex data into features that can be analyzed and interpreted

without losing its illustrative components, showing the need for development of strong frameworks.

Figure 3.7. The Cycle of Divergent and Convergent Behavior in Innovation from [5]
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3.2.3. Leveraging the Combination of a Framework and LA/EDM Tools

After the framework is developed (RQ1A), the second step will be creating a text classifier

with the goal of automatically categorizing student text into the framework categories (RQ1B).

Combining the qualitative framework and LA/EDM tools has a variety of benefits, and this combi-

nation has shown promise in other similar lines of research. For example, one framework for complex

and open-ended learning tasks that closely relates to IBL is constructionism, or the process of en-

abling learners to create artifacts [73]. Although the complexities of these open-ended learning

environments offer new challenges for LA/EDM work, researchers have also identified four main

benefits for using LA/EDM tasks to understand learning with a constructionist lens: 1) LA/EDM

does not require researchers to abandon qualitative analysis, 2) LA/EDM analyses methods can

complement existing methods to provide new insights, 3) LA/EDM can support methodological

rigor and replicability, and 4) LA/EDM can be used to provide data to students and instructors in

real time [41]. For these reasons, the IBL context may benefit from further establishing LA/EDM

methods.

Qualitative work is more illustrative and holistic, but the trade-offs can include time and

replicability. A machine learning classifier can group hundreds of pieces of student text in seconds,

allowing for real-time analysis. In addition, using a classifier guarantees that any given piece of text

is classified the same way every time. Although categorizing actions into framework categories will

always involve some level of subjectivity and human judgement, the use of a classifier can ensure

equal comparisons across all students and groups. If successful, the combination of the framework

and the text classifier will allow for new methods that consider the complexities of innovation and

allow for comparison of students across a variety of project types.

3.3. Research Question 1A: Development of a Framework

RQ1A asked: Are there existing frameworks that are appropriate for categorizing Innovation-

Based Learning data? If not, what is an appropriate framework?

3.3.1. Methods

This section will define the alternate templates strategy that was used to create the IBL

framework and the assessment process to determine interrater reliability of the framework.
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3.3.1.1. Alternate Templates Strategy

In order to identify an appropriate model for the data, the alternate templates strategy was

used, which is common in qualitative research dealing with complex process data [74]. Alternate

templates strategy consists of qualitatively reviewing the data and the literature, finding and/or

creating appropriate models, assessing how well that model fits the data, and continuing to reiterate

that process until a final framework is selected. Each of the five areas of literature mentioned in the

background were explored: learning taxonomies, complex problem solving, self-regulated learning,

engineering design process, and converging and diverging actions. The ways that each of these

models do and do not fit the data are presented in the Results and Analysis section.

3.3.1.2. Assessment of the Framework

A qualitative framework should balance simplicity, generalizability, and accuracy [74]. In

order to assess the framework, the research team balanced the number of categories, how well it fit

all students from both cohorts, and how well the data fit the framework. To maintain consistent

categorization, a code book was created that gave definitions and examples of each framework

category. To quantitatively assess how well the framework fits the data at the token level, interrater

reliability was measured. Two rounds of interrater reliability assessment were conducted. First,

two members of the instructional team categorized a subset of 853 tokens, and percent agreement

and Cohen’s Kappa were then calculated to assess for interrater reliability.

The observed percent agreement is calculated Po (Equation 3.1). By also calculating the

probability of chance agreement Pe (Equation 3.3), Cohen’s Kappa can be calculated (Equation

3.4).

These calculations use a k by k confusion matrix (k = 7 in the case of the framework

categorization), in which an element fij defines the number of cases that the first rater assigned a

particular item to category i and the second to j. So, fjj is the number of agreements for category

j. Then (from [75]):

Po =
1

N

k∑
j=1

fjj (3.1)

ri =
k∑
j=1

fij∀i and cj =
k∑
i=1

fij∀j (3.2)
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Pe =
1

N2

k∑
i=1

rici (3.3)

where Po the observed percent agreement, ri and cj the row and column totals for category i and

j, and Pe the expected proportion of agreement.

κ =
Po − Pe
1− Pe

. (3.4)

A confusion matrix was then created to determine where discrepancies were occurring.

These discrepancies were then analyzed and grouped into categories to further refine the categories

and make recommendations for future token creation. These error categories were then added to

the code book to help raters differentiate between categories for common discrepancies, and the

definitions and examples for each category were further refined where appropriate.

The second round of interrater reliability was conducted with the entire set of 2,116 tokens

and among more members of the instructional team. For each of the tokens, the lead rater was

assigned as the primary rater and two of the six other members of the instructional team were

assigned as the secondary or tertiary rater. Cohen’s Kappa and percent agreement were calculated

between the primary rater and the secondary rater for all tokens, and another confusion matrix

was created to show discrepancies. In order to decide final classes for all tokens, the tertiary rater

or direct language from the codebook were used to break ties.

3.3.2. Results and Analysis

This section will assess how existing frameworks align with the IBL data, describe the final

created framework, and share results from the two inter-rater reliability tests.

3.3.2.1. Comparison to Existing Frameworks

In order to create the final framework, each of the existing areas of literature were explored

to assess how well they fit the IBL data; explanations of the affordances and limitations of using

each of the five areas of literature is presented below.

Learning Taxonomies: Learning taxonomies can be a great introduction to what behaviors

are incentivized in IBL because the taxonomies illustrate the difference between lower level learning

(e.g. memorization and understanding) and higher level learning (e.g. analysis and synthesis).

However, the hierarchical structure of most learning taxonomies does not lend itself well to our
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data. When trying to explain student learning in the context of any of the learning taxonomies,

the taxonomies fail in being able to explain the nonlinear pathways that students take. For example,

Bloom’s taxonomy (which is commonly used in engineering fields to measure ABET requirements

[76]) is set up in a way that suggests you are constantly moving up the pyramid from lower level

learning to higher level learning. This hierarchy fails to illustrate that students who are creating

and innovating must often return to the lower levels of the pyramid when ideas or prototypes do

not work. This does not mean that students did not meet the objectives of the lower levels and

were ill prepared to tackle the higher levels; it is simply part of the process.

Complex Problem Solving: Complex problem solving frameworks align nicely with the course

because they include information about the problem solver, the task, and the environment – all of

which play a role in both innovation and learning. In the IBL data, many tokens are related to

the student being part of the class and of the group. Hence, the final IBL framework will include

an “environment” category as inspired by the literature on complex problem solving. However,

complex problem solving assumes that the problem has already been stated, so it does not account

for the problem identification tasks that students complete in IBL.

Self-Regulated Learning: Students in the course clearly participate in self-regulated learning

processes during the semester. Creating tokens aligns with forethought, completing tokens aligns

with performance, and updating tokens aligns with self-reflection. However, the actions being

defined by each token do not map to the categories in self-regulated learning frameworks. In

addition, these frameworks fail to address the outcomes of the innovation and learning processes.

Engineering Design Process: Variations of the Engineering Design Process illustrate many

of the actions that students are completing during IBL, but it misses out on the learning component.

For example, it assumes that students know how to choose the best option and design it. In addition,

most versions are presented with a specific order of steps. Even though some illustrate the cyclical

nature of design, none fully illustrate the nonlinear processes that the data shows that the students

took.

Diverging and Converging Behaviors: The Double Diamond for Design and the Cycle of

Divergent and Convergent Behavior in Innovation both illustrate the idea of transitioning between

divergence (e.g. trying new ideas, learning new things) and convergence (e.g. choosing a specific

path, implementing a specific strategy). This idea of convergence and divergence appears in the
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IBL data; students write about content and skills that they are exploring, and they write about

actions they are taking. However, both models do not directly address the creation of impact.

In addition, the Double Diamond for Design model suggests that innovation is a linear process

where you start at stage 1 and end at stage 4. The Cycle of Divergent and Convergent Behavior

in Innovation eliminates this linear process model, but it does not focus on the outcomes of the

process.

3.3.2.2. Description of Final Framework

The developed IBL framework (shown in Figure 3.8) implements the concept of convergent

and divergent behaviors but extends it by creating three diamonds, each with a converging category,

a diverging category, and an end product.

Figure 3.8. The developed IBL framework integrates engineering innovation and learning in en-
gineering education. The framework consists of three diamonds, each consisting of a diverging
activity and a converging activity that produce an output. Diamond 1 consists of surveying and
defining the problem to develop a gap. Diamond 2 consists of exploring and solving to create an in-
novative solution. Diamond 3 consists of drafting and sharing, leading to impact of the innovation.
The final category is environment, and it covers any other activities related to being a member of
a group or class.

The first diamond consists of survey and define, with the end product being the identification

of a gap that needs to be filled (e.g. a question that still remains in the research or a space in the

market that has not been filled). Surveying consists of learning about the problem space (including

concepts learned in the course), and defining consists of narrowing the scope of the project to hone

in on a specific project goal. The second diamond consists of explore and solve, with the ends
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product being the solution to the gap. Exploring consists of learning the tools or concepts that

will be necessary to create a solution, and solving consists of making design choices and building

a solution to the problem. The third diamond consists of draft and share, with the end product

being the creation of impact. Students create impact by publishing their work, submitting invention

disclosures, or sharing elsewhere. Drafting consists of learning how to navigate this process and

growing in their communication skills, and sharing consists of choosing an outlet and creating the

impact. Finally, the environment covers any activity that does not directly lead to developing a

gap, a solution, or impact. The environment can include activities like team meetings, completing

activities for class, or doing any housekeeping items.

Table 3.1 shows the list of framework categories and an example token from the dataset

that falls under each of the categories.

Table 3.1. Example token for each of the framework categories

Category Example

Survey Understand the cardiovascular system and the applications
of tissue engineering

Define Narrow research topic to inform class

Explore Learning about ECG signals and feature extraction

Solve Apply preprocessing functions to data collected with team’s
hardware and revise functions as necessary

Draft Obtain feedback from class for revisions of symposium
poster

Share Final paper to submit for provisional patent

Environment Group meetings and presentations to evaluate progress and
provide updates

Overall, the framework is built on three main tenets:

• An innovation consists of three components: an existing gap, a new and unique solution, and

developed impact.

• The process of innovation consists of iterating between converging and diverging behaviors

(explore options, make decisions, repeat).
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• There is not a linear pathway from start to end; the problem gap, solution, and intended

impact may be refined and adjusted over time.

3.3.2.3. Assessment of Final Framework

For the first round of assessing interrater reliability between the two raters, the raters had

71.2% agreement and a Cohen’s Kappa of 0.664, which is considered moderate agreement [75]. The

confusion matrix comparing the raters’ categorizations is shown in Figure 3.9.

Figure 3.9. Confusion matrix between the two independent raters. Boxes on the diagonal represent
agreement between the two raters. The color relates to the ratio of tokens sorted into a certain
category compared to the total number of tokens in that category (as determined by Rater 1). For
example, Rater 1 put 193 tokens into the survey category, and Rater 2 agreed for 148 of those
tokens, giving a recall value of 0.767. The matrix also identifies areas of discrepancy; these are the
brighter green values that are not on the diagonal.

The discrepancies between the two raters were then analyzed and grouped into error cate-

gories: social learning, level of impact, practice vs. solution, content vs. solution, draft vs. submit,

specific learning, unclear language, and websites. These error types, their descriptions, examples,

and the number of occurrences of each type is shown in Table 3.2.
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Some errors could be reduced by more clearly defining the framework categories, but others

are caused by the way that the specific token was written. These discrepancies led to takeaways

for both token raters and token writers.

Takeaways for those categorizing tokens include:

• If a student is “just trying something”, err on the “diverging” side. If students are not being

specific about the content or skills they are developing, or if they use words like “practicing”,

or “looking into”, they have not transitioned to the converging stage yet. This addresses the

“Practice vs. solution” and “Specific Learning” error types.

• Teaching another student can be part of the learning process. For example, teaching a student

about Simulink would still be considered part of learning about Simulink, putting the token

into the explore category. This addresses the “Social Learning” error type.

• If students are learning about a process or skill, or if they are exploring the market space,

explore is the most appropriate category. This addresses the “Content vs. Solution” error

type.

Takeaways for those writing tokens include:

• Proofread your tokens to ensure that you are communicating clearly and that your title and

description match. This addresses the “Unclear Language” error type.

• Clarify the purpose of your token. Are you learning more about the problem, or are you

learning material in an attempt to assess possible solutions? This addresses the “Content vs.

Solution” error type.

• Clarify the outcome of your token. Is it still in progress, or is it mostly finalized? This

addresses the “Practice vs. Solution” and “Draft vs. Submit” error types.

• Carefully define your problem, solution, and form of impact. This addresses the “Level of

Impact” and “Websites” error types.

The framework showed great promise for balancing simplicity, generaliziability, and accuracy in the

first round, but these tips can even further improve performance by reducing the number of tokens

that are unclear or fall into more than one category.
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For the second round of assessing interrater reliability, percent agreement was 69.1% and

Cohen’s Kappa was 0.627, which was also deemed moderate agreement [75]. The confusion matrix

comparing the interrater reliability for the second round can be show in Figure 3.10.

Figure 3.10. Confusion matrix between the lead rater and the team of secondary raters. Boxes
on the diagonal represent agreement between the two raters. The color relates to the ratio of
tokens sorted into a certain category compared to the total number of tokens in that category (as
determined by Rater 1). For example, Rater 1 put 517 tokens into the survey category, and Rater
2 agreed for 465 of those tokens, giving a recall value of 0.90. The matrix also identifies areas of
discrepancy; these are the brighter green values that are not on the diagonal.

The slight decrease in interrater reliability from Round 1 was most likely due to more raters

being introduced. When looking at specific secondary raters, the interrater reliability with the

primary rater ranged from 61.2% to 77.1% (or κ = 0.519 to κ = 0.727). Although these results

still show moderate agreement (especially with seven categories), it is imperative to reduce the

inconsistencies in categorization. Because many of the errors involved missing a handful of specific

rules, it was hypothesized that a machine learning classifier could categorize the tokens with greater

consistency. Although there is no way to eliminate the subjectivity of the categorizations, it is
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possible to ensure that similar tokens are always categorized in the same way. This consistency is

especially important if further analyses will rely on these categorizations.

3.4. Research Question 1B: Feasibility of Automatic Framework Classification

RQ1B asked: Can a classification model be used to sort student text into the categories of

the IBL framework with greater consistency than a human rater?

3.4.1. Methods

To answer RQ1B, four models were developed and assessed, and success was measured by

comparing the agreement levels of the algorithm and the lead human rater versus the lead human

rater and the other human raters. The four models included support vector machine (SVM) with

a linear kernel, K-Nearest Neighbors (KNN), random forest (RF) and logistic regression (LR).

These models were chosen because they allow for quantitative data (not just categorical), they

are appropriate for small sample sizes, and they allow for feature extraction so an instructor or

researcher could have an intuitive understanding of how the model is sorting tokens into categories

[77]. The sample set included 2,116 tokens that had been labeled by the research team (step 1 in

Figure 3.11). For each token, the title and description were combined into a single document, and

these documents were then tokenized to create unigram TFIDF (term frequency-inverse document

frequency) matrices (step 2 in Figure 3.11). Code was written in Python [78], and the sci-kit learn

module [79] was used for training and testing models.

Five-fold cross-validation was used for assessment, meaning the tokens were split into five

folds of equal size (step 3 in Figure 3.11), and five models were created — each tested on a different

fold and trained with the other four folds (step 4 in Figure 3.11). The performance of the five

models is then averaged to get final performance indicators, and the actual and predicted classes

are counted and compiled into a confusion matrix (step 5 in Figure 3.11). Five-fold cross-validation

was used because it is representative of the whole dataset but also gives indication of how well the

model will perform on future data. Percent agreement and Cohen’s Kappa were used as performance

metrics to compare to the results seen in RQ1A.

To test for statistical significance, 100 random testing and training sets were created (80%

train, 20% test). All four algorithms were tested on each of the 100 cases, and a Wilcoxon Signed

Rank test was performed on two algorithms at a time. This statistical test assumes paired data and

does not require any assumptions about the distribution of the data [80]. However, it should be
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Figure 3.11. Graphical representation of methods for RQ1B. First, preprocessing is performed by
the research team by splitting all tokens into the categories of the framework. Next, a TFIDF
(term frequency-inverse document frequency) matrix created where each row represents a token,
each column represents a word, and each entry represents how frequently a word appears in that
token compared to all other tokens. To perform five-fold cross-validation, all tokens are split into
five folds with tokens from each category balanced among the folds. For each of the five folds, a
model is created and trained using four folds and tested on the fifth fold. The results from each fold
are combined to get overall performance metrics. Four different algorithms were assessed: support
vector machine (SVM), k-nearest neighbors (KNN), random forest (RF), and logistic regression
(LR). Finally, a confusion matrix is created for each of the models to determine where discrepancies
occurred, and percent agreement and Cohen’s Kappa are calculated to assess performance.

noted that this test assumes independence of samples, and our 100 cases have overlapping training

and testing data. Although a 5x2 test (five different two-fold cross-validation tests) reduces this

problem of having overlapping training data because there are only two folds [81], our sample size

is too small and the tokens are too variable to hold out half of the data for testing each time.

47



Therefore, the Wilcoxon Signed Rank test was deemed to be most appropriate for our data, but

still has some limitations.

3.4.2. Results and Analysis

Percent agreement and Cohen’s Kappa were calculated to measure agreement between the

lead human rater and the team of other human raters, as well as between the lead human rater and

the four different classification algorithms. These performance metrics can be seen in Table 3.3.

Table 3.3. Percent agreement and Cohen’s Kappa of team of human raters and classifier models

Model % Agreement Cohen’s Kappa

Team of Human Raters 0.691 0.627
Support Vector Machine Model 0.799* 0.760**
k Nearest Neighbors Model 0.705 0.643

Random Forest Model 0.674 0.608
Logistic Regression Model 0.793 0.752

* denotes a statistically significant result (p < 0.05)
** denotes an extremely statistically significant result (p < 0.005)

The models created using SVM, KNN, and LR all had higher agreement with the human

rater than the team of human raters, and the SVM performed the strongest with a percent agree-

ment of 79.9% and Kappa of 0.760 (compared to the human raters who had a percent agreement of

69.1% and a Kappa of 0.627). The performance difference between the SVM and the other models

was also deemed to be statistically significant using the Wilcoxon Ranked sum test. Compared to

the second best model (the LR), the SVM had better percent agreement than the LR (p < 0.05)

and a better Kappa (p < 0.005).

To determine where discrepancies were occurring, the confusion matrix from the original

interrater reliability test (first presented in Figure 3.10) was compared with the confusion matrix

from the highest performing classification model (SVM). These confusion matrices are shown in

Figure 3.12. For both the team of human raters and the optimized classification algorithm, dis-

crepancies were most likely to occur between the triangles of the framework that make up the

same diamond (e.g. between explore and solve). However, the classification algorithm was able to

reduce other discrepancies that were caused by human errors such as missing one of the rules in

the framework codebook.
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Figure 3.12. Confusion matrices that show discrepancies between a lead human rater and the team
of other human raters (left) and a lead human rater and the optimized classification algorithm
(right). Entries are colored by comparing the value of the cell to the sum of the values in that
row, which corresponds to precision. Preliminary results for RQ1A showed that human raters had
sufficient agreement when categorizing text into the framework categories. These new results show
that a classifier can also be trained to categorize objectives with higher reliability, consistency, and
speed. In addition, it shows that discrepancies are most common between the two triangles that
make up a diamond (e.g. Explore and Solve.)

Achieving perfect agreement is not a realistic performance goal, but using a classification

algorithm showed higher agreement and consistency, a key reason that learning analytics is becom-

ing increasingly important in work involving complex learning environments [41]. This consistency

is imperative when framework classification is the first step in completing other learning analytics

tasks using this data. The algorithm is trained with classifications made subjectively using human

judgement, so it is not possible to eliminate subjectivity by implementing a classification algorithm.

However, it does ensure that tokens are always categorized in the same way.

These results show a positive result for RQ1B; a machine learning classifier can be trained

to group pieces of student text into the categories of the IBL framework with greater consistency

(and speed) than a human rater. Although it is important to continue to evaluate and validate the
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results of the classification model, these results show that real-time learning analytics work can be

performed on the IBL data.

3.5. Implications for Teaching

The creation of the framework offers a variety of benefits for teaching and learning innovation

that help develop shared language, expectations, and assessment.

The framework creates shared language between students and instructors to be able to

communicate progress, talk about their challenges, and ask questions. Not only does it give them

language to talk about the gap, solution, and impact, but it also helps them explain where they are

getting stuck. If they are struggling to transition from a diverging action to a converging action,

other students or instructors may be able to provide advice about choosing a path forward. If they

are struggling to transition from converging to diverging, other students or instructors can help

brainstorm new ideas or provide advice about where to explore next.

Similarly, the framework helps set shared expectations. Before the creation of the frame-

work, success in the course was defined by “the creation of external value”. The framework breaks

this idea into sub-components: the gap, solution, and impact, and it shows that learning and de-

veloping is involved in all three of those components. Students gain a better understanding of what

makes something innovative, and they have a clearer idea of how they will be assessed.

Finally, the framework helps both students and instructors monitor progress. Students and

instructors can track how much work is being done towards each of the three components: gap,

solution, and impact, as well as how much work is being done looking at new possibilities (diverging)

and moving forward with specific ideas (converging).

The presented implications above are driven mostly by the first two tenets of the framework:

1) innovation has three components (gap, solution, impact), and 2) each of those components

consists of cycles of converging and diverging actions. However, it should be noted that questions

still remain about how to help students embrace tenet 3: the nonlinear and complexity of innovation.

Instructors should be careful to present the framework as a guideline, not a recipe to be followed.

3.6. Implications for Research

The creation of the framework also leads to various impacts on engineering education and

learning analytics research.
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It is the first published framework that integrates technical learning and engineering inno-

vation, and it helps further differentiate innovation-based learning from project-based learning and

engineering design activities. The use of alternate templates strategy allowed for a qualitative deep

dive guided by actual student behavior that better illustrated these differences. The steps of the

engineering design process, for example, did not appropriately map to the actions that students

were completing in IBL. IBL places equal focus on gap, solution, and impact, whereas the engi-

neering design process focuses overwhelmingly on solution development. Similarly, the engineering

design process places little importance on the learning process compared to the IBL framework.

Innovation requires learning content and skills in order to drive an innovation forward, and the

engineering design process generally assumes that these skills have already been developed. In

addition, the student behavior showed how complex and nonlinear the process of innovation is;

because it involves identifying and shaping new problems and solutions, actions in one category

might lead to ideas for actions in another category; rather than moving through the steps in the

process, innovation creates new and unique pathways.

In addition, the framework provides a lens for researchers that allows for meaningful com-

parisons across all students and projects. Categorizing student actions can be challenging because

different students are working on different components of different projects, but this framework

groups actions in a way that transcends project type. Previous categorization schemes were either

too broad (e.g. adding a token, editing a token, deleting a token), or too specific (e.g. literature

review, experimental design, professional development). If the categorization scheme has too broad

of categories, information is lost. If the categorization scheme has too specific of categories, it

becomes increasingly challenging to make comparisons across students because they are working in

different categories from each other. The framework’s seven categories serve as a middle ground;

the categories are illustrative, but apply to all projects and students.

Finally, the framework allows for extension of previously used learning analytics methods

and implementation of new ones. For the classification and clustering approaches, rather than

treating all text equally, the framework allows algorithms to consider the words used in the context

of the framework category. In addition, because student actions are now sorted into categories

that are both illustrative and generalizable, new methods can be used. For example, time- and
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trajectory-based analyses methods can now be used because there is an appropriate number of

action types that are consistent across all projects.

3.7. Summary

This work detailed the development and assessment of a framework for categorizing student

actions in IBL and a classifier that automatically sorts student text into the categories of the

framework.

To answer RQ1A, the alternate templates strategy was used to assess how well existing

frameworks fit the collected IBL data. These frameworks came from literature about learning

taxonomies, complex problem solving, self-regulated learning, the engineering design process, and

diverging and converging behaviors. Although no existing framework by itself sufficiently covered

the variety of activities that students complete in IBL, these areas of literature were combined to

create the final IBL framework with seven categories: survey, define, explore, solve, draft, share,

and environment.

To answer RQ1B, a variety of text classification models were trained and tested to assess

the viability of sorting student text into the categories of the framework automatically. Because

there was both human error and human differences in judgement when there were multiple human

raters, an automated classifier could support more consistent categorization of student text. There

will always be some subjectivity while categorizing text, but the key metric is consistency; if this

classification occurs at the beginning of the research workflow, it is imperative that the same type

of action is put into the same category every time. The trained SVM model had the highest

percent agreement and Cohen’s Kappa, making it the strongest trained classifier. However, this

does not mean that a researcher should rely only on using the automatic classifier. The automatic

classifier is meant to be a tool for real-time analysis, but a researcher should verify the results

before performing any final analysis of the IBL data. This researcher/algorithm partnership will

allow the classifier to continue to improve as more labeled data becomes available, and it should

increase the consistency of the classification process overall.

The creation of the IBL framework is key to the rest of the presented work; it allows for

the extension of existing LA/EDM methods and the implementation of new ones.
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4. EXTENSION OF CLASSIFICATION AND CLUSTERING

IN IBL BY LEVERAGING THE IBL FRAMEWORK

4.1. Introduction

The second goal of the dissertation is to assess if and how the IBL framework can be

used to improve previously developed classification and clustering models in IBL. The previous

chapter detailed the development of the framework, and the next chapter will use the framework to

implement new analysis methods that are more aligned with complex system modeling. Therefore,

this chapter serves as an intermediate step; by combining the IBL framework with the existing

methods that have already shown promise [24], we can assess if and how the IBL framework

provides any added benefit. Although classification and clustering are more appropriate for work

in the complicated domain, these results identify meaningful patterns and trends and assess the

IBL framework in action.

First, the chapter will provide a background about LA/EDM work that has previously been

done in IBL settings. Next, it will describe the methods, results, and analysis for RQ2A which

aimed to determine if the implementation of IBL framework improves performance of classification

models when compared to the original models designed and tested in [22]. Then, it will describe

the methods, results, and analysis for RQ2B which aimed to determine which clusters emerge when

student text is categorized using the IBL framework. Finally, it will combine the findings from

these two questions to share implications for teaching and research.

4.2. Previous Learning Analytics/Educational Data Mining Work in IBL

According to [82], there are three overarching categories of methods for LA/EDM: predic-

tion (predicting one pre-determined variable using other variables), structure discovery (finding

structure within data without an a priori idea), and relationship mining (finding variables that

are somehow correlated with each other). Prediction is usually considered a supervised approach,

meaning the algorithm is trained to find patterns in labeled data. For example, classification is a su-

Some material in this chapter was drawn directly from [6], a publication co-authored by Lauren Singelmann and
Dan Ewert. Lauren Singelmann drafted and revised all versions of this chapter. Dan Ewert served as a reviewer of
the content.
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pervised method because the algorithm is told which cases in the training data were low-performing

and which were high-performing. The algorithm then finds common features that separate these

two groups and uses those features to predict new cases. Structure discovery and relationship

mining are usually unsupervised, meaning the algorithm is finding patterns within unlabeled data.

Clustering is an example of an unsupervised method because it finds similar samples and groups

them together without considering any existing groups. Previous LA/EDM work in IBL has been

done in both prediction (classification) and structure discovery (clustering).

4.2.1. Previous Classification Models

Previous work in [22] created classification models that were designed to predict student

success. Two feature sets were assessed: 1) text features that came directly from the text that stu-

dents were writing and 2) quantitative features (e.g. number of tokens, number of deleted tokens,

etc.) Models trained with text features performed significantly higher than baseline performance,

whereas the models trained with quantitative features performed no better than baseline. This

suggests that what students write is more important than how often they are writing it. Ten-fold

cross-validation was used when testing the models, which suggested that the highest performing

models could be used to predict performance for future cohorts. However, because the input of

these models is student text, success of the models largely depends on users using the same words in

the same context. This leads to issues because words like ‘write’, ‘journal’, and ‘create’ can signal

different things at different stages of the innovation process. For example, a student can be ‘writing’

notes about a ‘journal’ publication they read, or they can be ‘writing’ a publication to submit to

a ‘journal’. The former is an important step in the process, but does not necessarily translate to

student success. The latter demonstrates an example of creating a high external value deliverable.

Although both use similar words, their meanings differ because of the context. Therefore, it was

hypothesized that the classification algorithm could be improved by sorting student text into frame-

work categories that give each piece of text more context. In addition, it was hypothesized that

sorting student text into the framework categories could create a better performing quantitative

classifier. Rather than using total numbers of tokens as features, this new quantitative classifier

would count the number of student tokens in certain categories.
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4.2.2. Previous Clustering Models

Previous clustering work in [23] used student text to group students with similar behavior.

Four clusters emerged from the data, the text that differentiated between clusters was extracted,

and the results were qualitatively explored in order to name each cluster. The four clusters in-

cluded surface-level, surveyors, learners, and innovators. Student success was not an input of

the model, but yet the unsupervised models differentiated between low- and high-performing stu-

dents. Learners and innovators were significantly more likely to be high performers in the course,

and surface-level and surveyors were significantly more likely to be low performers. These results

allowed for analysis beyond a binary classification of low- and high-performing. For example, in-

novators and learners were both likely to be high-performing, but innovators focused on writing

about actions they were doing whereas learners focused on writing about things they were learning.

4.3. Research Question 2A: Using the IBL Framework to Improve Classification

RQ2A asked: Does categorizing student text into framework categories improve the perfor-

mance of a classifier model that separates between lower and higher performing students?

4.3.1. Methods

To answer RQ2A, classification models were developed to differentiate between lower and

higher performing students. In our model, higher performing was defined as contributing to a high

external value deliverable. It should be noted that performance level does not directly align with

the final grade in the course (which also considered performance on pillar concepts) or the quality

of the innovation. For example, if a team creates a device that not end up being marketable, they

can still create impact and value by sharing the unique insights gained about why their solution did

not work. This distinction was made so students were safe to take risks, but were still encouraged

to use their findings to create value.

Previous work in [22] determined that text classifiers could predict student success with

adequate performance whereas quantitative classifiers classifiers could predict student performance

only slightly better than random. However, in further experiments, neither text nor quantitative

models performed sufficiently on data from new cohorts. Therefore, it was hypothesized that sorting

student work into the framework categories would improve both the text and quantitative models

because the framework considers the context of the language used and work completed.
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The work in [22] used data from only one cohort, but this work looked at three cohorts,

allowing for both intra- and inter-dataset performance to be assessed for both text and quantitative

models. Intra-dataset performance refers to performance ‘within’ the dataset; in this case, data

from all cohorts are combined and assessed using five-fold cross-validation. Because the dataset

is relatively small, intra-dataset performance makes use of all data available while still avoiding

overfitting by using cross-validation. Inter-dataset performance refers to performance ‘between’

datasets; in this case, data from the first two cohorts was used as training data, and the models

were assessed using the third cohort as test data.

For each student, documents were created that consisted of all of that student’s tokens

in a specific category (step 1 in Figure 4.1). To compare models with various feature sets, these

documents were processed in four different ways (step 2 in Figure 4.1). For the “No Framework”

model, the documents were all combined into one single document that was then tokenized into a

single TFIDF matrix that did not account for framework category. For the “Framework” model,

each of the seven documents for each student was tokenized separately into a TFIDF matrix, and

these matrices were then concatenated. For example, if a student used the word ‘create’ in both

Define and Solve tokens, the relative document frequency of ‘create’ in the Define category would

be a separate feature than the relative document frequency of ‘create’ in the Solve category. Feature

selection was then performed by calculating chi-2 values for each of the features. The optimized

feature numbers were 300 for the ‘No Framework’ model and 350 for the ‘Framework’ model. For

the ‘Category’ model, TFIDF matrices were created for each of the seven framework categories.

Performance for these models were compared to determine which framework category most highly

differentiated between lower and higher performing students. For each of the text classifiers, four

models were tested: SVM, KNN, RF, and LR. Only linear models were tested due to the small

data size. A support vector machine with a linear kernel had the best preliminary results in [22]

and was consistently a top performer in this work, so results were only reported for this model.

Finally, the ‘Quantitative’ model simply counted the number of tokens each student had in each

category and created a feature matrix with the relative proportions.

All models were tested intra- and inter-set. Intra-set testing (cross-validation assessment)

treated all students as one dataset, and this set was split into five folds for cross-validation. Inter-

set testing (prediction assessment) separated the students by cohort (Step 3 in Figure 4.1). For the
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Figure 4.1. Graphical representation of methods for RQ2A. First preprocessing is performed by
splitting student text into documents using the framework. Each document represents one students’
text for one framework category. Next, four different methods for feature engineering are performed
to create feature matrices. For the ‘No Framework’ model, all documents for each student are
combined into a single document. These documents are then used to create a TFIDF matrix where
each row represents a student and each column represents a word. For the ‘Framework’ model, each
document is converted into its own TFIDF matrix, and these matrices are then concatenated to
create a combined TFIDF matrix where each row represents a student and each column represents
a word in a specific framework category. For the ‘Category’ models, the single category TFIDF
matrices are all analyzed individually to determine how well text from each category differentiates
high and low performance. For the ‘Quantitative’ model, the number of tokens in each category is
counted, and a feature matrix is created with the relative proportions for each token type. Next,
students are split into groups. For the cross-validation assessment, students are split into five folds
with cohorts evenly represented in each fold. For the prediction assessment, Cohort 1 and 2 are
put into the training group, and Cohort 3 is put into the test group. Classification models are
then trained and tested, and the following performance metrics are calculated: accuracy, precision,
recall, F1 score, and ROC AUC.
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cross-validation assessment, five models were created where each fold was used as test data once.

For the prediction assessment, Cohorts 1 and 2 were used as training data, and Cohort 3 was used

as testing data (Step 4 in Figure 4.1).

To assess each of the classification models that aim to differentiate between low- and high-

performing students, four performance metrics were calculated: accuracy, precision, recall, F1

score, and ROC AUC. In the context of this work, accuracy is the percentage of students who

were correctly classified by the model (Equation 4.1) where TP, FP, FN, and TN correspond to the

labeled confusion matrix in Figure 4.2. Precision is the percentage of students that were predicted

to be low performance and were actually low performance (Equation 4.2). Recall is the percentage

of students that were low performance and were predicted to be low performance (Equation 4.3).

F1 score is the harmonic mean of precision and recall (Equation 4.4). ROC AUC is the area under

the receiver operating characteristic curve, and this metric shows how well the two classes separate.

The receiver operating characteristic curve plots false positive rate versus true positive rate at any

given decision threshold. Rather than comparing predicted and actual class (as with the other

metrics), ROC AUC ranks each item by the class probability. ROC AUC can be interpreted as

a measure of the probability that a random positive sample has a higher ranking than a random

negative sample. More information about calculating ROC AUC can be found in [83], and a worked

example of calculating ROC AUC can be found in Appendix Section A.1.

Figure 4.2. Sample confusion matrix defining true positives (TP), false positives (FP), false nega-
tives (FN), and true negatives (TN) in the context of this study. Low performance was deemed to
be the positive case because future work hopes to identify at-risk students.
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Accuracy =
TP + TN

TP+ TN+ FP + FN
(4.1)

Precision =
TP

TP + FP
(4.2)

Recall =
TP

TP + FN
(4.3)

F1 =
2 ∗ Precision ∗ Recall
Precision + Recall

=
2 ∗ TP

2 ∗ TP + FP + FN
(4.4)

Although it is important to look at all five performance metrics, accuracy, recall, and ROC

AUC were deemed the most important. Because the classes are relatively balanced, accuracy

provides an overall look at how well the algorithm is classifying students. Recall is also a helpful

metric because it gives a measure of how many students who were actually at risk were predicted to

be high risk. It is better to accidentally flag a high-performing student as being at risk than to not

flag a student who is at risk, so recall was deemed a key performance metric over precision. ROC

AUC is also a valuable metric because it takes into account the class probabilities. For example,

if an instructor chooses to prioritize checking in with students that have the highest probability of

being “low-performance”, a higher ROC AUC score would best support that strategy because it

determines how well the classes separate using these probabilities.

For tests that were run intra-set (using five-fold cross-validation), the Wilcoxon Signed

Rank test (previously described in Section 3.4.1) was performed to test for statistical significance.

Because the inter-set tests aimed to understand performance for one specific case, (Cohort 1 and

2 as training data, Cohort 3 as testing data), no tests for statistical significance were performed.

Instead, the inter-set results should be interpreted practically. They determine how well the model

would have performed if it had been used during the third iteration of the course as a prediction

tool.

Next, because linear models were used, features of importance were extracted from the

optimized models. For the text models, these features are words that differentiated between lower-

and higher-performing students. For the quantitative models, the features are categories where
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students’ numbers of tokens differentiated between lower- and higher-performing students. To

extract these features, a chi-2 test was performed on each of the features to determine its weight.

In the calculation for chi-2 (Equation 4.5), Oi represents the observed values for each feature and

Ei represents the expected values for each feature.

χ2 =
∑ (Oi − Ei)

2

Ei
(4.5)

The coefficients of the linear models were extracted to determine if the feature was associated

with high performance or low performance. For the sake of more easily interpreting the chi-2 value,

the weight was reported as a negative value if it corresponded with a low performance and a positive

value if it corresponded with high performance.

Finally, because there is some lack of certainty in categorizing students by performance, the

final models were also tested for robustness to that type of variability. This robustness analysis

uses a Monte Carlo simulation to determine how the performance levels change when various

levels of randomness are injected into the class labels. A Monte Carlo simulation uses random

processing to allow for stochastic modeling of complex algorithms/processes [84]. It is not realistic to

mathematically determine how human errors in classification effect our final classifier performance.

However, a Monte Carlo simulation lets us run thousands of different scenarios so we can see how

various levels of randomness effect the outcomes. For each of the final text models (one without

the text sorted into framework categories and one with the text sorted into framework categories),

robustness was assessed at a variety of randomness levels (5%, 10%, and 20%). The algorithm

is trained and tested using the methods detailed previously in the section, but different levels of

randomness are injected into the student classes. For example, at the 5% randomness level, each

student has a 5% chance of getting their label switched. Performance metrics are then reported for

that sample. This process is run 10,000 times, leading to many different combinations of student

classifications. The performance metrics for each of the 10,000 samples can then be visualized using

a histogram plot.
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4.3.2. Results and Analysis

4.3.2.1. Text Classifiers Assessed Intra-Dataset

First, the performance of the text classifiers with and without the framework were compared

both intra-dataset (or within a single dataset). Students from all cohorts were grouped into five

folds, and each fold had students from all three cohorts. The intra-dataset performance using

five-fold cross-validation is shown in Table 4.1.

Table 4.1. Performance metrics for text classifiers intra-set

Model Accuracy Precision Recall F1 ROC AUC

Random Classifier 0.492 0.476 0.323 0.385 0.500
Without framework 0.701 0.625 0.732 0.674 0.779
With framework 0.691 0.600 0.805** 0.688* 0.806

* denotes a statistically significant result (p < 0.05)
** denotes an extremely statistically significant result (p < 0.005)

The confusion matrices can be seen in Figure 4.3 where Figure 4.3a shows the results without

sorting text into the IBL framework, and Figure 4.3b shows the results after sorting text into the

IBL framework. Figure 4.4 shows the ROC AUC both without and with sorting text into the

framework categories. The ROC AUC for each of the five folds is plotted, as well as the mean ROC

AUC ± 1 standard deviation.

These results show little differentiation between the models trained with and without the

framework; the differences between the two models was not statistically significant for accuracy,

precision, and ROC AUC. The model with the framework did have slightly higher recall and F1

(p < 0.005 and p < 0.05, respectively). Both models performed substantially better than a random

classifier, which was expected because of the promising preliminary results from [22]. Although

the model trained with the framework did not lead to substantial improvement in all performance

categories, our hypothesis was supported; the model trained with the framework maintained the

performance of the original model with some slight performance increases in recall and F1.

To better understand which words in which categories were most likely to differentiate lower

performing and higher performing students, the top 150 features were extracted from the classifier

and sorted in Figure 4.5 by IBL framework category. The font size of the word corresponds to
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its chi-2 value, and the color corresponds to its association with higher performance or lower

performance.

(a) Without framework (b) With framework

Figure 4.3. The confusion matrices for the text intra-set classification models assessed using five-fold
cross-validation. Both (a) the model trained without sorting text into the IBL framework and (b)
the model trained after sorting text into the IBL framework are able to differentiate between lower
and higher performers at a level sufficiently higher than a random classifier. Entries are colored by
comparing the value of the cell to the sum of the values in that column. This corresponds to recall
(the ratio of students at a performance level that were also predicted to be at that performance
level).

(a) Without framework (b) With framework

Figure 4.4. Receiver operating characteristic curve for the text classifiers trained intra-set (with
five-fold cross-validation). (a) shows the model trained without sorting text into the IBL framework
(originally designed and tested in [22]), and (b) shows the model trained by sorting text into the
IBL framework (the new model). The curve for each fold is shown, along with the mean curve
± 1 standard deviation. As expected from the preliminary work, the original model without the
framework maintains its strong performance on the larger dataset. The new model trained with
the framework maintains this strong performance.
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Figure 4.5. Top 150 features for the optimized text classifier that differentiate between lower-
performing and higher-performing students. Words are grouped by the framework category that
they fell into. Features in green more highly differentiated higher-performing students, and features
in red more highly differentiated lower-performing students. The font size represents the relative
chi-2 value; larger words were more highly differentiating than smaller words. Because each word
in each category is its own feature, some words appear in more than one category. In fact, some
words such as ‘learn[ed/ing]’ and ‘website’ appear in red in some categories and green in others.
Specific conferences and universities were replaced with [conference] or [university].

Because each word in each category is its own feature, words can appear in more than one

of the categories of the IBL framework. In fact, some words such as ‘learn[ed/ing]’ and ‘website’

were associated with high performance in some categories and low performance in other categories.

We would expect a high-performing student to be reporting about their ‘learning’ during the top

stages of the IBL process (e.g. survey or explore, and we see that ‘learn[ed/ing]’ was associated with

high performance in these categories. However, during the share stage, we would expect students

to be reporting on how they are creating value, not on what they are learning. The data supports

this claim; ‘learning’ in the share category was associated with low performance. These differences
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across categories suggests why the classifier with the framework might perform better than the

model without; words are more highly differentiating when they are paired with a specific context

– in this case, a category of the IBL framework.

Finally, to assess the robustness of each of the optimized text classifiers (with and without

the framework), Monte Carlo simulations were run with various levels of randomness interjected in

the student classes to simulate the possibility of the instructors incorrectly categorizing a student

by performance. The accuracy results of the Monte Carlo simulation for the classifier without the

framework are shown in Figure 4.6a, and the accuracy results for the classifier with the framework

are shown in Figure 4.6b. For each of the models at each of the randomness levels, the probability

that the accuracy is less than baseline is reported in Table 4.2. The average values for accuracy

and all of the other performance metrics for each randomness level are listed in Table 4.3.

From these results, we see that injecting randomness into the model can lead to greater

variability in performance. However, even with 20% randomness added, the probability that accu-

racy is greater than baseline is over 90% for both the models without and with the framework. It

also should be noted that the models with no added randomness performed better than average in

all categories. This shows that the original groupings of high-performing and low-performing stu-

dents agreed upon by the instructors is more highly separable than most other possible groupings

– suggesting that the instructors’ observations also aligned with differences in text written. If the

observations did not align with differences in text written, we would expect that the performance

of the model with no randomness would be of about average performance; about half of the samples

would have higher performance than the original model, and about half of the samples would have

lower performance than the original model.

Table 4.2. Probability that accuracy is above baseline at various randomness levels

Model Randomness p(Acc>Baseline)

Without Framework
5% 99.98%
10% 99.49%
20% 91.28%

With Framework
5% 99.94%
10% 98.97%
20% 90.74%
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(a) Without framework

(b) With framework

Figure 4.6. Monte Carlo results for the optimized text classifier (a) without the framework and
(b) with the framework. 10,000 samples were run for each of the three randomness levels: 5%,
10%, and 20%. The results are plotted using a histogram with 100 bins ranging from accuracy of
0 to accuracy of 1. The y-axis represents the percentage of samples that fell into any given bin.
Vertical lines representing the baseline performance and the performance of the classifier with no
randomness are also plotted.
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Table 4.3. Average performance metrics at various randomness levels

Model Randomness Accuracy Precision Recall F1

Without Framework

0% 0.701 0.625 0.732 0.674
5% 0.665 0.614 0.693 0.638
10% 0.637 0.590 0.654 0.607
20% 0.584 0.544 0.585 0.550

With Framework

0% 0.691 0.600 0.805 0.688
5% 0.663 0.589 0.783 0.666
10% 0.632 0.566 0.753 0.640
20% 0.580 0.529 0.690 0.591

4.3.2.2. Text Classifiers Assessed Inter-Dataset

Next, inter-dataset performance was assessed to determine how well the models perform

across datasets. Because factors change from year to year, it is important to assess if it is possible

to use data from old cohorts to predict performance for new cohorts. The inter-dataset performance

of the classifier trained using Cohorts 1 and 2 and tested on Cohort 3 is shown in Table 4.4. The

confusion matrices can be seen in Figure 4.7 where Figure 4.7a shows the results without sorting

text into the IBL framework, and Figure 4.7b shows the results after sorting text into the IBL

framework. Figure 4.8 shows the ROC AUC both without and with sorting text into the framework

categories.

Table 4.4. Performance metrics for text classifiers inter-set

Model Accuracy Precision Recall F1 ROC AUC

Random Classifier 0.529 0.647 0.524 0.579 0.500
Without framework 0.441 1.000 0.095 0.174 0.640
With framework 0.676 0.778 0.667 0.718 0.710

These results show that the model with the framework was significantly better at predicting

performance for a new cohort. The model without the framework identified 32 of the 34 students

as high performance, causing low accuracy and recall. This could be improved by adjusting the

decision threshold, but the relatively low ROC AUC score of 0.640 shows that this may make

only marginal improvements. In addition, without knowing the final performance of the students,

there is no way to know what the decision threshold should be. Therefore, an instructor may have
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assumed that things were going very well in the class because so many students were predicted to

be high-performance.

(a) Without framework (b) With framework

Figure 4.7. The confusion matrices for the text inter-set classification models trained using data
from Cohorts 1 and 2 and tested on Cohort 3. (a) shows the confusion matrix for the model
trained without sorting text into the IBL framework and (b) shows the model trained after sorting
text into the IBL framework. Entries are colored by comparing the value of the cell to the sum
of the values in that column. This corresponds to recall (the ratio of students at a performance
level that were also predicted to be at that performance level). The new model trained with the
framework had higher inter-set performance than the original model in [22] without the framework.
From the confusion matrices, it is clear that a fault of the model trained without the framework is
its prediction that most of the students are high-performing, whereas the model trained with the
framework is more balanced.

(a) Without framework (b) With framework

Figure 4.8. Receiver operating characteristic curve for the text classifiers trained inter-set (trained
with Cohort 1 and 2 data and tested with Cohort 3 data). (a) shows the model trained without
sorting text into the IBL framework (originally designed and tested in [22]), and (b) shows the
model trained by sorting text into the IBL framework (the new model). The old model has some
ability to differentiate between classes, but the new model shows improved performance.
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One possible explanation for the high number of predicted high-performing students with

the old model could be that students were doing the right types of tasks and submitting the right

types of deliverables as encouraged by the instructors, but not in the right context. Tasks and

deliverables look differently at each level of the framework, and the original text model cannot

differentiate between these contexts. The model with the framework, on the other hand, can use

the categorizations of student text to differentiate between contexts.

Because there are a variety of factors that change from semester to semester including

instructors, groups, and projects, it is not surprising that inter-set performance is lower than intra-

set performance. However, the results of the classifier using the IBL framework show promise for

being able to continue to predict student performance for new cohorts. The strong ROC AUC

scores also suggest that the probability results are sufficiently separating the classes.

4.3.2.3. Single Category Classifiers Assessed Intra-Set

To determine which categories’ text most strongly differentiates between lower and higher

performing students, intra-set performance metrics were calculated for each of the individual frame-

work categories. These results can be seen in Table 4.5. Text in the survey, define, and explore

categories differentiated between lower and higher performing students no better than a random

classifier. Text in the solve and share categories were more highly differentiating than the other

categories, but using text from all categories combined still had the best performance. These results

suggest that the words that students are writing in the solve and share categories are the most

highly differentiating.

Table 4.5. Performance metrics for single category text classifiers intra-set

Model Accuracy Precision Recall F1 ROC AUC

Random Classifier 0.492 0.476 0.323 0.385 0.500

Survey 0.442 0.272 0.400 0.310 0.522
Define 0.621 0.530 0.956 0.681 0.524
Explore 0.650 0.585 0.761 0.647 0.523
Solve 0.629 0.536 0.853 0.658 0.739
Draft 0.577 0.594 0.747 0.549 0.608
Share 0.727 0.569 0.783 0.653 0.727

Environment 0.608 0.548 0.636 0.570 0.687

All categories 0.691 0.600 0.805 0.688 0.806
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4.3.2.4. Single Category Classifiers Assessed Inter-Set

Table 4.6 shows the performance metrics for the single category text classifiers inter-set.

Interestingly, the Explore and Solve categories alone predicted performance for Cohort 3 better

than combining all categories. However, because using all categories performed better on the intra-

set cross-validation sets, this appears to be specific to the train/test split of Cohorts 1 and 2 versus

Cohort 3.

Table 4.6. Performance metrics for single category text classifiers inter-set

Model Accuracy Precision Recall F1 ROC AUC

Random Classifier 0.529 0.647 0.524 0.579 0.500

Survey 0.382 0.5 0.048 0.087 0.667
Define 0.559 0.667 0.571 0.615 0.498
Explore 0.706 0.824 0.667 0.737 0.707
Solve 0.765 0.760 0.905 0.826 0.788
Draft 0.382 1.000 0.000 0.000 0.615
Share 0.676 0.667 0.952 0.784 0.570

Environment 0.382 0.500 0.095 0.160 0.606

All categories 0.676 0.778 0.667 0.718 0.710

4.3.2.5. Quantitative Classifiers Assessed Intra-Set

Finally, the performance of the quantitative classifers with and without the framework

were compared both intra- and inter-dataset. The intra-dataset performance using five-fold cross-

validation is shown in Table 4.7. The confusion matrices for the models without and with the

framework are shown in Figure 4.9, and the ROC AUC curves are shown in Figure 4.10.

Table 4.7. Performance metrics for quantitative classifiers intra-set

Model Accuracy Precision Recall F1 ROC AUC

Random 0.492 0.476 0.323 0.385 0.500
W/o framework 0.536 0.464 0.634 0.536 0.491
W/ framework 0.691** 0.628** 0.659 0.643** 0.782**

* denotes a statistically significant result (p < 0.05)
** denotes an extremely statistically significant result (p < 0.005)
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(a) Without framework (b) With framework

Figure 4.9. The confusion matrices for the quantitative intra-set classification models assessed
using five-fold cross-validation. (a) shows the model trained without sorting tokens into the IBL
framework before counting and (b) shows the model that sorted tokens into the IBL framework
before counting. Both models had similar performance in identifying low performing students, but
the model with the framework had much better performance differentiating between the two classes
overall.

(a) Without framework (b) With framework

Figure 4.10. Receiver operating characteristic curve for the quantitative classifiers trained intra-set
(with five-fold cross-validation). (a) shows the model trained without sorting tokens into the IBL
framework before counting (originally designed and tested in [22]), and (b) shows the model trained
by sorting tokens into the IBL framework before counting (the new model). The curve for each fold
is shown, along with the mean curve ± 1 standard deviation. As expected from the preliminary
work, the original model without the framework performs no better than random at separating low-
and high-performing. The new model trained with the framework is better able to differentiate
between low- and high-performing.

Without the framework, classification performance is no better than random. Preliminary

results in [22] showed that quantitative classification models performed poorly on one cohort, but

the performance was even worse when performed on three cohorts here. However, when sorting
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student tokens into the framework categories, performance improves; accuracy, precision, F1, and

ROC AUC for the model with the framework were all higher than without the framework with

extreme statistical significance (p < 0.005). If logging more work in general led to student success,

we would expect to see high performance when using the model without the framework. However,

the poor performance of the model without the framework shows that this was not the case. The

type of work also mattered, and the model trained with the framework begins to account for this.

The feature extraction results from the quantitative classifier are shown in Figure 4.11.

These results show that students who were higher performing were more likely to have more solve

and share tokens, whereas lower performing students were more likely to have more survey and

environment tokens. However, we should be careful in interpreting these results; for example, it

is inappropriate to assume that doing less survey ing is actually helpful for students. Even so, as

instructors, these metrics can still be helpful when mentoring teams because they can help teams

monitor their time and efforts and ensure that enough time is being spent on other categories like

solve and share.

Figure 4.11. The top features for the quantitative classifier by framework category. If a triangle
is green and has a positive chi-2 value, higher-performing students were more likely to have that
type of token compared to lower-performing students. If a triangle is red and has a negative chi-2
value, lower-performing students were more likely to have that type of token compared to higher-
performing students.
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4.3.2.6. Quantitative Classifiers Assessed Inter-Set

However, when the quantitative classifiers were tested inter-set, all students were predicted

to be high performance both with and without using the framework, leading to little information

gained from either classifier. This result could be due to the instructor team introducing students

to the IBL framework; because the students in Cohort 3 knew about all categories, they were more

likely to create tokens in each of the categories. However, participating in this “desired behavior”

that led to predicted high performance did not transfer to actual high performance.

4.4. Research Question 2B: Using the IBL Framework to Improve Clustering

RQ2B asked: Given student token proportions of each framework category, what types of

student clusters form?

4.4.1. Methods

To answer RQ2B, hierarchical clustering was implemented to find similarities in quantitative

token behavior without considering student performance. The number of tokens in each category

was calculated for each student. Both raw token counts and token proportions were then used to

create two clustering schemes. Each student is represented by a vector with seven components –

one for each of the seven categories. Using the Scipy library [85], a linkage matrix is then created

that groups similar students hierarchically. The distances between each cluster are calculated using

Ward’s distance, which is calculated:

∆(A,B) =
∑

i∈A∪B
||x⃗i − m⃗A∪B||2 −

∑
i∈A

||x⃗i − m⃗A||2 −
∑
i∈B

||x⃗i − m⃗B||2 (4.6)

where mj is the center of cluster j and xi is the ith point in the given set. In other words, ∆

calculates the merging cost of combining clusters A and B, and the merging cost is the difference

between the sum of squares distances in the combined clusters and the sum of squares distances

in the original separate clusters [86]. When the algorithm begins, each cluster is an individual

student, so it aims to find students that are the most similar. After it groups the two most similar

students, it continues to iterate through to find other pairs of students or groups that minimize the

merging cost. This continues until all clusters are grouped, forming a hierarchical structure.

These results are then plotted in a dendrogram, which illustrates this hierarchical structure

with a tree diagram. Each leaf represents a student, and branches form to show which students
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are most closely related. These branches are then connected to other branches, showing which

groups of students are most similarly related. This hierarchical structure continues until the groups

of clusters are combined into one single cluster that includes all data points. One benefit of

hierarchical clustering is that a researcher can visually identify similarities at any level. From the

same figure, the researcher is able to zoom in and see small clusters that are made up of two

students, or zoom out and see large clusters that are made up of many students.

After the dendrogram for the raw token counts and for the token proportions were plotted,

they were analyzed in the context of cohort. This was done to determine which metric would allow

for better comparison across cohorts. If there are large differences in behaviors from year to year,

we would expect that students from the same cohort would be clustered together. However, because

we want to analyze student behavior across cohorts and not between cohorts, we want to find a

clustering scheme that is less dependent on cohort. In other words, we are looking for a clustering

scheme where Cohort 1 students are grouped with Cohort 2 and 3 students, not just with other

Cohort 1 students.

After an appropriate clustering scheme is chosen, the clusters were qualitatively analyzed to

determine which characteristics are similar across students in any given cluster. In addition, these

clusters were analyzed in the context of student performance to determine if certain quantitative

behavior patterns align with student success. This performance analysis was performed for the

dataset as a whole, as well as for each of the individual cohorts.

Finally, a three-dimensional visualization tool was created to allow an instructor to visualize

a student’s token proportions in real time. The students can be categorized by cluster, cohort, or

performance level – allowing instructors or researchers to quickly gain quantitative information

from an easily interpreted three-dimensional space. The tool and its affordances and limitations

will be shared.

4.4.2. Results and Analysis

First, dendrograms for each of the two clustering schemes were plotted. The proportions of

student tokens in each category is shown in Figure 4.12a, and the raw counts of student tokens in

each category is shown in Figure 4.12b. These figures were colored to show which cohort each of the

students fell into. Because the raw count clusters aligned very closely with cohort, that clustering

scheme was deemed to not fit the goals of this experiment. Because the leftmost cluster is made up
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of mostly Cohort 3 students and the rightmost cluster is made up of mostly Cohort 1 students, the

characteristics of the clusters were most likely due to differences from year to year – not differences

from student to student. The proportions clusters, on the other hand, had some cohort grouping

(e.g. the cluster of Cohort 1 students on the far left), but there was more interweaving of students

from different cohorts, allowing for a better comparison of student behaviors across the various

cohorts.

Next, the dendrogram of the chosen clustering scheme (token proportions) was re-plotted

to show student performance (shown in Figure 4.13). From this dendrogram, we identified eight

clusters and plotted a distance line to show where the cluster breaks occur. A description and

performance breakdown for each of the labeled clusters is shown in Table 4.8.

From the cluster analysis, we see that two types of student behavior always led to low

student performance: Cluster 1 (High Environment) and Cluster 7 (No Project Activity). These

results are not particularly surprising because little effort on the project is not likely to lead to a

successful innovation. However, no cluster always led to high performance. In fact, some pairs of

students with very similar behavior ended up having different performance outcomes.

The question then emerged if these differences were due to differences between cohorts.

In other words, if Student A and Student B had similar behavior but different outcomes, is this

because Student A was from one cohort and Student B was from another cohort? To explore this

question, the dendrograms for each of the individual cohorts were plotted. These results are shown

in Figure 4.14. Although some of the clusters are now made up of only high performing students,

we still see a handful of pairs of students that have very similar behavior but different end results.

These clustering methods allow researchers to quickly identify similar students or groups of

students. However, the only way to interpret why these differences are occurring is to go back and

analyze the original data. Therefore, both researchers and instructors could benefit from a way to

visually represent token breakdown that provides more meaning than a number of tokens. To meet

this need, a three-dimensional visualization tool was developed to be able to plot student token

proportions in real time. The x-axis represents proportion of gap tokens, the y-axis represents

proportion of solution tokens, and the z-axis represents proportion of impact tokens. An example

of this clustering visualization tool is shown in Figure 4.15.
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(a) Student token proportion clusters

(b) Student token raw count clusters

Figure 4.12. Dendrograms of student clusters based on (a) proportions of tokens in each category
and (b) raw counts of tokens in each category colored by cohort. Each of the leaves represent a
student and are labeled with a letter (L or H) to represent low or high performing and a number
(1, 2, or 3) to represent cohort number. The intersection of two branches represents the distance
between them. From this, we see that raw token counts cause students to cluster mostly by cohort,
whereas student proportions allows us to better compare students across cohorts.
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Figure 4.13. Dendrogram of student clusters based on proportions of tokens in each category
colored by performance. Each of the leaves represent a student and are labeled with a letter (L or
H) to represent low or high performing and a number (1, 2, or 3) to represent cohort number. The
intersection of two branches represents the distance between them. The dotted line represents the
chosen cluster cutoff point; each of the eight places that a branch intersects with the cutoff point
represents one of the eight clusters. From this, we see that some types of behaviors are more likely
to lead to low performance (e.g. Clusters 1 and 7), and some types of behaviors are more likely to
lead to high performance (e.g. Clusters 4 and 5). However, some of the clusters aren’t as predictive
of performance (e.g. Clusters 6 and 8).

Table 4.8. Analysis of each of the eight clusters as labeled in the dendrogram in Figure 4.14. Cluster
descriptions were developed by qualitatively comparing the category breakdowns for all members
of that cluster and finding commonalities.

Cluster Cluster Description High Performers Low Performers

1 High Environment 0 10
2 High Explore 4 1
3 High Share 8 2
4 High Solve 7 2
5 Explore/Solve/Share 21 5
6 Survey/Explore 5 4
7 No Project Activity 0 6
8 Wide Mix 14 8

76



(a) Cohort 1 (b) Cohort 2

(c) Cohort 3

Figure 4.14. Dendrograms of student clusters for each of the individual cohorts: (a) Cohort 1, (b)
Cohort 2, and (c) Cohort 3. These dendrograms show that the discrepancies between performance
and cluster are not a result of analyzing multiple cohorts together; these discrepancies occur within
cohorts as well. For example, for Cohort 1, we see a grouping of low performers, a grouping of high
performers, and two mixed groupings.

Although it does not plot all seven categories separately, the reduced three-dimensional

space allows for greater interpretability. With a quick glance, an instructor can identify students

who may be most at risk (e.g. those who are near Cluster 1). In addition, by coloring each point

by cluster, differences can still be identified. For example, Clusters 2 and 4 are in similar positions

because Cluster 2 is High Explore and Cluster 4 is High Solve, but the colors help differentiate

between the two different behavior types. The instructor can also toggle between different color

views to see teams, cohorts, performance, or clusters. For example, by toggling on a specific team,

the instructor can see where they are focusing their time: gap, solution, impact, or a combination

of the three.
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Figure 4.15. Three-dimensional representation of students colored by cluster. Python code was
created that automatically plots students based off of token proportions in a three-dimensional
space where the x-axis represents proportion of gap tokens, the y-axis represents proportion of
solution tokens, and the z-axis represents proportion of impact tokens. This visualization uses
color to represent a student’s cluster and shape to represent a student’s performance. By coloring
the students by cluster, instructors can still take in some of the information that is otherwise lost
by the reduction from seven dimensions to three dimensions. For example, both Clusters 2 and 4
have mostly solution tokens, so they are in similar locations on the graph. However, the color still
allows us to differentiate between Cluster 2 (High Explore) and Cluster 4 (High Solve).

4.5. Implications for Teaching

These results in classification and clustering offer various implications for the teaching and

learning of innovation.

Because sorting text into the categories IBL framework improved text classifier models, we

can conclude that words written by students are further contextualized by the framework category

they fall into. This suggests that the same types of words can have different meanings and contexts

depending on the framework category considered. This is further demonstrated by the feature

extraction results; some words differentiated high performers in one category and low performers

in another category. Therefore, the teaching and learning process should help students better

identify these different contexts and expectations. For example, if students hear the word ‘paper’,
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they might not immediately differentiate between writing a paper to detail their learning about

existing pacemakers (survey) or submitting a paper to a journal about their research contributions

to pacemaker technology (share).

The assessment of text classifiers trained using the individual categories of the IBL frame-

work shows that some categories of the framework are more highly differentiating than others.

Therefore, instructors may benefit from spending more instructional time focusing on communi-

cating expectations in these categories and supporting teams. For example, the solve category was

found to be highly differentiating, so instructors could spend time helping students develop their

ability to simulate, model, and prototype. Similarly, the share category was found to be highly

differentiating, so instructors could use class time having students brainstorm ways to create impact

with their work and discussing what sorts of activities are high impact.

Finally, the quantitative classification and clustering models offer two interesting insights

about assessment in the course: the danger of assessment using strictly quantitative measures and

the danger of assessment using outcomes that are unpredictable and sometimes uncontrollable.

On the classification side, although the ratio of tokens in each category was somewhat helpful in

differentiating between low- and high-performing students intra-set, it had no predictive power on a

new dataset. Knowing the number of tokens in each category can be a helpful tool for students and

instructors as they track project progress, but having certain token counts or ratios does not predict

student success or lead to better student outcomes. After the introduction of the IBL framework

for the Cohort 3 students, more students were predicted to be higher performing when using the

quantitative models, but these models did not actually predict student performance or improve

student outcomes. Therefore, there are dangers in assessing students using these quantitative

measures; quantity does not necessarily lead to quality. On the clustering side, however, we see the

dangers of assessment using unpredictable outcomes. Students with very similar behavior sometimes

ended up with very different final performance assessments. Although this could be a question of

quality over quantity, it could also be an issue of the unpredictable nature of innovation; a student

or team could do everything right and still end up with a product that does not have external value.

Questions still remain about the most equitable and empowering ways to assess students in IBL, but

these results demonstrate the nuance of this issue and promote further discussion about holistic
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ways to assess students (e.g. “Ungrading” [87]) that support quality learning while eliminating

some of the uncertainty that comes in the innovation space.

4.6. Implications for Research

This work also has a variety of implications for research, including demonstrating the via-

bility of using the IBL framework for LA/EDM analysis, the robustness of these models to sources

of uncertainty, and the benefits of linear models.

Previous LA/EDM work has been shown to benefit from the implementation of frameworks

that classify actions into certain categories, but this is the first work that demonstrates the benefits

of incorporating the IBL framework. By placing actions into the context of the framework, text

models improved their ability to predict success for students in new cohorts, and quantitative models

improved their ability to separate low- and high-performers intra-set. In addition, the framework

allows for meaningful quantification of student performance – beyond just a single token count.

This in turn leads to new clustering methods and visualization tools. This chapter speaks to the

added benefit of implementing the IBL framework; methods that already had shown some promise

were extended and improved with the integration of the framework.

This was also the first work that demonstrated the level of robustness to sources of uncer-

tainty. The results of the Monte Carlo simulation showed that even if some students were classified

incorrectly, the models are still able to differentiate between low and high performers. This shows

that even though there is some subjectivity involved in the performance classifications, models can

still be successfully trained and tested. Very little work in LA/EDM has considered the affects of

interrater reliability on model performance, so this could even lead to further research directions

that explore the impact of uncertainty for other variables (e.g. classification of student actions into

framework categories).

Finally, this work shows that linear models can still provide meaningful insights – even

in complex environments. Because linear models allow for feature extraction, the researcher can

interpret the feature extraction results to better understand the complex environment. Because

these models are reductionist, we should be careful when consider why and how we will be using

them. For example, it is not appropriate to use these models to assess students because the use

of specific words does not perfectly align with success. In addition, we should be monitoring

the evolution of these models over time and assessing not only their performance, but also their
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fairness and equity. Although these challenges must be addressed, these models can still be helpful

in identifying students at risk in real time.

4.7. Summary

This work shows that learning analytics combined with the Innovation-Based Learning

framework can provide meaningful insights about the process of innovation in the classroom.

To answer RQ2A, a variety of text and quantitative classifiers were created and assessed

both intra- and inter-set to determine if the IBL framework could improve performance. Compared

to previous text classifiers developed in [22], the model trained with the IBL framework had better

inter-set performance than the old model while maintaining the strong intra-set performance seen

in the old model. In addition, the quantitative classifier trained with the IBL model had stronger

intra-set performance than the quantitative classifier developed in [22]. However, quantitative inter-

set performance is still a challenge. These results support the hypothesis that the IBL framework

can be used to improve classification models.

To answer RQ2B, hierarchical clustering was performed to group students with similar

token category ratios. This work showed that there are multiple pathways to student success,

but it also demonstrates that the quantitative pathway alone cannot predict success. In fact,

some students with very similar behaviors were marked at different performance levels. This work

demonstrates the nuance of supporting and assessing IBL and the stochastic nature of predicting

student success. Some pathways may have lower or higher probability of success, so we should

nudge students towards pathways of higher probability while still giving them freedom to fail.

Supporting the teaching and learning of innovation can be challenging, but these improved

models could be used to help instructors identify students and teams at-risk at scale. In addition,

the results can be used to better understand the factors of success for innovation in the classroom

– leading to the development of evidence-based practices in this area. However, classification and

clustering still oversimplify the innovation process; they are reductionist in nature and do not

consider a time element. Therefore, the next chapter will aim to tackle the analysis of innovation

with a more holistic method that considers the connections between actions and student and team

trajectory.
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5. IMPLEMENTATION OF EPISTEMIC NETWORK

ANALYSIS IN IBL THROUGH THE IBL FRAMEWORK

5.1. Introduction

Whereas the goal of Chapter 4 was to find ways to understand innovation by reducing its

complexities, the goal of Chapter 5 is to understand innovation through embracing its complexities.

Rather than creating reductionist linear models, the work in this chapter takes advantage of network

analysis, a popular method for modeling complex systems [88]. Specifically, the work uses epistemic

network analysis (ENA), a method for identifying temporal relationships between coded data. This

method was not originally feasible because it requires data to be sorted into an appropriate amount

of meaningful categories or codes.

First, the chapter will provide a background about ENA, including its applications, math-

ematical foundations, affordances, and limitations. Next, it will describe the methods, results, and

analysis for RQ3A which aimed to determine if epistemic network analysis differentiates between

low- and high-performing students and teams. Then, it will describe the methods, results, and

analysis for RQ3B which aimed to determine how the implementation of different structures in the

course changes student behavior. Finally, it will combine the findings from these two questions to

share implications for teaching and research.

5.2. Background

This background will introduce ENA, discuss some of its current applications, detail its

mathematical theory, and assess its affordances and limitations.

5.2.1. Introduction to Epistemic Network Analysis

ENA was originally introduced in 2009 as a method for modeling epistemic frames, or the

way that various skills, knowledge, identity, values, and epistemology are related within a specific

community or context [89]. Rather than looking at each of these items individually, ENA and

the epistemic frame hypothesis make the assumption that “the structure of connections among

cognitive elements is more important than the mere presence or absence of those elements in

isolation” [50]. In social network analysis (SNA), nodes represent people, and edges represent the
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connections between people. With ENA, on the other hand, nodes represent ideas, and edges

represent a temporal relationship between those two ideas. This temporal relationship (also called

co-occurrence), can be two ideas expressed in the same chat message, two actions that both occurred

within a specific time frame, etc. In the case of the IBL data, temporal co-occurrence represents

actions in MOOCIBL that were completed within the same week, so ENA analyzes how students

and teams transition between various tasks related to their innovation project. Innovation can be

defined as the result of combining multiple ideas in new ways [90], and this ultimately aligns with

the epistemic frame hypothesis about the importance of connections over individual elements.

ENA is uniquely designed to explore these connections through 3 components: quantifica-

tion, visualization, and interpretation. ENA allows us to quantify data by creating vectors that

represent the strength of connections between all variables. In our case, these vectors have a size

of 91, and each entry relates to how often a pair of MOOCIBL actions occurred in the same week.

From there, specific action pairs can be analyzed across students and groups. In addition, overall

behavior of students and groups can be compared by taking these vectors of size 91 and reducing

them into vectors of size 2 using singular value decomposition (SVD). This allows researchers to

quantify the overall differences between groups and determine statistical significance. ENA allows

us to visualize data by plotting student vectors in a 2-dimensional space and overlaying the result-

ing networks. Users can toggle between the networks of individual units or entire groups, and the

positions of students on the graph allow the user to see which students are most closely related.

Finally, ENA allows us to interpret data by placing network nodes in a way that provides the

viewer with additional information about the nature of the differences between units or groups.

Nodes (each representing a MOOCIBL action) are placed closest to the students that had greater

connectedness to that node. By combining the quantification, visualization, and interpretation

capabilities of ENA, we are able to uniquely pull meaningful information from the network graphs

and confirm these observations quantitatively.

5.2.2. Uses of Epistemic Network Analysis

The earliest publication about ENA in 2009 branded it as a “prototype for 21st Century

learning and assessment” [89]. Since then, work has been done to show its usefulness and effective-

ness in a wide variety of contexts.
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For example, one fundamental paper directly showed the advantages of ENA over traditional

code-and-count techniques in the context of complex problem solving [52]. Individuals and pairs

of pre-service teachers were instructed to verbalize their problem-solving process as they worked

on a provided pedagogical problem [91], and these differences were explored using ENA [52]. The

transcripts were coded used eight categories: problem identification, questioning, hypothesis gener-

ation, generating solutions, evidence generation, evidence evaluation, communicating and scrutiniz-

ing, and drawing conclusions. This work was especially impactful because it clearly demonstrated

that 1) the connections between codes using ENA provided more information than traditional code-

and-count strategies, and 2) the information gained was a direct result of temporality of the data.

For example, the ENA results showed that for pairs of teachers, evidence evaluation was central to

many other points of discussion. However, when the order of the events was randomized, evidence

evaluation was no longer central, showing that temporality mattered in the dataset.

Even within education and learning environments, ENA has become increasingly popular

in new contexts. The method was originally designed to find connections in discourse, but a 2022

review of ENA in educational research noted that over half of the papers analyzed in the review did

not use student interactions or conversations as a main data source, showing that ENA is expanding

to other types of data.

ENA is gaining some traction as a method in engineering education as well. For example,

[92] uses ENA to analyze the experiences of ten middle school girls in a 60-hour engineering outreach

experience. The five codes used in analysis were skills (participating in actions such as brainstorming

or keeping documentation), knowledge (referencing a STEM concept such as center of mass or cross

bracing), identity (aligning tasks with their personal image of an engineer), values (implementing

big-picture engineering ideas such as understanding and meeting clients’ needs), and epistemology

(making a justified argument using engineering judgement). Researchers coded interview transcripts

and engineering notebooks with these five categories, and these results were then used to explore

how central these categories were over time. For example, skills and knowledge were consistently

mentioned over time, whereas engineering identity was mentioned less as the experience went on.

Values and epistemology, on the other hand, fluctuated depending on the type of activity being

completed. If the girls were focused more on client-facing work, values and epistemology were

more central to their interview responses and notebook documentation. The authors noted that
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ENA allowed them to get a more complete representation of the highly interconnected ideas; their

dataset was very qualitatively rich, and ENA allowed them to maintain this richness while reporting

quantitative trends.

At the college engineering level, [93, 94] used ENA to explore how student teams progress

through the stages of engineering design during a virtual internship. As students worked on their

projects, they chatted with other members in an online platform. These chat logs were then coded

with the following categories: problem definition, planning, management, information gathering,

feasibility analysis and evaluation, selection/decision, and documentation. ENA was then used

to determine how team conversation transitioned between categories. Design quality was scored

by counting the number of stakeholder requirements that the design met, allowing for teams to

be sorted into low- and high-quality design groups. The ENA results were then compared in the

context of these groups. The main finding was that the networks of teams that produced high-

quality designs had stronger connections to the management code. This code related to setting

goals and deadlines. The authors note that ENA uniquely allows for standardization of engineering

design assessment without requiring oversimplification of the design process, suggesting that ENA

could also be an appropriate method for analyzing the IBL data.

Although originally designed with learning and education in mind, ENA has gained pop-

ularity in a variety of other contexts as well. New applications range from surgical errors [95]1

to Donald Trump’s tweets about the COVID-19 [96]2 to teacher agency in relation to inclusive

pedagogy [97]3. Although still in its relatively early stages, ENA is gaining popularity because of

its unique ability to consider complex connections.

5.2.3. Mathematical Theory of Epistemic Network Analysis

One recent publication gives a complete overview of the mathematics behind ENA, including

how data is used to create networks and how the networks are then displayed [98]. Because ENA

is relatively new and may be unfamiliar to the reader, this subsection will summarize the original

1Low-performing surgeons were more likely to only identify and make a plan to fix motor errors, whereas high-
performing surgeons were more likely to also identify and make a plan to fix cognitive errors (e.g. doing something
in the wrong order) or visuospatial errors (e.g. misjudging where something is).

2There were large variations in messaging between Trump and the Center for Disease Control at the beginning
of the pandemic, and this messaging became more consistent over time

3Teachers acting as agents of change (those proactively taking action) were more focused on increasing student
capacity, whereas teachers acting as role implementers (those carrying out their expected responsibilities) were more
focused on reducing student barriers.
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overview and add additional context about how the concepts should be understood for the IBL

data specifically4. A worked example of a four-node network can be found in Appendix Section

A.2.

5.2.3.1. Lines and Codes

Let Θ = (θ1, ..., θn) be a sequence of lines (MOOCIBL actions) and A = {α1, ..., αm} be a set

of codes (IBL action types). For each line θi, i = 1, ..., n, an associated code vector wi = (wi1, ..., w
i
m)

can be created where wij = 1 if line θi falls under code αj .

5.2.3.2. Organize Lines and Codes By Student/Group and Week

In order to determine co-occurence between codes, the unit of co-occurence (conversations)

is defined to be one week. In other words, two actions are said to be temporally related if they

occur during the same week. Therefore, Θ should be divided into subsequences that each represent

one conversation ck where k = 1, ..., N . Θ is also divided into another set of subsequences called

units that represent individual students or groups. Υ = {υ1, ..., υM} represents the set of M

students/groups where υk = (θυ1, ..., θυk ) for θυ ∈ Θ. To find the set of all lines for unit υy and

conversation cx, λxy is defined as υy ∩ cx for x = 1, ..., N and y = 1, ...,M . Λ is then defined as the

set {λxy : x = 1, ..., N and y = 1, ...,M}. In other words, λ represents the set of all code vectors

(actions) for student/group y during week x.

5.2.3.3. Optional: Create Groups to Be Compared

Υ can also be divided into discrete subsets (groups of units) to be compared (e.g. low- and

high-performing students). The set of groups Ξ = ξi, ..., ξn is defined such that υn ∈ ξψ.

5.2.3.4. Create Adjacency Vectors

Next, a set of adjacency vectors A are defined for all units and conversations where axy =∑
λ∈λxy λ. In other words, the set of all coding vectors for a specific student/group x during a given

week y are summed to get a single adjacency vector.

4Having an understanding of the mathematical foundations of ENA is of the utmost importance for those hoping
to analyze and draw conclusions from ENA results. In fact, some of the limitations of ENA that will be discussed
in subsection 5.2.3 are related to misunderstandings of how to interpret some of the mathematical topics presented
here (e.g. network placement, goodness of fit, and statistical comparison of groups). However, it should be noted
that most of the mathematics done in this section is automated through the use of the ENA Web Tool, a software
for ENA. Therefore, this summary is not meant to be a complete step-by-step tutorial for getting results, but rather
a deep explanation of the mathematical foundations. For a more detailed and complete tutorial, the reader should
refer to [98].
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5.2.3.5. Create Co-Occurrence Matrices

From the adjacency vectors, co-occurrence matricesHxy are created to denote co-occurrence

for codes i and j for each unit υy and conversation cx. These co-occurrence matrices are defined:

Hx,y
i,j =


1 if axyi > 0 and axyj > 0

0, otherwise

(5.1)

5.2.3.6. Create Association Matrices and Vectors

From these co-occurrence matrices, association matrices are created for each unit. Each

of these matrices are calculated Ωy =
∑N

x=1

∑
H∈Hxy H where Ωy is an m x m matrix where the

diagonal elements are set to zero. In other words, for each unit (student/team), the adjacency

vectors from all conversations (weeks) are summed together, showing how many times each pair of

codes co-occured throughout the entire time frame (semester).

Because Ωij = Ωji, the matrix can be simplified into a vector that eliminates redundant

components. If the elements of Ω are defined as

Ωy =



Ωy11 Ωy12 Ωy13 . . . Ωy1m

Ωy21 Ωy22 Ωy23 . . . Ωy2m
...

...
...

...
...

Ωym−1,1 Ωym−1,2 Ωym−1,3 . . . Ωym−1,m

Ωym1 Ωym2 Ωym3 . . . Ωymm


,

then the association vector zy = (Ωy12,Ω
y
13,Ω

y
23, ...,Ω

y
1m, ...,Ω

y
(m/2)−1,m) where z is the concatenation

of the upper diagonal matrix by column.

5.2.3.7. Normalize and Center Association Vectors

The association vectors are then normalized by the length of the vector to create unit vectors

that have the same proportions of each code pair as the original association vector.

Ny =
zy

||zy||
(5.2)
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To center these vectors, the mean of the normalized association vectors is calculated and

subtracted from each of the individual association vectors:

Ny = Ny − N̄ where N̄ =

∑M
y=1N

y

M
(5.3)

5.2.3.8. Projecting the Multidimensional Vectors into a 2D Space

Next, a projection is created to place N in a lower-dimensional space. This can be done in

one of two ways: 1) performing a singular value decomposition where each dimension accounts for

as much variability between units as possible, or 2) performing a means rotation to separate two

groups and then performing a singular value decomposition to account for the remaining variance.

Option 1 is performed when there are more than two groups to compare or when an un-

supervised approach is preferred. Option 1 displays the networks with the goal of illustrating the

greatest separation of all points – regardless of group. For this option, singular value decomposition

is performed on the matrix N by factoring N as

N = UDV ′ (5.4)

where U is a matrix whose columns are the eigenvectors of NN ′, V is a matrix whose columns are

the eigenvectors of N ′N , and D is a diagonal matrix whose elements are the non-zero eigenvalues of

NN ′ (which are also equal to the eigenvalues of N ′N) arranged in descending order. The reduced

matrix R can then be calculated R = N ′ ∗ U . For each of the values in R, item Rij corresponds

to the ith unit of the jth dimension of the SVD. In most cases, the 1st and 2nd dimensions of

the SVD would be plotted on the x- and y-axis, respectively, so only the first two columns of the

SVD would be used for visualizing the 2-dimensional space. The percentage variance for the nth

dimension SVD can be calculated

var(Rn∗)∑K
j=1 var(N∗j)

(5.5)

where Rn∗ is the vector representing the entire nth column of R, N∗j is the vector representing the

entire jth row of N , K is the total number of dimensions in the SVD, and var() is the variance V
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of vector A of length M calculated

V =
1

M − 1

M∑
i=1

|Ai − µ|2 where µ =
1

M

M∑
i=1

Ai (5.6)

Option 2 is performed when there are exactly two groups to compare and when a supervised

approach is preferred. This option finds the connections that separate the two groups and displays

the network with the goal of illustrating this separation. For this option, a means rotations is

performed to separate the two groups first. A vector u⃗ is calculated

u⃗ =
ξ̄1 − ξ̄2

||ξ̄1 − ξ̄2||
where ξ̄ψ =

∑
υ∈ξψ N

υ

|ξψ|
(5.7)

To find the values for each unit, multiply N ′u⃗ to get a vector where the mth value corre-

sponds to the position of unit m on the x-axis. The percentage variance due to the means rotation

dimension can be calculated

var(N ′u⃗)∑K
j=1 var(N∗j)

(5.8)

In this case, rather than performing SVD on matrix N , the variance from the means rotation

must be removed. Matrix Ñ is calculated by removing each point’s projected component on u⃗ to

get:

Ñ = N −Nu⃗u⃗′ (5.9)

SVD is then performed on Ñ as seen in Option 1.

5.2.3.9. Placement of Nodes

In order to place each of the nodes in the lower dimensional space, matrix B must be found

where Bij corresponds to code i for dimension j.

To find B, first minimize the sum of square distances between the actual centroids ck for

each unit and the projected points Rk for each unit:

|U |∑
k=1

(Rk − ck)′(Rk − ck) (5.10)

where:
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ck = Bw̃k (5.11)

and for unit k:

w̃ki =
1

2


m∑
j=1

Ωk
ij

i=m,j=m∑
i=1,j=1

Ωk
ij

 (5.12)

In other words, w̃ki represents half of the sum of all weights of the connections to node i

normalized by the sum of all weights in the network for unit k.

Because w̃k, ck, and Rk are all known, B can be found using linear least squares. After B

has been found, it can then be used to determine the position of each node where Bij corresponds

to code i for dimension j.

Intuitively, nodes are placed to help better visualize differences between groups of units. If

a node is placed closer to the origin of the graph, that node is less differentiating between groups.

If a node is placed farther from the origin of the graph and is on the negative x-axis, it highly

differentiates data on the first dimension and is more important to units that also are placed on

the negative x-axis.

5.2.3.10. Goodness of Fit of Visualization

Because the 2D plots are network reductions, it is important to measure how well the 2D

plot actually represents the original high-dimension networks. Therefore, goodness of fit should

be measured for each dimension individually. Goodness of fit can be defined as the Spearman

correlation between the pairwise directed difference vector of the actual centroids and the pairwise

directed difference vector of the projected centroids.

To calculate the pairwise directed difference vectors, the pairwise directed difference matri-

ces are calculated using function F :

f ji,k(M) = mi,j −mk,j (5.13)
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In other words, function F creates a matrix where entry M j
i,k is the distance between units

i and k along dimension j. F j(C) returns the pairwise directed difference matrix of the actual

centroids, and F j(R) returns the pairwise directed difference matrix of the projected centroids.

Because f ji,k(M) = f jk,i(M), these matrices can be converted to vectors that eliminate any redundant

components (as originally seen in sub-subsection 5.2.2.5). For each dimension, the goodness of fit

is then calculated by taking the Spearman correlation between the vector for the actual centroids

and the vector for the projected centroids.

If the goodness of fit for a specific case is close to 1, this means that the distances between

the projected centroids for all pairs of units and the distances between the actual centroids for all

pairs of units are strongly correlated. Thus, the visualization is mathematically consistent with the

summary statistics of the network, and the positions of nodes can be used to interpret the meaning

of the dimensions.

5.2.3.11. Mean network and confidence interval

To determine the position of the mean network centroid for a group of units, the average

values on the x- and y-axes are taken for the group, and these values are plotted. Confidence

intervals are then found using the equation:

CI = x̄± z
s√
n

(5.14)

where x̄ is the mean of the values on that dimension, z corresponds to the confidence level (z =

1.96 for 95% confidence), s corresponds to the standard deviation of the values on that dimension,

and n represents the number of samples.

5.2.3.12. Statistically Comparing Groups

To compare two groups, a Mann-Whitney test is performed on both the x- and y-axes. For

the IBL data, the ENA Web Tool calculates the Mann-Whitney test automatically. To perform

the Mann-Whitney test by hand, all units are ranked from smallest to largest. The ranks are then

added for the units in each group where the sum of rankings for group 1 is R1 and the sum of

rankings for group 2 is R2.

U1 is then given by:

U1 = R1 −
n1(n1 + 1)

2
(5.15)
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and U2 is given by:

U2 = R2 −
n2(n2 + 1)

2
(5.16)

The smaller value for U can then be used to consult a significance table [99] to get a p-value

and determine if the differences between the two groups are statistically significant.

5.2.4. Affordances and Limitations of Epistemic Network Analysis

Although ENA is still an emerging method, it offers various affordances over other more

common methods. As mentioned in the previous chapter, popular learning anlalytics tasks include

classification, clustering, association analysis, sequence mining, and process mining. Therefore,

sequence and process mining were the first two methods explored when considering the temporal

relationships between IBL actions. However, these methods were deemed to be inappropriate for

the current IBL dataset. Because the number of possible sequences is so large, sequence and process

mining methods require large amounts of data in order to find patterns [52]. This problem is further

exacerbated due to the complexity of the innovation process where there are many valid variations.

Sequence and process mining may be appropriate for procedural problems with hard boundaries

(e.g. where Action B always starts after Action A ends), but the results of these methods lose

meaning as the context becomes more complex. Therefore, methods that look for relationships and

interactions are more appropriate than methods that rely heavily on the same action sequences

occurring across cases.

In addition to ENA, other methods exist for exploring relationships in data, such as mul-

tivariate analysis methods and other network analysis methods (e.g. social network analysis).

However, compared to these other methods, ENA is uniquely positioned to handle the size and

characteristics of the IBL data. If a researcher wants to look at interactions between ideas or

codes, the number of connections increases exponentially as more ideas or codes are added. For

example, in the case of the IBL data, there are 14 codes (7 categories of the IBL framework times

2 action types: start or finish), meaning there are 91 possible interactions. Because our sample

size is small, limited conclusions can be drawn from traditional multivariate analyses that consider

all of these relationships. In addition, the results of these analysis methods place little importance

on the interactions between many elements. Network analysis methods, on the other hand, are
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designed specifically to explore these interactions. However, most network analysis methods are

designed for hundreds, thousands, or even millions of nodes, so specific relationships are not able

to be visualized and interpreted. ENA is designed for data that falls somewhere between multi-

variate analysis and other network analysis techniques; there are too many interacting elements

to draw conclusions from traditional statistical methods, but there are few enough elements that

visualization and qualitative interpretation is possible.

However, limitations of ENA must also be considered. A 2022 review of 76 empirical studies

using epistemic network analysis in educational settings took a critical look at ENA and its uses

[100]. These limitations were framed in the context of “unmet promises” of ENA, including analysis

of quantitative relationships, visualization of large networks, easy interprability, automation and

scalability, and ability to map trajectories. Each of these five unmet promises is described in detail

below.

• Analysis of quantitative relationships: ENA was originally presented as a mixed methods

approach, but in many studies, little to no quantitative data is reported. Statistical signif-

icance of differences between groups, weight of connections, and goodness of fit are rarely

all reported. The differences between groups and weight of connections can be qualitatively

extracted (Group A and Group B are “fairly” different; Connection C is “somewhat” stronger

than Connection D), but these claims could easily be strengthened by providing quantitative

data.

• Visualization of large networks: ENA was designed to allow for exploration of relationships

when multivariate parametric techniques are inappropriate. However, some studies in the

review had so many nodes (more than 40) that it was almost impossible to draw conclusions

from the network visualization. Therefore, those using ENA should be careful to ensure that

their specific dataset is appropriate. Although none of the core ENA papers [89, 50, 101, 102,

98] give an exact range of appropriate number of nodes, the most cited tutorials and worked

examples contain between 6 and 18 nodes.

• Easy interpretability: Even if the number of nodes is appropriate, interpreting the meanings

of networks has still been limited. Although most studies presented network visualizations

that showed differences between students or groups, the meaning of that difference in the
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context of the educational environment was rarely reported. For example, few studies gave

the x- and y-axes meaning as was presented in [101, 102]. Even if a practitioner can visualize

the location of a student on the plot, most studies did not explain what that position meant or

what interventions might be appropriate. In order to decrease the gap between research and

practice, researchers using ENA should consider the goals and needs of practitioners when

presenting their results.

• Automation and scalability: ENA was originally presented as a way to analyze interactions

in real time. However, most of the articles analyzed in Elmoazen et al.’s 2022 review still

required a human to code all pieces of data. In fact, only about one in ten articles reported

an automatic coding process. Without an automatic coding process, research is limited to

manageable sample sizes and is slowed by the coding process. Therefore, in order to provide

the automation and scalability that ENA originally promised, the entire workflow of the

analysis process should be carefully considered. Not only is there a need for automated

coding, but also automated preprocessing and analysis to reduce the time between data

collection and final delivery of results.

• Ability to map trajectories: In a popular ENA tutorial [50], a method for presenting trajec-

tories of students or groups was presented as a way to indicate changes in connections over

time. However, the authors of the 2022 review paper did not see this method used elsewhere.

They also note that most of the trajectory models use aggregated networks over certain time

periods. Rather than treating the data as a continuous piece of yarn illustrating student

trajectory, this method treats each time period as its own individual bead on a string. The

beads can be compared, but the connections within and across beads are lost.

In Section 5.6, these limitations will be revisited and evaluated in the context of this study.

5.3. Research Question 3A: Behavior of Students and Teams in Low-Structure IBL

RQ3A asked: Do high- and low-performing students and teams have different behaviors in

the course in the context of co-occurrence?

5.3.1. Methods

In order to compare low- and high-performing students and teams, ENA Web Tool (version

1.7.0) [103] was used. Three experiments were conducted: 1) comparing students by performance,
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2) comparing teams by performance, and 3) comparing team trajectories by performance. It should

be noted that RQ3A looks only at Cohort 1 (N=28) to explore how students progress through the

innovation process when given little structure.

For all three experiments, MOOCIBL actions are categorized into 14 categories. The prefix

of the category (S or F) corresponds to the stage of the action (either Start or Finish), and the

suffix of the category (Survey, Define, Explore, Solve, Draft, Share, Or Environment) corresponds

to the category of the IBL framework. For example, when a student creates a new token in the

explore category, that line would be coded ‘S.Explore’.

For each unit of analysis, a network model is created by calculating the number of times

each pair of codes appears in the same stanza (in our case, a week). For experiment 1, the unit

is defined to be a single student. For experiment 2, the unit is defined to be a single team. For

experiment 3, the unit is a single team during a single quarter of the semester (i.e. four networks

are created to represent each team).

These network models are then normalized, and the resulting network is then reduced using

singular value decomposition, which produces orthogonal dimensions that maximize the variance

explained by each dimension. Refer to subsection 5.2.3 for a complete mathematical description.

It should be noted that none of the experiments used a means rotation. In other words, student

success level was not considered when placing the network points (an unsupervised approach).

The results is two coordinated representations for all units of analysis: 1) a plotted centroid

that represents the location of the unit and 2) a weighted network graph for that unit. The location

of the plotted centroid is found by taking the first and second SVD of the network; the first SVD

represents the x-coordinate, and the second SVD represents the y-coordinate. The weighted network

graph is made up of 14 nodes (one for each of the codes), and each edge weight represents the relative

co-occurrence of that pair of codes. In order to determine if these 2-dimensional representations

are representative of original data, goodness of fit is calculated. If goodness of fit is close to 1, the

positions of centroids and nodes can be used to interpret results. For example, by qualitatively

looking at which types of nodes appear more in each quadrant, it is possible to give the axes some

intuitive meaning.

In order to compare groups by performance, sets of units are created by categorizing the

units as low- or high-performing. By creating these sets, the units in each set can be aggregated
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to create one average network. In addition to average networks, difference networks can also be

calculated. For each edge, the difference between the weights of the two networks is calculated.

Thinner lines represent smaller differences, and the color represents which network had a higher

weight for that specific connection.

By toggling between the various views, individual centroids, individual networks, average

centroids, average networks, and difference networks can be visualized. Figure 5.1 is designed to

give readers an intuitive idea of how each of these representations are created.

Figure 5.1. A visual interpretation of individual networks, individual centroids, average networks,
average centroids, and difference networks. For each unit (in this case, student), the number of
co-occurrences is counted for each pair of actions. The weighted network for that unit is then
created where each node represents a code and each edge represents the relative co-occurrence
of that pair of codes. The individual centroids (represented by circles) are plotted corresponding
with the edge weights. To calculate the average network for a group of units, the weights of each
edge for all networks are averaged. Next, the average centroid (represented by a square) is plotted
corresponding with the average network edge weights. Alternatively, a difference network can be
created by taking the difference between each set of corresponding edges.

Plots of all 2019 students, all 2019 teams, and team trajectories will be reported using two

views. The first will show the centroids for each unit, the averages for low and high-performing, and

the confidence interval bound. The second will show the positions of the nodes and the difference

network between low- and high-performing units.

96



In order to show which action pairs were most common among low- and high-performing

students, tables were also created showing the relative proportion of each action code for each of

the two performance groups.

5.3.2. Results and Analysis

5.3.2.1. Experiment 1: Comparing Students by Performance

First, all students from Cohort 1 were plotted using ENA. For readability, the individual

centroids (circles) and average centroids (squares) with confidence intervals are plotted in Figure

5.2, and the difference network between high and low performing students is plotted in Figure 5.3.

Both have the same axes and scale. The x-axis corresponds to the first SVD and 21.0% of the

overall variability in the data, and the y-axis corresponds to the second SVD and the next 10.3%

of variability in the data.

From Figure 5.2, it is clear that there is high separability between the low-performing and

high-performing groups of students – even with an unsupervised approach. Because the confidence

intervals do not overlap on the x-axis, we can visually see that there is significant separation on

the x-axis. These results are confirmed by the results of the Mann-Whitney Test (p < 0.00001).

From Figure 5.3, it becomes clearer what types of differences occur between the two groups.

First, by looking at the network difference graph, we can see which edges were more likely to be

prominent in higher-performing students (green) and lower-performing students (red). Qualita-

tively, we can see that many of the green connections are connected to explore and solve codes,

and many of the red connections are connected to environment codes. These observations can be

supported quantitatively by looking at the reported strengths of each connection in Figure 5.4.

In addition, because the groups separate on the x-axis and the goodness of fit was 0.9886 on

that axis, we were able to extract meaning from the positions of codes in relation to their position on

the x-axis. F.Explore, S.Solve, and F.Solve all appear on the left side of the graph (with S.Explore

right in the middle). Therefore, the negative x-axis was labeled “Explore/Solve”. S.Environment

and F.Environment both appear on the right side of the graph, so the positive x-axis was labeled

“Environment”. A point that falls on the left hand side is more likely to have explore/solve codes

as central codes in their network, and a point that falls on the right hand side is more likely to

have environment codes as central codes in their network. Because there are other codes involved,

this “rule” is not perfect, but it gives some level of visual interpretation (overcoming one of the
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Figure 5.2. ENA representation of all students in Cohort 1. Each circle represents a student; green
circles represent a student who was identified as high-performing, and red circles represent a student
who was identified as low-performing. The labeled squares represent average centroids for high-
and low-performers, and the dotted boxes represent a 95% confidence interval for that group. Note
that the confidence intervals do not overlap; this corresponds with the results of the Mann-Whitney
Test for a statistical significant difference between the two groups (p < 0.00001). It also should
be noted that this projection did not use a means rotation – meaning the algorithm did not use
a supervised approach to intentionally separate the two groups. Yet, the low and high performers
separate themselves across the x-axis (which represents the first singular value decomposition and
accounts for 21.0% of the variability within the data). Thus, much of the variability in the data is
related to student performance.

limitations presented in the 2022 review of ENA [100]). Because there was no separation of groups

or types of codes on the y-axis, it was not labeled for this experiment.
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Figure 5.3. ENA representation comparing the average network for high-performing students in
Cohort 1 and low-performing students in Cohort 1. From figure 5.2, low- and high-performing
students generally separated across the x-axis. To understand the differences between the two,
the difference network between the average high-performing and average low-performing can be
plotted. If an edge is green, it is more likely to be an action pair completed by a high performer. If
an edge is red, it is more likely to be an action pair completed by a low performer. Edge thickness
represents how great the difference was between the two groups for that specific node, allowing us to
see which action pairs were more likely to occur for each group. Because the goodness of fit for this
visualization is 0.9886 on the x-axis and 0.9546 on the y-axis, we can also interpret the data using
the positions of the nodes. Explore and solve codes appear more on the left (high-performing side),
and environment codes appear more on the right (low-performing side). Therefore, we can conclude
that high-performing students were more likely to iterate between explore and solve tokens, whereas
low-performing students often focused on starting and finishing environment tokens.

5.3.2.2. Experiment 2: Comparing Teams by Performance

Next, all teams from Cohort 1 were plotted using ENA. In this case, the analysis considers

how team members may be influencing each other; one team member might complete a Define
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(a) 2019 Low-Performing

(b) 2019 High-Performing

Figure 5.4. Average percentages of each set of code pairs for (a) low-performing and (b) high-
performing students.

token that inspires another team member to start a new Solve token, for example. The individual

centroids (circles) and average centroids (squares) with confidence intervals are plotted in Figure

5.5, and the difference network between high and low performing teams is plotted in Figure 5.6.

Both have the same axes and scale.

From Figure 5.5, we see that there is some separation between the low-performing and high-

performing teams. Because the confidence intervals do not overlap on the x-axis, we can visually

see that there is separation. These results are confirmed by the results of the Mann-Whitney Test

(p < 0.01). The reduced separation seen when comparing teams versus when comparing students

is most likely due to the smaller sample size

From Figure 5.6, we see that the differences between teams is similar to the differences seen

between individual students. Because the goodness of fit is 1.0 on the x-axis, we can once again give
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Figure 5.5. ENA representation of all teams in Cohort 1. Each circle represents a team; green circles
represent a team who was identified as high-performing, and red circles represent a team who was
identified as low-performing. The labeled squares represent average centroids for high- and low-
performing teams, and the dotted boxes represent a 95% confidence interval for that group. Note
that the confidence intervals do not overlap; this corresponds with the results of the Mann-Whitney
Test for a statistical significant difference between the two groups (p < 0.01). It should once again
be noted that this projection did not use a means rotation – meaning the algorithm did not use
a supervised approach to intentionally separate the two groups. Yet, the low and high performers
separate themselves across the x-axis (which represents the first singular value decomposition and
accounts for 31.2% of the variability within the data). Thus, much of the variability in the data is
related to student performance.

that axis meaning based off of the positions of the nodes (explore/solve on the left, environment on

the right). These results do not provide much additional information beyond Experiment 1, but it

does show that teams can also be modeled using ENA.
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Figure 5.6. ENA representation comparing the average network for high-performing teams in
Cohort 1 and low-performing teams in Cohort 1. From figure 5.5, low- and high-performing students
generally separated across the x-axis. To understand the differences between the two, the difference
network between the average high-performing and average low-performing can be plotted. If an
edge is green, it is more likely to be an action pair completed by a high-performing team. If an edge
is red, it is more likely to be an action pair completed by a low-performing team. Edge thickness
represents how great the difference was between the two groups for that specific node, allowing
us to see which action pairs were more likely to occur for each group. Because the goodness of
fit for this visualization is 1.0 on both the x- and y-axis, we can also interpret the data using the
positions of the nodes. Explore and solve codes appear more on the left (high-performing side), and
environment codes appear more on the right (low-performing side). Therefore, we can conclude
that high-performing students were more likely to iterate between explore and solve tokens, whereas
low-performing students often focused on starting and finishing environment tokens.

5.3.2.3. Experiment 3: Comparing Team Trajectories by Performance

Finally, team trajectory was also mapped. Team behavior from the semester was split into

four quarters, and each of the quarters for each team was plotted. Once again, two visualizations

are shown: 5.7 shows individual team centroids (circles) and average centroids (squares) for each

quarter, and 5.8 shows the difference network between high and low performing teams. Both have
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the same axes and scale. The x-axis corresponds to the first SVD and 16.6% of the variability in

the data, and the y-axis corresponds to the second SVD and the next 10.0% of the variability in

the data.

Figure 5.7. ENA representation of team trajectories for Cohort 1. Each circle represents a team’s
aggregated network for a quarter of the semester. Light colored dots represent earlier in the
semester, and brighter colored dots represent later in the semester. Green dots represent teams
identified as high-performing, and red dots represent teams identified as low-performing. Because
performance groups separate on the x-axis (the first SVD), we can deduce that differences in
performance account for the first level of variability in the data (16.6%). Because the quarters
separate on the y-axis (the second SVD), we can deduce that temporal behavior differences account
for the second level of variability in the data (10.0%).

From Figure 5.7, we can see that team behavior generally starts at the top and moves down

with high-performing on the left and low-performing on the right. Because there is higher variability

in behavior over the shorter periods of time, these differences are not statistically significant, but
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Figure 5.8. ENA representation comparing the average network for high-performing teams in
Cohort 1 and low-performing teams in Cohort 1. If an edge is green, it is more likely to be an
action pair completed by a high-performing team. If an edge is red, it is more likely to be an action
pair completed by a low-performing team. Edge thickness represents how great the difference was
between the two groups for that specific node, allowing us to see which action pairs were more likely
to occur for each group. Because the goodness of fit for this visualization is 0.9304 on the x-axis
and 0.9578 on the y-axis, we can also interpret the data using the positions of the nodes. Once
again, explore and Solve codes appear more on the left (high-performing side), and Environment
codes appear more on the right (low-performing side). Temporally, Survey and Define codes tend
to occur closer to the top of the graph (Q1 end), and Draft and Share codes tend to occur closer
to the bottom of the graph (Q4 end). However, the differences between Q1 and Q4 behavior is less
than the differences between high- and low-performing teams based off of the assumption that the
first SVD accounts for the most variability and aligns with performance.

we see that by quarter 2, high- and low-performing teams are fairly separated. It is interesting

to note that most of the variability in the data is still due to the differences between low- and

high-performing teams (hence the separation between groups on first SVD axis), whereas the next

dimension accounts for differences between earlier and later in the semester (hence the separation

between quarters on the second SVD axis).
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Because the goodness of fit is 0.9304 on the x-axis and 0.9578 on the y-axis, we can also

label the axes based off of the node positions shown in Figure 5.8. Once again, explore/solve codes

fall on the left side of the graph and environment codes fall on the right side of the graph, but

we now see a temporal shift along the y-axis. Survey/define codes generally fall near the top of

the graph, and draft/share codes generally fall near the bottom of the graph. Even though teams

were working in multiple diamonds at any given time, gap tokens were generally more central at

the beginning of the semester, and impact tokens were generally more central at the end of the

semester.

These results show that we do not need to wait until the end of the semester to compare

team behavior; we can track differences throughout the semester, meaning we have the potential

to implement interventions for teams whose behavior is trending more towards the low-performing

side.

5.4. Research Question 3B: Effect of Added Structure on Student Behavior in IBL

RQ3B asked: How does the structure of the course change student behavior in the context

of co-occurrence?

5.4.1. Methods

RQ3B aimed to explore how the structure of the course changed student behavior. The same

methods detailed in section 5.3 were used to plot the ENA results for students from all three cohorts.

Averages were also plotted for the three cohorts and six sub-groups: Low-Performance 2019 (Cohort

1), High-Performance 2019 (Cohort 1), Low-Performance 2020 (Cohort 2), High-Performance 2020

(Cohort 2), Low-Performance 2021 (Cohort 3), and High-Performance 2021 (Cohort 3). To deter-

mine what action pairs differentiate between each of the three cohort groups and six performance

sub-groups, the weights of the average networks were extracted and plotted.

During the analysis, it became clear that increased structure caused students to have more

similar behavior. In order to quantify this observation, weighted network complexity (also called

entropy) was calculated for all students. In the context of the IBL data, weighted network com-

plexity relates to the diversity of action transitions. In other words, if you have just finished action

type A, do you almost always progress to action type B (low weighted network complexity), or are

you equally likely to progress to action type B, C, D, or E (high weighted network complexity)?

Weighted network complexity has not been used in an ENA context, but it is commonly used
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in other network analyses. This method was chosen over network density (more commonly used

in ENA) because of how each of these methods are interpreted in the context of the IBL data.

Weighted network density is calculated:

W =
∑
i,j

(Ωi,j)
2

2

where Ω represents the association matrix of the network. This means that network density is

greater when there are strong connections between a few nodes rather than weak connections

between many nodes [89, 104]. However, for the IBL data, we want to quantify the diversity of

connections. Thus, weighted network complexity is a more representative measure of the behavior

we are looking for.

To calculate weighted network density [105], we start with the normalized association vector

N . From N , we can calculate the entropy H of each node i of the network:

H(vi) = −
di∑
j=1

pij log2(pij)

where pij is calculated:

pij =
w(vivj)∑di
j=1w(vivj)

where w(vivj) is the corresponding entry of the weight vector W and d is the dimension of the node

(i.e. the number of other nodes it is connected to). If any of the edge weights are 0, those edges

can simply be ignored in the calculation to prevent an undefined value for log2(pij).

To calculate entropy I of the entire network, sum the entropy of each of the network nodes:

I(G,w) =

N∑
k=1

H(vk)

A worked example of calculating network complexity can be found in Appendix Section

A.3.
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5.4.2. Results and Analysis

First, all students from all three cohorts were plotted using ENA (Figure 5.9). Each circle

represents the centroid for an individual student, and each square represents the centroid of the

average network for a group (2019, 2020, 2021) or sub-group (Low 2019, High 2019, Low 2020,

High 2020, Low 2021, High 2021). From Figure 5.9, it is clear that most of the variability in the

data is linked to differences between the three cohorts because each of the cohorts is grouped in a

similar location on the x-axis, which accounts for the first 18.2% of the variability in the data. The

next chunk of variability seems to have some association with performance because low performers

tend to be separated from high performers along the y-axis, which accounts for the next 7.8% of

the variability in the data. However, these differences in performance are clear for Cohort 1, but

much less so for Cohorts 2 and 3. This leads to some further questions: why are there such large

differences in behavior among the cohorts, and why do performance groups separate only for Cohort

1?

To further explore the differences between each of the three cohorts, the average networks

for each cohort were plotted in Figure 5.10 with Cohort 1 in Figure 5.10a, Cohort 2 in Figure

5.10b, and Cohort 3 in Figure 5.10c. Figure 5.11 shows the strengths of each of these connections

quantitatively; the relative weight of each code is plotted for each pair of actions for Cohort 1 in

Figure 5.11a, Cohort 2 in Figure 5.11b, and Cohort 3 in Figure 5.11c.

From these results, we can see that the connections between codes for Cohort 1 are fairly

evenly distributed because no set structure was suggested to the students. For Cohort 2, over 80%

of the co-occurrences involved a Survey or Define code (compared to just over 35% for Cohort 1 and

just over 50% for Cohort 3) because students needed to “stack” their tokens starting with Survey

and Define actions. Cohort 3 fell somewhere in between; there were more Survey and Define codes

than seen in Cohort 1, but there were more diverse connections than seen in Cohort 2. This is most

likely because Cohort 3 was introduced to the framework; Cohort 1 may not have been as focused

on the gap because it was not explicitly stated that they should be Surveying and Defining.

However, unlike with Cohort 1, Cohort 3 students were more likely to start one type of

action and then finish that type of action (e.g. S.Survey and F.Survey), or finish a type of action

and then start the next type of action (e.g. F.Explore and S.Solve). In other words, Cohort 3’s
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Figure 5.9. The plotted ENA centroids for all students across all 3 cohorts. Each circle represents
a student, and labeled squares represent an average network for a group of students. The x-axis
represents the first singular value decomposition and accounts for 18.2% of the variability in the
data. Therefore, by noting that cohorts are grouped along the x-axis (2019 on the left, 2020 on the
right, and 2021 in the middle), we can assume that much of the variability in the data is related to
differences between the three cohorts. The y-axis represents the second singular value decomposition
and accounts for the next 7.8% of variability in the data. On average, lower performing students
are grouped near the top, and higher performing students are grouped near the bottom, suggesting
that performance level also plays a large role in variability. It is also interesting to note the large
distance between low- and high-performing groups for 2019 (whereas the averages for 2020 and
2021 have significant overlap.

action pairs were more heavily weighted along the top diagonal of the tables shown in Figure 5.11.

For Cohort 3, these types of action pairs accounted for about 25.0% of a student’s connections on

average, whereas they only accounted for about 13.7% of a student’s connections on average for

Cohort 1 (p < 0.05). This may be because Cohort 3 students used the framework to more heavily

structure their innovation process. However, it should be noted that this does not appear to be a
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(a) Average Cohort 1 (2019) (b) Average Cohort 2 (2020)

(c) Average Cohort 3 (2021)

Figure 5.10. The average networks for (a) Cohort 1 in 2019, (b) Cohort 2 in 2020, and (c) Cohort
3 in 2021. Each cohort varies in the strongest action pairs. Cohort 1’s connections are more evenly
distributed; Cohort 2’s connections largely iterate between Survey and Define codes; Cohort 3’s
connections have some variability, but largely iterate between start and finish codes of the same
action type (e.g. S.Survey is highly connected to F.Survey). These results are quantitatively
demonstrated in Figure 5.11, which shows the relative weight of each action pair for each of the
three cohorts. We define complexity of innovative activity as the number of difference connections
made. Using this definition, we can visually see that Cohort 1 (2019) has the highest complexity,
Cohort 3 (2021) has the next highest complexity, and Cohort 2 (2020) has the lowest complexity.
These results are quantitatively supported through the results presented in Table X. This change
in complexity is not surprising because of the structure of the course for each of these years; 2019
was loosely structured, 2020 was heavily structured because of token “stacking”, and 2021 was
somewhere in the middle.
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(a) Cohort 1 (2019)

(b) Cohort 2 (2020)

(c) Cohort 3 (2021)

Figure 5.11. Average percentages of each set of code pairs for (a) Cohort 1, (b) Cohort 2, and (c)
Cohort 3.

negative; the presence of these action types did not affect performance for the Cohort 3 students.

There was no statistically significant difference in this value between low or high performers in

Cohort 3.

110



Finally, to quantify the diversity of connections across cohorts and performance levels,

network complexity was plotted using a box and whisker plot. These results are shown in Figure

5.12. From these results, we see that 2019 students had higher network complexity on average than

2020 and 2021 students (p < 0.01). We also see that in 2021, high performers have higher network

complexity than low performers (p < 0.01). However, there is high variability among all groups, so

complexity alone does not seem to predict performance.

Figure 5.12. Box and whisker plots that show the ENA network complexity in bits for each of the
six sub-groups: Low 2019, High 2019, Low 2020, High 2020, Low 2021, and High 2021. The bars
represent statistical difference between groups and subgroups (p < 0.01). There is a statistically
significant difference between Low 2021 and High 2021, between All 2019 and All 2020, and All
2019 and All 2021. When given less structure (as in 2019), both low- and high-performing students
had greater ENA network complexity. When given some open-ended structure (as in 2021), high-
performing students had greater ENA network complexity than low-performing students.

These results can be summarized into three main findings: 1) when there is little structure,

there are large differences in behavior between low and high performers (especially in regards to

solution development), 2) when there is more structure, behavior becomes more uniform to meet

the given structure (less complexity), and these differences do not differentiate between low and
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high performers, and 3) when given medium structure, high performers tend to have more complex

behavior than low performers. These results have some interesting alignment with research in or-

ganizational behavior about the effect of structure on creativity. [106] found that intuitive problem

solvers (those that follow their gut) tend to be more creative than structured problem solvers (those

that follow a specific plan or instructions) when given an open-ended problem. However, when of-

fered a more structured problem, both intuitive and structured problem solvers were generally more

creative, and the differences between the groups was reduced. However, the authors were careful

to note that they were not stating that all structure is beneficial. [107] continued along this vein

and found that structure can promote or inhibit creativity; it can help guide the creative process in

some cases, but it can also cause cognitive fixation. Therefore, the continued challenge is to ensure

that problems are given enough structure, but few requirements are placed on the problem-solving

process.

5.5. Implications for Teaching

Based off of the ENA results and the existing literature on creativity and structure, we

offer a few suggestions for those teaching innovation: 1) consider what behaviors you want students

to take part in, 2) examine how the structure of your course and your communication of that

structure either encourage or discourage these desired behaviors, and 3) help students structure

their problem, but not necessarily their problem-solving process.

By looking at the behavior of high-performing students, we can see that explore and solve

codes are much more core to networks when compared to low-performing students. The high

centrality of these nodes not only means that high performers completed these actions more, but

they also returned to these actions often. Work in the “gap” diamond and “impact” diamond often

led to new actions in the “solution” diamond. Therefore, it is important to encourage students to

continue to cycle through the explore and solve triangles and consider how their other findings can

help drive their solution process forward.

Next, it is important to carefully consider how the structure of the course and the way

you communicate that structure either encourage or discourage these desired behaviors. Cohort 1

showed us that solution development was more central to the networks of high performers, so our

course structure should encourage this behavior. However, the structure implemented for Cohort 2

failed to do this; the structure focused heavily on gap identification and connecting it to the pillars,
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and this incentivized behavior is clearly seen in the resulting student behavior networks. Although

students may have still been participating in solution development, those actions are now invisible

to the instructors because they are not being logged in the platform. The implementation of the

framework for Cohort 3, on the other hand, increased visibility of all stages of the framework by

encouraging students to spend time and effort in all seven action types.

However, the framework carefully straddles the line between helping students structure

their problem and over-structuring their problem-solving process. We argue that the framework

can be used as an appropriate form of structure according to the findings of [106] and [107] because

it provides scoping and goals for the students (identify a gap, develop a solution, and create im-

pact). However, if a student assumes that the framework is an ordered process, that could lead to

inappropriate structure according to the findings of [106] and [107] because it limits the students

to a specific plan and increases cognitive fixation on the next step. This could be an explanation

for the differences in network complexity seen between low performers and high performers; low

performers had lower network complexity on average because they treated the framework as an

ordered recipe whereas high performers had higher network complexity on average because they

treated the framework as an unordered guide. However, high variability in complexity is present for

both performance groups; a student can still have a very structured process and create high value.

However, we argue that it is imperative to not over-prescribe structure; it should be available for

students to use as a resource, but it should not create a required pathway.

Although these findings and suggestions align with existing literature on creativity, we

recognize the complexity of the relationships between structure and innovation. There are dangers

both in having low structure and high structure, so more work will need to be done to find the

structure “sweet spot”, whether it is a “one-size-fits-all” approach or a more personalized approach.

5.6. Implications for Research

This work also offers various implications for research in innovation – while also addressing

the five limitations of ENA identified by [100] and presented in Section 5.2.4.

The first contribution of the work is that it successfully bridges qualitative and quantitative

results to measure and understand differences between groups (both by performance and by cohort).

The 14 action types led to 91 action pairs, and this high dimension space was successfully reduced

to a representative two-dimensional space, addressing the visualization of large networks limitation
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identified by [100]. The quantitative relationships limitation identified by [100] was addressed by

reporting quantitative results where appropriate (e.g. statistical significance, goodness of fit, and

the relative straights of each action pair). The interpretability limitation identified by [100] was

addressed by labeling the axes of the ENA representations, allowing a reader to extract meaning

from the plots. For example, for the trajectory plots, a point in the bottom-left quadrant represents

higher importance placed on explore and solve codes, as well as draft and share codes. This

interpretability could be even further improved by implementing a tool similar to the one presented

in [108]; rather than using the SVD to plot points, nodes are plotted further apart and in a way

that still separates groups of importance. Because the nodes are not moving based on new data,

teachers can gain meaningful information with a quick glance.

The second contribution of this work is that it is a scalable solution that can be analyzed

in real time. Because of the automatic framework classifier developed in Chapter 3 and the code

developed to convert raw MOOCIBL logs to ENA files, a researcher or instructor could visualize

student or team behavior in seconds. This could support instructors as they aim to identify which

teams to check in with first throughout the semester. In addition, it allows them to monitor how

changes in the course are affecting student behavior. Many ENA applications still require manual

coding, but this process addresses the automation and scalability limitation identified by [100].

Finally, ENA allowed us to consider new lenses that were not possible before. Rather than

just considering individual students and their behavior over the whole semester, ENA allows for

team comparisons and trajectory comparisons. [100] identified trajectory as being a limitation of

ENA because it is very rarely reported in the ENA literature, but this work shows that trajectories

can be modeled in IBL settings. However, it should be noted that this limitation was not fully

addressed in this work (or by the ENA research community as a whole). The trajectory process

still relies on aggregated networks of certain periods (i.e. each quarter of the semester is its own

network). This reduces the full longitudinal aspect of the data.

ENA has shown to be an appropriate method for analyzing IBL data, and this work carefully

considered and addressed previously identified limitations of ENA. In addition, this work also shows

the power of the IBL framework. Without the framework, ENA would not have been possible.
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5.7. Summary

This chapter detailed the implementation of epistemic network analysis for analysis of IBL

data to better understand student success and how the structure of the course impacts student

behavior.

To answer RQ3A, epistemic network analysis was performed on students, teams, and team

trajectories for Cohort 1 (the semester with little structure). These networks were then aggregated

to compare the average networks for both low- and high-performing students and teams. When

students were given little structure, epistemic network analysis greatly differentiated between those

marked low-performing and those marked high-performing. Students and teams that were high-

performing generally focused on solution development and students and teams that were low-

performing generally focused on environment tokens.

To answer RQ3B, epistemic network analysis was performed on students from all three

cohorts, and it was found that most of the variability in the data was because of changes from

year to year. By analyzing the differences in behavior between each year, we were able to tie the

structure of the course that year to student behavior. Cohort 1 saw high variability because of

the low structure, Cohort 2 saw low variability and a focus on survey and define because of the

high structure, and Cohort 3 saw some variability but some increased structure because of the

implementation of the IBL framework.

Although the changes from year to year and the complex nature of this course make it

challenging to draw any hard conclusions, this work demonstrates that epistemic network analysis

can be used to analyze student behavior and determine the effects of implementing various changes

in the course.
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6. DISCUSSION

Chapters 3, 4, and 5 took three different approaches to understanding innovation. Chapter

3 used qualitative analysis driven by literature, Chapter 4 used linear models to reduce innovation

to key words and features, and Chapter 5 took a mixed methods approach to understand innovation

as a holistic process. Even with the very different approaches, recurring themes emerge across each

of the three studies. Overarching insights, limitations, challenges to implementation, and future

directions will be shared.

6.1. Insights

The results across Chapters 3, 4, and 5 lead to three main overarching insights: the ability of

language and temporal behavior to provide meaningful information about students’ approaches to

innovation, the challenges of researching and teaching innovation, and the demonstrated potential

for using LA/EDM methods to overcome these challenges in IBL environments.

The first major insight is further understanding of how language and temporal behavior

provide information about students’ approaches to innovation. From the classification results, we

saw that the words that students choose when writing titles and descriptions for their tokens can

help predict their success level. The performance further improves when the language is placed

within the context of the IBL framework. This increased performance and the feature extraction

results show that words can take on different contexts and implications depending on the category of

the IBL framework. This finding can help instructors better understand how students’ perceptions

of the categories and deliverables might differ from those of the instructors and promote meaningful

conversation about how to make project progress and create value. From the clustering work, we

saw that certain quantitative behavior patterns can be identified – some that are more likely to lead

to low performance, some that are more likely to lead to high performance, and some that are not

predictive of performance. Before implementing the IBL framework, the total number of tokens

that a student had provided little information about student progress. By looking at category

breakdowns rather than total number of tokens, instructors can gain more meaningful information

about how a student is doing. For example, without the framework, an instructor would see two

students with ten tokens each; with the framework, an instructor would see one student with a mix
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of tokens from all categories and one student with mostly environment tokens. This differentiation

can help an instructor better understand student progress and provide more targeted feedback and

support. From the epistemic network analysis work, we are able to see how the structure of the

course can change students’ temporal behavior. When little structure was put in place, students

exhibited a wide variety of action pairs (high complexity). When more structure was put in place,

behavior shifted to meet this structure; students were more likely to finish an action they started

before continuing to the next action, and they often progressed through these actions in a linear

way (e.g. moving from one framework category to the next). Because students adjust their logged

actions to follow the course structure, instructors should carefully consider what desired behavior

looks like and design the structure to fit those goals in a way that guides and supports without

limiting student freedom.

Although these results provided new insights about student behavior, they also illustrated

the challenges that come with researching and teaching innovation. When creating classification

models, the IBL framework improved the prediction models, but they were still far from perfect,

especially when trying to predict performance on new cohorts. The clustering models gave even

further insight into the challenges of prediction; students with very similar quantitative behavior

could end up with different performance outcomes. Finally, when reviewing the results of the

epistemic network analysis work, we saw just how much the year-to-year changes can impact student

behavior. However, questions still remain about the full implications of these differences. The

breakdown of student performance in Cohort 1 and Cohort 2 was almost identical, even though

Cohort 1 had very little structure and Cohort 2 had very high structure; does that mean both of

these approaches were equally justified? Was either approach more equitable than the other? Did

either approach lead to improved student experience? Which created a more authentic learning

experience? On the other hand, there were significantly fewer high performers in Cohort 3. Was

this due to the introduction of the framework? Was it due to the continued impacts of COVID-19

on education? Or was it due to something else altogether, or some combination of all of the above?

Although we are continuing to collect data to try to get to the core of these questions, they rely

heavily on the interconnectedness of various social factors and contextual factors that arise with

each new cohort.
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Although researching and teaching IBL brings unique challenges, this work also further il-

lustrates the demonstrated potential of using LA/EDM tools to better understand these challenges.

The benefits of using LA/EDM tools in this context include scalability and speed, interpretability

and visualization, and a blend of qualitative and quantitative work. The developed code is made

up of a variety of code building blocks that can be put together to explore many different views

with only minor changes. Even though there were changes to the MOOCIBL system each year,

a workflow was developed that converts these unique logs into pre-processed data files that can

then be input into a variety of other functions for classification, clustering, and epistemic network

analysis. This workflow provides researchers with both scalability and speed. Next, the LA/EDM

work placed focus on interpretability and visualization capabilities to better support data-driven

instruction. For classification, linear models were chosen over black-box models so features could

be extracted and interpreted by researchers or instructors. Clustering and epistemic network anal-

ysis allow us to reduce highly dimensional datasets into two- or three-dimensional datasets that

are able to be visualized, but also interpreted. With clustering, the dendrograms give researchers

information about similar studetns, and the three dimensional cluster plot give instructors infor-

mation about quantitative student behavior. With epistemic network analysis, both researchers

and instructors can use the two-dimensional space to identify similar students and teams and use

the axes to give the two-dimensional space interpetable meaning. By combining the scalability and

speed of these algorithms with the understanding and expertise of an instructor or discipline-based

education researcher, we can use LA/EDM methods to blend both qualitative and quantitative

work.

6.2. Limitations

Although this work has shown promising results and insights, there are still a variety of

limitations in scope related to the dataset, the study population, and the methods/tools.

One limitation of the work is the nature of the current dataset. Because students self-

report their learning in the platform, we are only able to analyze intentional, conscious actions that

students choose to log. Research in psychology and cognitive science suggests that conscious actions

and ideas only play a small role in the process of developing new and innovative ideas; subliminal

thought and even serendipitous mistakes have also shown to be key in finding innovative success

[109, 110]. Not only does MOOCIBL offer few opportunities to gain insights into these subliminal
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thoughts and events of serendipity, it is also limited to the conscious acts and behaviors that

students choose to record. Students generally use MOOCIBL as a way to communicate progress

with their instructor, so the recorded actions summarize work in a way that is curated to what they

believe the instructor wants to see. Because student perception about what the instructor wants can

change from student to student, and even more so from year to year, it becomes almost impossible

to use MOOCIBL behavior as a direct representation of the authentic innovation process, leading

to challenges in drawing conclusions. A similar limitation is the time scale that the work focuses

on. Human behavior takes place across a variety of time scales: the biological band (milliseconds

or tens of milliseconds level), the cognitive band (seconds or tens of seconds), the rational band

(hours or days), and the social band (weeks or months) [111]. The work presented largely relies on

discovery in the rational band; MOOCIBL tracks tasks that students log every few days. However,

to get a full picture of IBL, other bands should be explored. The lower bands (biological and

cognitive) could answer questions about where ideas come from, the neuroscience of creativity, and

how serendipity plays a role in the development of new innovations. The higher band (social) could

further our understanding of team dynamics and how ideas and culture emerges from an entire

social system.

Another limitation of the work is the study population and the time frame that the study

was conducted during. Although there was some racial and gender diversity, the sample size was

too small to draw any conclusions about how race or gender may impact student experience. In

addition, the participants were almost entirely upper division undergraduate or graduate students

who chose to take the course as an elective. Therefore, it is still unclear how these findings would

transfer to new populations and settings (e.g. lower division students, core engineering courses,

etc.) Similarly, the context of the time frame of the study should not be ignored, especially the

impacts of the COVID-19 pandemic. Cohort 1 took the course in fall 2019, Cohort 2 in fall 2020,

and Cohort 3 in fall 2021.

Finally, the work is limited because we are trying to work on complex problems while

still trying to fill our toolbox. Although advances have been made in modeling complex systems

both on the information science [112] and educational research [113] fronts, this area of work has

not had time to grow and mature like many traditional qualitative and quantitative modeling

methods. The field of complexity science is still working to overcome challenges such as the nature
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of complex causality, the evolution and durability of new knowledge, and the defining of meaningful

and appropriate boundaries. For example, one of our current tools – feature extraction – does poorly

with the nature of complex causality because it makes a reductionist assumption that certain words

are more likely to lead to low performance. Although a human understands that using that word is

not inherently unproductive to innovation, we lack LA/EDM tools that are similarly able to draw

only appropriate conclusions about causality from complex processes. In regards to the evolution

and durability of new knowledge, we lack tools that account for changes as they occur (e.g. the

COVID-19 pandemic). Because this was an unprecedented condition, there was no way to adjust

our model to account for this change in the context of the course. Finally, in regards to defining

meaningful and appropriate boundaries, we still lack tools that can account for the interconnected

and hierarchical relationships in the course. Using epistemic network analysis at the team level

instead of the student level started to account for the relationships between students, but we

still lack tools that allow us to fully understand the dynamic and interconnected nature of the

relationships between team members and classmates.

6.3. Challenges to Implementation

In addition to the presented limitations, there are also a variety of challenges that must be

overcome in order to integrate this work into the real-time experience of students and instructors

in the course. These models have the potential for instructors to run classroom reports in real time

to identify students at risk, gauge progress, and identify emerging trends in behavior. However, for

this to be a practical solution, these models will need to be integrated directly into the learning

management system to ensure that reports can be run quickly and easily.

Similarly, to support instructors using these tools, it will be important to design ways to

interface with the data that are intuitive and helpful. The tools have been designed with some of

these ideas in mind (e.g. feature extraction for classification, visualization tools for clustering, and

defining the axes for epistemic network analysis), but more will need to be done to promote buy-in

and trust from instructors.

Another challenge of implementation is considering how these models will be updated.

The use of the framework creates a consistent lens to use across students, teams, and years, but

continuing to adapt our models will be a challenge. As the world changes, so will our students

and the projects they work on. Therefore, the algorithms will need flexibility, and questions still
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remain about the best way to implement this. For example, should recent data be considered more

strongly when making predictions for new students? Does data become obsolete? How will these

models continue to be adapted and verified over time?

In addition, it will continue to be important to carefully consider the ethics and equity of

implementing machine learning in the classroom. Although this work can be a helpful tool for

instructors, it is imperative that we do not rely solely on the algorithm to identify students at risk

or assess students, and we must continue to assess the validity and reliability of our results. It is

also important to use a research lens that allows us to identify if any specific types of students are

being categorized in an inequitable way.

6.4. Future Directions

To overcome these limitations and challenges, we propose a variety of future research direc-

tions both in the short and long term.

In the short term, this work can be applied to new cohorts as IBL continues to go to other

institutions. Not only will this lead to a greater sample size, but it also can increase the diversity of

the contexts and populations represented. Short term future work could also include integrating this

work directly into the MOOCIBL platform to support new students and instructors. By identifying

the wants and needs of each of these stakeholders, we can leverage the presented work to create

“plug and play” tools that meet these wants and needs. Currently, MOOCIBL has a dashboard that

shows number of tokens in each stage of the process, but this could be expanded to include other

information from the classification, clustering, or epistemic network analysis methods. Similarly,

this work could also be used to support evidence-based design choices for both the structure of the

course and MOOCIBL. For example, we should aim to create a classroom structure and MOOCIBL

interface that incentivizes progress in all of the categories of the framework while still allowing for

student flexibility.

In the long term, there are many other lenses that could be used to better understand how

to support teaching and learning innovation. There is a greater push in engineering education and

beyond to promote innovation skills in students, but questions still remain about how to scaffold

and support the learning process. Future research directions could include interviews to better

understand the affordances and limitations of various forms of student support, for example. In

addition, as mentioned in the limitations, most of the work in this area has been focused on the
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rational time band, but other bands should be considered to get a fuller picture of the science

of innovation. This future work could involve moving down the time scale to better understand

where innovative ideas emerge from or moving up the time scale to better understand how students,

teams, and instructors interact – as well as how the world outside the classroom interacts with the

course. Many instructors have noticed large changes in the classroom throughout the COVID-19

pandemic, but we are still struggling to understand all of the underlying interactions between the

state of our world and the classroom. Finally, arguably the biggest future direction and challenge

will be to identify and create methods for modeling and extracting meaning from complex systems

– both in education environments and beyond.
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7. CONCLUSION

This work used learning analytics and educational data mining techniques to further un-

derstand the complexity of student learning and innovation. As mentioned in the literature review,

Snowden argues that those working in complex environments should “probe, sense, and respond”,

which allows us to embrace the complexity that emerges.

The creation of the IBL framework allowed us to “probe”. The categories of the framework

give us a lens that allows us to compare across students, teams, and cohorts – even when students

are working on different components of different projects with different deliverables and different

pieces of learning.

The use of LA/EDM tools allowed us to “sense”. Every student can be placed into one of

several high-dimension spaces, whether the dimensions represent words written, types of actions,

or team trajectories. The LA/EDM tools allow us to reduce those high-dimensional spaces into

ones that we can interpret and provide context to. With classification, we were able to extract

performance metrics and features of importance; with clustering, we were able to extract groupings

and hierarchical visualizations; with epistemic network analysis, we were able to extract measures

of complexity and network visualizations. Each of these studies allows us to paint a fuller picture

of the innovation process and student experience.

So now we “respond”. We have heard the calls from the World Economic Forum, ABET,

and the National Academy of Engineering for innovative engineers, and this work illustrates just

some of the challenges we face to meet this call. However, it also illustrates how the LA/EDM tools

that were developed can help us overcome these challenges. The findings can continue to promote

meaningful discussion about creating classroom spaces for innovation, and the tools can be used

to collect and analyze data for years to come. The work presented in this dissertation has laid

important groundwork, and its impact is only just beginning.
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APPENDIX. WORKED EXAMPLES

A.1. A Worked Example of Calculating the ROC AUC Metric

This worked example will show how to calculate ROC AUC for three different classifications

of ten samples. When training a classifier, the class probabilities can be extracted to know how

certain the algorithm was that the sample belongs to a specific class. For most classifier models, the

decision boundary is 0.5; if the probability of a positive case is greater than 0.5, predict a ‘1’, and

if the probability of a positive case is less than 0.5, predict a ‘0’. However, an ROC considers all

possible decision boundaries between 0 and 1. Figures A.1 and A.2 show three different examples

of class probability graphs and their resulting ROCs. The top has high separation because the

positive cases and negative cases are perfectly separated (good classifier). The bottom has low

separation because the positive cases and negative cases are interwoven (bad classifier).

From these class probability graphs, we can graph the ROC where false positive rate is on

the x-axis, and true positive rate is on the y-axis. The false positive rate is the number of negative

cases that were misclassified as positive cases, and the true positive rate is the number of positive

cases that were correctly classified as positive cases. All ROCs have endpoints of (0,0) and (1,1)

representing a decision boundary of 1 and 0, respectively. If the decision boundary is 1, we assume

that all samples are the negative class, leading to a true positive rate of 0 and a false positive rate of

0. If the decision boundary is 0, we assume that all samples are the positive class, leading to a true

positive rate of 1 and a false positive rate of 1. The points between (0,0) and (1,1) each represent

the false positive rate and true positive rate at a different decision boundary. For example, the

large points in A.1 represent the marked decision boundary of about 0.45.

If we keep plotting at all possible decision boundaries, we get the ROC graph in Figure A.2.

From this, we can calculate the area under the curve for each of the three cases. For the top case,

the area under the curve is equal to 1; for the middle case, the area under the curve is equal to 0.8;

for the bottom case, the area under the curve is equal to 0.6. An ROC AUC of 1 corresponds to

perfect separability, an ROC AUC of 0.5 corresponds to random classification, and an ROC AUC

of 0 represents the inverse of a perfect classifier. Although the top classifier has a perfect ROC

AUC, it is interesting to note that it would not have perfect accuracy if a typical decision boundary
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is used. Usually, the decision boundary is 0.5, so only 4 of the 5 positive cases would have been

classified as positive (leading to an accuracy measure of 9/10 or 0.9).

Figure A.1. A partially drawn ROC where the large points represent the drawn decision boundary
at about 0.45. For the top case, this decision boundary results in a false positive rate of 0 (0/5
negative cases were predicted to be positive) and a true positive rate of 1 (5/5 positive cases were
predicted to be positive). For the middle case and bottom case, this decision boundary results in a
false positive rate of 0.4 (2/5 negative cases were predicted to be positive) and a true positive rate
of 0.6 (3/5 positive cases were predicted to be positive).

Figure A.2. A completed ROC graph for the three classification models.
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A.2. A Worked Example of Epistemic Network Analysis

This worked example will go through epistemic network analysis for six students and three

codes (survey, define, and explore). For the sake of the example, all students complete two actions

each week for four weeks, but it should be noted that this is not representative of the actual

student behavior. Only three codes are used because it allows the reader to more easily visualize a

3-dimensional space being reduced to a 2-dimensional space.

1. Organize lines and codes: First, the log data is converted into code vectors where each

code is represented by a column. A ‘1’ represents a presence of that code in that line, and a

‘0’ represents a lack of presence of that code in that line. These vectors are then organized

by unit (student) and conversation (week). The entire set of code vectors is represented A.

See Table A.1 for an example for one unit. This is the form of the data that is uploaded to

ENA Web Kit.

Table A.1. A sample list of code vectors for a given student. Each row in the table represents one
log line that has been converted into a code vector.

A

Student Week Survey Define Explore

1 1 1 0 0
1 1 0 1 0
1 2 1 0 0
1 2 0 1 0
1 3 1 0 0
1 3 0 0 1
1 4 0 1 0
1 4 0 0 1

2. Create adjacency vectors: Next, the code vectors are converted into adjacency vectors H

where

Hx,y
i,j =


1 if axyi > 0 and axyj > 0

0, otherwise

In other words, if codes i and j both appear for student x in week y, the corresponding value

of H is set equal to 1. From the data in Table A.1, a set of adjacency vectors can be created.

These adjacency vectors for Student 1 are listed in Table A.2.
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Table A.2. A sample list of adjacency vectors for a given student using the data in Table A.1.
Each row in the table represents one student for one week. The three rightmost columns represent
existence of a pair of codes. ‘S/D’ represents existence of ‘Survey’ and ‘Define’, for example.

H

Student Week S/D S/E D/E

1 1 1 0 0
1 2 1 0 0
1 3 0 1 0
1 4 0 0 1

3. Create association matrix: Next, for each student, an association matrix Ω is created

where

Ωy =

N∑
x=1

∑
H∈Hxy

H

In other words, Ωy represents the sum of each of the N adjacency vectors that correspond to

student y. The rows and columns of Ω represent the codes, and the elements of Ω correspond

to the number of co-occurences for that set of codes. For our example student 1,

Ω =


ΩSS = 0 ΩSD = 2 ΩSE = 1

ΩDS = 2 ΩDD = 0 ΩDE = 1

ΩES = 1 ΩED = 1 ΩEE = 0


Note that the diagonal entries of the matrix are all equal to 0 because a code cannot co-occur

with itself.

4. Create association vector: Because many of the elements of the association matrix are

redundant, an association vector z is then created with only the non-redundant elements

concatenated by row. For student 1,

z1 =

[
2 1 1

]
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At this point, the other five students will also be introduced into the worked example. Stu-

dents 1, 2, and 3 are in Group 1, and Students 4, 5, and 6 are in Group 2.

Group 1: z1 =

[
2 1 1

]
z2 =

[
2 2 0

]
z3 =

[
3 1 0

]

Group 2: z4 =

[
0 3 1

]
z5 =

[
0 2 2

]
z6 =

[
0 1 3

]
Because these are vectors of size 3, they can be visualized in a 3-dimensional space where each

axis represents a pair of codes. See A.3 for a representation of the six association vectors.

Figure A.3. A visual representation of the six association vectors in a 3-dimensional space. Blue
vectors correspond to students in Group 1, and red vectors correspond to students in Group 2.
Each axis represents the number of co-occurrences for a pair of codes.

5. Normalize association vector: Next, the association vectors are normalized by dividing

them by their magnitude:

Ny =
zy

||zy||
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Each element of the vector now represents the relative co-occurrence of that pair of codes

rather than the raw count. The normalized vectors are plotted in Figure A.4.

Figure A.4. A visual representation of the six normalized association vectors plotted in the same
3-dimensional space as A.3. Each vector is now length 1.

6. Center association vector: Next, all vectors are centered at the origin by subtracting

the mean of the M normalized association vectors N from each of the individual normalized

association vectors:

Ny = Ny − N̄ where N̄ =

∑M
y=1N

y

M

The vectors retain their information but now span multiple quadrants as seen in Figure A.5.

7. Project into 2D space: Next, to determine the coordinates of each of the points when

projected into a 2-dimensional space, the eigenvectors of NN ′ are calculated by factoring N

as:

N = UDV ′
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Figure A.5. A visual representation of the six normalized association vectors now centered at the
origin. Note that the axes ranges have changed from figure A.4.

where U is a matrix whose columns are the eigenvectors of NN ′, V is a matrix whose columns

are the eigenvectors of N ′N , and D is a diagonal matrix whose elements are the non-zero

eigenvalues of NN ′. These eigenvectors U are then used to find the reduced matrix R:

R = N ′ ∗ U

where Rij corresponds to the ith unit of the jth dimension of the SVD. Using MATLAB to

calculate these values gives us:

R =



0.3147 0.2270 −0.3459

0.4283 −0.2780 −0.3492

0.6657 0.0604 −0.5500

−0.3529 −0.4946 −0.3165

−0.5516 −0.0803 −0.3234

−0.6490 0.3256 −0.5154
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These results correspond with the results plotted by the ENA Web Kit. Each row represents

a different student, and ENA Web Kit plots the first column on the x-axis and the second

column on the y-axis. For example, student 1.1 (Group 1, Student 1) is plotted at (0.3147,

0.2270), and student 2.5 (Group 2, Student 5) is plotted at (-0.5516, -0.0803).

Figure A.6. The six example students projected into the 2-dimensional space using matrix R. This
figure was created using ENA Web Tool, and the values match those calculated by the author using
MATLAB (seen above).

8. Determine SVD variance: Next, to determine the amount of variance in the data rep-

resented by each of the dimensions of the singular value decomposition, the variance of the

data for the nth SVD is divided by the variance of the original data.

Variance represented by nth SVD =
var(Rn∗)∑K
j=1 var(N∗j)

where Rn∗ is the vector representing the entire nth column of R, N∗j is the vector representing

the entire jth row of N , K is the total number of dimensions in the SVD, and var() is the
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variance V of vector A of size M calculated

V =
1

M − 1

M∑
i=1

|Ai − µ|2 where µ =
1

M

M∑
i=1

Ai

Using MATLAB, the variance of the 1st SVD is 0.7464, and the variance of the 2nd SVD

is 0.2279. By referring back to A.6, we see that these values match with those given by the

ENA Web Tool.

9. Calculate difference between groups: Finally, to calculate the difference between the two

groups, the Mann-Whitney test can be performed. Using MATLAB, p=0.1 on the x-axis,

and p=1 on the y-axis. These results also match the values given by the ENA Web Tool.

Visually, these results make sense; on the x-axis, there is some difference between Group 1

and Group 2, but on the y-axis, there is significant overlap between the two groups (as seen

in A.6).
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A.3. A Worked Example of Calculating Network Complexity

This worked example will calculate network complexity for a network with four nodes.

1. Create association vectors: Assume Eij is the thickness of the edge connecting nodes i and

j. For our example network with four nodes shown in Figure A.7, a corresponding association

vector can be written:

[
EAB EAC EAD EBC EBD ECD

]

Figure A.7. A four-node network with nodes A, B, C, and D for the sake of the worked example.

2. Calculate edge weights: In order to determine the weights of each edge, normalize the

association vector E to get the weight vector W :

W =
E

||E||

3. Calculate entropy of each node: Next, the entropy H of each node i is calculated:

H(vi) = −
di∑
j=1

pij log2(pij)
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where pij is calculated:

pij =
w(vivj)∑di
j=1w(vivj)

where w(vivj) is the corresponding entry of the weight vector W and d is the dimension

of the node (i.e. the number of other nodes it is connected to). In the context of our

epistemic network analysis problem, pij can be interpreted as the probability that a student

also completes action j if they complete action i in the same week. If a student only completes

action j in the same week as completing action i, pij would be 1, and the entropy of node i

would be 0. Note that pij does not always equal pji because the denominator of the expression

depends on the nodes that are connected to the node indexed first; action i might co-occur

with many actions (pij is high), whereas action j might only co-occur with a few actions (pji

is low).

For our 4-node example network, assuming each edge connected to A has a weight greater

than 0, the entropy of node A is calculated:

H(vA) = − (pAB log2(pAB) + pAC log2(pAC) + pAD log2(pAD))

where

pAB =
wAB

wAB + wAC + wAD
pAC =

wAC
wAB + wAC + wAD

pAD =
wAD

wAB + wAC + wAD

If any of the edge weights are 0, those edges can simply be ignored in the calculation to

prevent an undefined value for log2(pij).

4. Calculate entropy of network: To calculate entropy I of the entire network, sum the

entropy of each of the network nodes:

I(G,w) =

N∑
k=1

H(vk)

In the case of the example network,
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I(G,w) = H(vA) +H(vB) +H(vC) +H(vD))

In Figure A.8, five four-node networks are shown in order of increasing complexity to help

the reader gain further intuition about the factors that impact network complexity (number of

connections, weight of connections, and position of connections in relation to other connections).

In addition, two worked examples can be seen in Figure A.9.

Figure A.8. Complexity in bits for a variety of four-node networks
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Figure A.9. Two worked examples of calculating network complexity (entropy) for four-node net-
works
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