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ABSTRACT

Pandey, Shivendushital Pyarelal, M.S., Department of Computer Science, College of
Science and Mathematics, North Dakota State University, June 2010.
Dynamic Algorithms for Sensor Scheduling and Adversary Path Prediction. Major
Professor: Dr. Kendall Nygard.

In this thesis we describe three new dynamic, real time and robust sensor
scheduling algorithms for intruder tracking and sensor scheduling. We call them Tactic
Association Based Algorithm (TABA), Tactic Case Based Algorithm (TCBA) and Tactic
Weight Based Algorithm {TWBA). The algorithms are encoded, illustrated visually,
validated, and tested. The aim of the aigorithms is to efficiently track an intruder or
multiple intruders while minimizing energy usage in the sensor network by using real
time event driven sensor scheduling. What makes these intrusion detection schemes
different from- other intrusion detection schemes in the literature is the use of
historical data in path prediction and sensor scheduling.

The TABA uses sequence pattern mining to generate confidences of movement
of an intruder from one location to another location in the sensor network. TCBA uses
the Case-based reasoning approach to schedule sensors and track intruders in the
wireless sensor network. TWBA uses weighted hexagonal representation of the sensor
network to schedule sensors and track intruders.

in this research we also introduce a novel approach to generate probable
intruder paths which are strong representatives of the paths intruders would take

when moving through the sensor network.

jii



ACKNOWLEDGMENTS

I would like to express my sincere gratitude to my advisor Dr. Kendall Nygard
for his continuous support, patience, motivation and guidance. | thank my parents, my

family, Sumali and Eric iverson for their constant motivation to complete this thesis.



DEDICATION

| would like to dedicate this paper to my guru, Dr. Kendall Nygard.



TABLE OF CONTENTS

ABSTRACT L. ettt e te e e ste et an e s s bt et ee e e e b ot e s a0 £ nnn kb an e he anasaeren et ereaaneaeannness iii
ACKNOWLEDGIMENTS ..ttt ittt et n e sbs e e b e eereesemeenaanessbnban e aves s mrarrneeeaaesaannevas iv
DEDICATION .o itiieiee et cersrtere et e e stetas s scesaraan e stemra s ssae s saneessssbasassaas hensrenseansanan cesmvestsnnsessnnensns v
LIST OF TABLES ... et iir st ee e e st e e ae s s ceneaceasae s e e sass e sanamssbesscat ssnsseassasasnssrssaessasnnnas X
LIST OF FIGURES <. ettt it et aes e sttt ee e s et e e va st e ce e s s e smmanrace e sne s aneves aaerabateaeesinseenes Xi
LIST OF CHARTS oot ettt onnin sttt sn v e e a1t s s emevas vt 4 senmea s ass sressesbs ves earasses wassaseresvssrsossasens Xii
1. INTRODUCGTION oottitieciiiisisnenivevivieeisesisanaaeevsstesncmesese sabseansnesossbnse ssesuhsarssan mestinsomsnarssossss 1
2. LITERATURE REVIEW ...ttt cn et rs s e e sarc e e ars e b esaenasa st mssbnnsaan 5
2.1 OVEBIVIBW oot e et e et an s et r e r e b ee e san et crarenn e sbnesbeanas 5
2.2, BackBround STUY ......cccooeirioie et ee v scrrie e ste et ene st saraarae e e e en e aenevaes 5
3. THE SURVEILLANCE AREA .. .ottt cicacs e s sinsme e ses st s e sh s anesmseenesaeenenn 8
3.1 OVETIVIBW coerecieiiiiiectrer e ecre s cen e e onces e s e naerta e e aesbaba s s aesastnsbe s eesmes e sberannebantses smnnentenrses 8
3.2, Placement of Sensor in the SENSEr NEtWOTK ........c.coveiciirieieiiivesvereeere et vnaesevrscsnens 8
N R 1T -1 ] O TP RSP PP 9
3.4,  The Role of Base STAtioN ..o ciciis ettt e eeeeersas b ermerans 10
3.5.  Defining AdJacent SENSOTS .o.uriiiiriiineeiii e ie i eerte e e srrear s eeseesraseaesasne s ressansasansessans 10
4, THE INTRUSION MODEL...ocoorieiiiiieience it c e et vasa e s sares s vabsers sossas s rns rasasaeasnnsnsneeennns 11
1. OVEIVIBW ccerieieiniiciienctenaioneimmses sttt saer et aa s esaaanstesn e e s abmeee et asessan shsteeassaanesssnennensaseens 11
4.2, The Intrusion AIZOTIHRM ..ottt e crerr e s e s s s esbaasaeres 12
4.3,  Pseudo Code: The Intrusion AlBOTithm ... ....covircoiiii et rarreeenns 13

5.  USING SEQUENCE PATTERN MINING IN SENSOR SCHEDULING AND [NTRUDER

TRACKING .....coii ettt ittt e e teevsetaerisss e atuns s rateanee astsarsentatenaesessasseeannssabesesansarseserssetasensnrneanses 16
5.1. OVEIVIBW 1.evvvuuinieirrrranesssorrenssensreresnarerensersessasesariessnsessasassssensarsssmnnsnssraserseravesconsaersssnsnen 16
5.2.  AIBOTTERM Lot et e rntee et ra et e e aeabenean 17

Vi



5.3.  Pseudo Code: Sequence Pattern Mining Algorithm for Sensor Scheduling and

gL (UL L=T o I T 4] T~ O O S PSRN
6. THE TACTIC ASSOCIATION BASED ALGORITHM ...t iee e s
6.3, OVEBIVIBW .ottt et et b e s bbb s e s e s e
(ST 2 -\ I~ o T | 4o Vo o IO OSSO OSSO PSSRSO PSRRI
6.3. Pseudo Code: The Tactic Association Based Algorithm ..........coevvevvecicivierecceen,
7. THE TACTIC CASE BASED ALGORITHM ..ottt creteerrneeneseaennasmoraneeseecnnenesssrnerces
7.0, OVEIVIBW ooeiiieieetiaesrees et e asccarae e ssabs s v e nona s s eae e s aaet e s e sbe s 2a e s s e rmeeessbbeanesseennamnensaens
7.2, AIBOTIINM Lot e e a e ekt sa b s et et eeea e s bt aenenes e r e s aeeeree e enaannn
7.3.  Pseudo Code: The Tactic Case Based Algorithm ......c.ccccvimieiiviic i e
8. THE TACTIC WEIGHT BASED ALGORITHM ....cciiiriiriiaeeriniieiresrieereseieseessamenn s ee e sreaens
8.1, DVEIVIEW cieeiiiireirenrciirtennacis s sieraneae e e mn s acs s sonsne e e s e s s rna s oo sts s e eananseasmnrassss sorensnss
B2, AIBOTIENM ettt ae st s e srr e e e s b et eserresesere b re s n e esete s senberan
8.3. Pseudo Code: The Tactic Weight Based Algorithm.........cccoceviviviriineciinene e e
9. COMMUNICATION ALGORITHM ...cocoiiiiiiicrciei it onteessneassseetasaeessaassessseassssanneneacnans
G.1.  OVEIVIBW oottt icetiee et b ee e eine s ot e e s er e e eaaenssbe et e bee s aeesaseut mans emsenasiosesineearaa e
9.2, AIBOTENM ot et e e st e et e e an e e seas e e e e
10. THE TACTIC EVALUATION AND SIMULATION TOOL.....oiiiriicenerreenircaenee s crnccsane e
10,1 OVEIVIEW toieivieeoriiesciencinaimeie s e caiarst s s oasb e e s v b b e da s e s s e s e bt e e e e e s nedts e nanesasas brnensnas
10,2 ClAS5BS euriiurrrereimrrrersscarersrraseessresennasaueesecossensesssnensssssssasassrssrssessssssneeessanesaarsnerseaessans
11. EXPERIMENTATION ..cooiiiiiiiiiiniereceane s sneer e e caes et v e s e n i b s ek sae e mm e e sa s eamanesnenee
11.1. OVEIVIBW .rviiasircreereieeressteeineneess et ens ot raes e sareae st bessasnenserssseesesobasaenesnnsasaessssatenensseneesnn
11.2. EXPerimental DEeSIBN ...c.cccvviiiieireiine et et es s e s et s e e e s anes

11.3. Effect of Varying Minimum Threshold Value on the Detection of intruder

When UsiNg TABA .. e et er e e ae e e rat s ce s et e aen e e e e e ne s e ensanmne s ranees



11.4, Effect of Varying the Number of Historical Paths on the Detection of

Intruder When Using TCBA @nd TABA.......coiriiiie it ieeeeectrieieiresite e essiaaesae e e s e sbaaenesaaes 49
11.4.1. Effect of Varying the Number of Historical Paths on the Detection of

Intruder When USINE TCBA .. ...ooovo et ce et errestsvs seeereesessesnin e avavesnneeesevaan e emsmnmnsn sasamnneevvass 50
11.4.2. Effect of Varying the Number of Historical Paths on the Detection of

INtruder WHhen USING TABA ... ieeirirereeeevnreeeseemeetvassassceastsrsebaseassssssassnnnneraseasasanersssansins 51
11.5. Effect of Varying Percentage of Holes in the Sensor Network on the

Detection of intruder When Using TCBA, TABA and TWBA .....cc.oriiiireriioireianier e cernrcen e 53
11.5.1, Effect of Varying Percentage of Holes in the Sensor Network on the

Detection of Intruder When Using TCBA ...t e ciieeeerceeecrtae e e e e ceeetare s e enennas 53
11.5.2. Effect of Varying Percentage of Holes in the Sensor Network on the

Detection of Intruder When USiNg TABA ...t iveoneer e ionrever e e eercassernrmnensstaenannnnas 55
11.5.3. Effect of Varying Percentage of Holes in the Sensor Network on the

Detection of Intruder When Using TWBA ..ot e esris s ee s s iaea s ssresesivnen s 56
11.6. Effect of Sensors Dying on the Detection of Intruder When Using TABA,

TCBA AN TWBA .ottt er e e s e s s s s meanecernseaehen e san e raareeesresbbnes s 57
11.6.1. Effect of Varying the Number of Sensors Dying an the Detection of Intruder

WHEN USING TCBA ..ot cr it e e ses s sies sk smtvar s s seess s s e asaeobs ernesressencnsanesessaess 58
11.6.2. Effect of Varying the Number of Sensors Dying on the Detection of Intruder

WHen USINE TABA ..ottt st e n e e e se s s e e e sres srvas s sseeesanaennssnbs senstnsesreeesnnnansensarenns 59

11.6.3. Effect of Varying the Number of Sensors Dying on the Detection of Intruder

WHEN USINE TWBA ... e re et ettt ettt s e et a e s test ssaastae e s maeasses seeeamaesaereeeamnes sbesennennns 60
11.7. Life Time of Sensor Network With no Communication Cost......cccocvviiinirrecrcnecennns 62
11.8. Life Time of a Sensor Network With Communication Cost..........cccccoccviveeiiieinnnn. 63
11.9. Life Time of the Sensor Network When Number of Intruders is Varied................. 65

viii



11.10.  Effect of Varying the Number of Historical Paths on the Detection of Intruder

for a Grid Size Of 5O™50 ..ot e e 66
11.10.1. Effect of Varying the Number of Histarical Paths on the Detection of

Intruder When USINE TCBA ...vvvvoiiviivosiirirersicerseversessseesmssressasssessiesseresinses enssessassresssans sanvesss 66

11.10.2. Effect of Varying the Number of Historical Paths on the Detection of

INtruder When USINZ TABA ......c.oi it cete e sre s seeetve s sas e e raesaressbeasssneaneesssteenssssnesseins 68
CONCLUSION .....oeiviccecemmtretes et v e res es s s sen e crssaesen e sesaenensane sessnessrsnssnmsesensasenminsros 70
FUTURE WORK .ottt ee s emtmanaeas e s et e s rarcaneeesenies e reneseennn snresasnacnnnenas 73

14. REFERENCGES ..ottt e er et v s servam e e s n e e e s e rs s ermensessssannos 74



LIST OF TABLES

Table Page
4.1. Abbreviations Used in the Pseudo Code for Intrusion AIgorithm........c.cccveeiiieeeniiic e, 13

5.1. Abbreviations Used in the Sequence Pattern Mining Algorithm for Sensor

Scheduling and INtruder TracKiNg ....cooviieiie e iire et e v e err e earceaaraeressssanenees 19
6.1. Abbreviations Used in the Tactic Association Based Algorithm ......v.ocoovveiiieiieiecccnecenn. 25
7.1. Abbreviations Used in the Tactic Case Based Algorithm ........c.ocoocivivieev e 31

8.1. Abbreviations Used in the Tactic Weight Based Algorithm



LIST OF FIGURES

Figure Page
3.1. Hexagonal Representation of SUrveillance Area...........ccocericirenconreeiee e cevees 9
4.1, Line-of-Sight Of N INErUAEN ...eiccr et etk s bt se e seae e nty s e s moeaneees 11

5.1. Using Sequence Pattern Mining Algorithm for Sensor Scheduling and intruder

TPACKING: STEP L.eeeiiie ettt errrerre e s vr e e v e ts s s b e e aassmesasas e assarsassmrsenseanraens 17
5.2. Using Sequence Pattern Mining Algorithm for Sensor Scheduiing and Intruder

Tracking: STEP 2.....ci ottt ettt cei i ser e e s e e e ressaee s s baeimns e e senasane 18
5.3. Using Sequence Pattern Mining Algorithm for Sensor Scheduling and Intruder

TrACKING: STEP 3.ttt cercee s servecen e e e s e s eesesbeaesetba s sanbabnssasbes sa st e aanvasaecnnnsennensnsnens 18
6.1. The Tactic Association Based Algorithmi: STEP .. ..oveeeiivveeiiie e e e e e 23
6.2. The Tactic Association Based AlIGOrithm: STEP 2.....cvooiiiviiecie e s eena e 243
6.3. The Tactic Association Based Algorithm: STEP 3.....couiiiiireceeieees et et e 234
7.1. The Tactic Case Based Algorithm: STEP I ... .o reiie e sresn s st ssenee e s 29
7.2. The Tactic Case Based AIGOTItRM: STEP 2 ..o eeeeseecoseereseeeseosesesneseeesseesnesereen 30
7.3. The Tactic Case Based AIZONthmM: STEP 3 ..o receiees et et e rrtae s s rana e e srcne s 29
8.1. The Tactic Weight Based Algorithm: STEP 1 .. ..o i ste st e cin st 35
8.2. The Tactic Weight Based AlBOrithm: STEP 2 .....coviiiiiieice e et eeve s serec s e v e 36
8.3. The Tactic Weight Based Algorithm: STEP 3 . ..o e 35
10.1. The Tactic Evaluation and Simulation TOOL.......cc..cc.voiviiiriiiiiici e e e ssee s 42

Xi



LIST OF CHARTS

11.1. Effect of Varying Minimum Threshold Value on the Detection of intruder

When USINE TABA ...t re et eeraars st vae s reerine s soveeneneaasassesascansss s var e nerssses

11.2. Effect of Varying the Number of Historical Paths on the Detection of intruder

WHEN USINE TCBA ...ttt ctv s esae s e acnaisans v abe s nsaessensesacentsasracsessasesee

11.3. Effect of Varying the Number of Historical Paths on the Detection of Intruder

When USINE TABA ... .coiiitiiicieieiieeritcieiiretse s aerves ssassetssaseesareassasiassareassessssassbescsasns

11.4. Effect of Varying Percentage of Holes in the Sensor Network on the Detection

of Intruder When USING TCBA.......cc.oc oot ces e cierse et eiae e trasbessrneenreessvesennenns

11.5. Effect of Varying Percentage of Holes in the Sensor Network an the Detection

of Intruder When Using TABA ..ot cecetea e s st sseinesescensan oo

11.6. Effect of Varying Percentage of Holes in the Sensor Network on the Detection

of Intruder When USINg TWBA ......cooiiviir v renic i e sa e nnv s s v e anas

11.7. Effect of Varying the Number of Sensars Dying on the Detection of Intruder

WHhen USINE TCBA ...ttt scra e v s s v e s e e s cveecraceseaaa st saea st sssttnsasaeesersrnnnnn

11.8. Effect of Varying the Number of Sensors Dying on the Detection of Intruder

WHEN USINE TABA ...ttt crreeniirers e s raee i mbaee s sabs e s s s s ntssas e s aabensssannn os

11.9. Effect of Varying the Number of Sensors Dying on the Detection of intruder

When UsSINE TWBA .. .ooiiiie ettt s veressave s rrrs s anrcbesaassstesrsesaesnees bresenraseses
11.10. Life Time of Sensor Network With no Communication COSt .....ccovvevevrireeeriirvcnnein,
11.11. Life Time of Sensor network With Communication Cost.......oveverieeereeercreiernaaren.

11.12. Life Time of the Sensor Network for Different Number of Intruders......c...c..c......

11.13. Effect of Varying the Number of Histarical Paths on the Detection of

Intruder When UsiNg TCBA ......oo et e s stn e etn e s e sbaeaseeeans

11.14. Effect of Varying the Number of Historical Paths on the Detection of

Intruder When Using TABA .......ovviiriirie it erre v an st aen e e seesasaar s ensassensnens

xil



1. INTRODUCTION

Wireless sensors are small programmable electronic devices that measure a
physical phenomenon and transmit the acquired information to a base station.
Wireless sensor networks consist of a large number of autonomous wireless sensor
nodes. A wireless sensor network is a cohesive unit in which multiple sensors work
together to achieve a common sensing goal. The successful performance of a sensor
network depends on the successful operation of each sensor in the network. Wireless
sensors have limited communication range, power supply, processing power and
memory. Replacing a sensor in a sensor network is usually very difficult and expensive
(1). Careful design and implementation is required for optimal and prolonged
operation of the sensor network.

In order to fully realize the potential of a sensor network, energy awareness
has to be incorporated into every stage of the network’s design and operation (2).In a
wireless sensor network, the three main areas of operation where maximum energy is
consumed are communication, sensing and computing. The rate at which a sensor
uses battery power is largest when communicating (3). Thus, optimizing the
communication cost is essential for the prolonged operation of the sensor network.
When the communication cost has been optimized, the power demands for sensing
and computing operations should be considered. Thus, it is impartant to optimize the
sensing and computing cost for prolonged functioning of the sensor network.

Wireless sensor networks have wide applications, such as, target area
monitoring, environmental monitoring, inventory monitoring, intruder tracking etc.

(4). Intruder tracking is one of the most important applications of wireless sensor



networks. In a sensor network being used to track intruders, the two critical
operations that the sensors perform are monitoring (sensing and computing) and
reporting (communication). When monitoring (sensing/computing), sensor nodes are
required to detect and track the movement of mobile target. When reporting
(communication), the sensors sensing the target report their discoveries to the base
station, These two operations are interleaved during the entire object tracking
process. Most of the studied intruder tracking algorithms use dynamic duty scheduling
to save energy and track intruder (5). The duty cycle of a sensor consists of work and
sleep cycles. Dynamic sensor scheduling increases the network life time as fewer
sensars are turned on at given time in a sensor network.

In an object tracking sensor network when the communication cost in the
network has been optimized, we are presented with the probiem of developing real
time and energy efficient sensor scheduling and tracking aigorithm to track muitiple
intruders in the sensor netwark. To be energy efficient and to be able to work real
time, the tracking algorithm should enable dynamic and selective sensor scheduling.
The algorithm should be able to adjust to the changing topology of the sensor network
and the algorithm should be robust. This thesis concentrates on solving the problem
creating an energy efficient algorithm with the characteristics mentioned above.

In this thesis we describe three new dynamic, real time and robust sensor
scheduling algorithms for target tracking. Woe call them Tactic Association Based
Algorithm (TABA), Tactic Case Based Algorithm (TCBA) and Tactic Weight Based
Algorithm (TWBA). The algorithms are coded, illustrated visually, validated, and

tested. The aim of the algorithms is to efficiently track an intruder or multiple



intruders while minimizing energy usage in the sensor network by using real time,
event driven sensor scheduling. What makes these intrusion detection schemes
different from other intrusion detection schemes in the literature, is the use of
historical data in path prediction and sensor scheduling.

The TABA uses sequence pattern mining to generate confidences of movement
of an intruder from one location to another in the sensor network. The generated
confidences form the basis for sensor scheduling and intruder tracking in the sensor
network. TCBA uses the Case-based reasoning approach to schedule sensors and track
intruders in the wireless sensor network. The TCBA compares the current intuder
location and the number of steps required by the intruder to reach the current
location with the paths in the historical paths database to find simmilar cases. The
generated cases are used for scheduling the sensors and tracking the intruder in the
sensor network. TWBA we use the hexagonal representation of the surveillance area.
Each hexagon in the grid is assigned a weight. The weight represents the complexity of
the terrain that the hexagon encompasses. The weight is used to generate movement
probabilities from each hexagon in the grid. The movement probability includes the
probability of movement of an intruder from the current hexagon to all the adjacent
hexagons. The movement probabilities are the basis for scheduling in TWBA.

In this research we have also introduced a novel approach to generate
probable intruder paths which are strong representatives of the paths intruder would
take when moving through the sensor network. We use the concept of terrain
complexity discussed above to generate probable intruder paths. The intruder is

assumed to be an intelligent entity; he is aware of the terrain complexity around him



and tries to find a path to a selected destination through a least complex terrain. The
representative paths generated by using this method can be used for planning and

designing of the sensor network and also in sensor scheduling.



2. LITERATURE REVIEW

2.1. Overview

Sensor networks have a wide range of application, one of the most important
being intruder tracking. However, there are a number of problems that need to be
addressed before deploying sensors for intruder tracking in real time apptications. One
of the most critical issues in intruder tracking is to save energy while providing
meaningful tracking. Other issues are maintaining sufficient sensing coverage, network
connectivity and fault tolerance. The most common approach used for saving energy
and extending the lifetime of the sensor network, is to dynamically schedule duty
cycles of the sensors (5). The duty cycle of a sensor consists of work and sleep cycles.
When using dynamic sensor scheduling, fewer sensors are turned on at any given time
and hence the life of the sensor network is effectively increased.

A number of scheduling schemes have been designed for hierarchical
and non-hierarchical sensor networks. Each design uses a number of assumptions for
power supply, network life time, network structure, sensor placement, detection
model, sensing area, transmission range, failure model, sensor mobility and
localization. In this chapter we will discuss research work related to intruder tracking
algorithms and their design.

2.2. Background Study

One of the ways to maximize battery life of a sensor and hence increase
network life time is to schedule the sensors sleep and work modes. In the work mode
the sensor is either sensing or communicating. In the sleep mode all the processes of

the sensor shut down except for the wakeup timer or a receiver. While in sleep mode
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the sensor consumes considerably less energy than it those in the work mode (6).
Besides the most commonly used sensor modes discussed above, there are other
sensor modes as well. In {7), the sensors work with three modes, monitor, observe and
deep sleep. In the monitor mode both the sensing unit and the radio unit are turned
ON. In the observe mode, only the sensing unit is turned ON and in the deep sieep
mode both the sensing unit and the receiver unit is turned OFF. Once in Deep Sleep
mode the sensor uses a wakeup timer to switch to either the Monitor mode or
Observe mode. Though the deep sleep mode saves considerable battery power, the
transition between the modes take both energy and time. in many scenarios it might
not be feasible to have extended wakeup time (8).

tn (9), the authors use non-myopic sensor scheduling to increase network life
time and preserve accuracy of target’s position estimate. A hierarchical sensor
network is used in the study. Sensors used in the sensor network are of two types,
type A and type B. Type A sensors are used to collect measurements and type B
sensors are used to collect, process and schedule measurements. To schedule a
sequence of n sensing actions, the type B sensor holding the target belief computes
the minimum energy sequence that satisfies the tracking accuracy constraint n steps in
the future. Uniform cost search on an energy tree is used to implement scheduling.

in (10), the authors propose surveillance and tracking system called as VigilNet.
The VigilNet tracking operation has six phases, initial activation, initial target
detection, wakeup, group aggregation, end-to-end report and base processing. initially
the sensors in the sensor network are put in sentry state or non-sentry state. Sentry

nodes are either part of communication infrastructure or sensing coverage



infrastructure and the non-sentry nodes sleep. When the target is initially detected by
a sentry node, the non-sentry nodes are awakened to provide group-based tracking.
Once awakened, all nodes that detect the same target join the same logic group. Each
group is represented by a leader which maintains the identity of the group as the
target moves through the area. Group members periodically report the intruder
position to the group leader. Leader reports detection to the base after the number of
member reports exceeds a certain threshoid.

in (11}, the authors propose a distributed scheme to increase network life time
while maintaining preserving sensing coverage. In this scheme, a sensor in the sensor
network can turn OFF if its sensing area is completely covered by adjacent sensors.
The scheme works in cycles and in each cycle the sensors obtain the adjacent sensor’s
location information. If the sensing area of the sensor is compietely covered by its
adjacent sensor, the sensor enters ready-to-off state, sets a random timer and
declares its state to the adjacent sensors. in order to avoid multiple adjacent sensors
turning OFF simultaneously and create a hole in the sensor network, a back-off

strategy is used.



3. THE SURVEILLANCE AREA

3.1. Overview

The area being monitored is divided into mutually disjoint hexagonal cells. All
the hexagonal cells are of equal size and each cell has a weight associated with it. The
weight represents the probability that an intruder will move in to the hexagon. An
example of the weight is the complexity of the terrain the hexagon encompasses.
Another example of weight would be the knowledge of an intruder about the presence
of a sensor in a given hexagon. In this study, the weight associated with a hexagon
represents the complexity of the terrain the hexagon encompasses. The weight aka
terrain complexity ranges from one to nine, wherein one represents the least complex
terrain and nine represents the most complex terrain. Thus, if the terrain complexity
of a hexagon is one, there is a large probability that the intruder would move into the
hexagon and if the terrain complexity of a hexagon is nine, it is very iess probable that
an intruder will move into the hexagon. In this study the terrain complexity is
randomly assigned to a hexagon.

3.2. Placement of Sensor in the Sensor Network

The sensors can be placed in the monitored area in a deterministic or a non-
deterministic way. In either case, it is assumed that if a sensor falls in a hexagon it will
provide complete sensing coverage to the entire area of the hexagon. If muitiple
sensors fall in a hexagon, only one of them will be active while others will sleep. There
is no overlap in the coverage area of sensors. The hexagon which contains at least one
sensor will be called a Sensor hexagon (5eNnS0ryexagon)- The hexagon in which no sensor

is placed, will have no sensor coverage and will be called a hole (Holeuexagon).

8






3.4. The Role of Base Station

The processing and decision making in the sensor network is centralized at the
base station. The sensor network has a singie base station iocated at the bottom right
corner of the grid. The base station maintains a list of all available sensors and their
respective positions in the sensor network. The base station collects data from the
entire sensor network and uses this data to schedule sensors and track intruders. The
base station broadcasts the scheduling information to the sensors in the network.
3.5. Defining Adjacent Sensors

For our study, we have assumed that the intrusion can only start at the upper
boundary of the monitored area, proceed down through the network and end at the
lower boundary. All the hexagons at the upper boundary and lower boundary contain
sensors and are always in an ON state. An ideal case for the coverage in the sensor
network would ‘be that each hexagon in the sensor network contains a sensor i.e. all
hexagons are sensor hexagons {Sensorhexagon). In this case if Sensoryexagon Si shares a
boundary with another Sensoruexagon Sj, then S; would be the adjacent of §; and vice
versa. This definition of adjacent sensors will not apply if there are holes in the sensor
network. In this case, we say two Sensorsuexagon are adjacent if it is possible for the
intruder to move from of one of the two Sensoryexagon to the other without passing

through any other Sensoryexagon.
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intruder is two. The intruder can thus see only the hexagons highlighted by the light
blue color.

The intruder is an intelligent entity. He is aware of the terrain complexity
around him and tries to find his path to a selected destination through a least complex
terrain. In a large sensor network, given the fact that the intruder has a limited line of
sight, the intruder cannot decide the path that he is going to take from the upper
boundary to the lower boundary in one go, but the intruder makes the decision of his
movements in cycles. The sequence of intermediate cycles forms a complete path.

4.2. The Intrusion Algorithm

The intrusion algorithm uses variable Intruderipermediateparn t0 store the
sequence of intermediate steps an intruder takes during a single decision cycle. The
variable Intruderpyy, is used to store the complete path of the intruder through the
sensor network; The intruder randomly chooses the point of entry into the area being
manitared. The point of entry is a hexagon on the upper boundary (Boundaryygper). On
reaching the point of entry, looking towards the lower boundary he randomly chooses
a hexagon on the intermediate boundary, Intermediategoungary. INtermediate boundary
is a set of hexagon that lies at the edge of the line-of-sight, looking towards the {ower
boundary. The intruder then takes the minimum terrain complexity path to the
intermediate position on the intermediate boundary. He repeats the abhove process
until he reaches a hexagon on the lower boundary. Algorithm uses Dijkstra algorithm
to calculate the least complex path to the intermediate position. Table 4.1. lists all the

abbreviations used in the intrusion algorithm.
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Table 4.1. Abbreviations Used in the Pseudo Code for intrusion Algorithm

Abbreviation Meaning

Lsight Line of sight. The farthest the intruder can see from
the present location

Hsight All the hexagons the intruder can see from the
current location

Intremediatepoundary Set of hexagon that lies at the edge of the line-of-
sight, looking towards the lower boundary

Intruderpam The path taken by the intruder in the sensor network

Intruderintermediatepath

Subset of Intruderpm

IntrudercyrrentLocation

The current location of the intruder

IntrudennermediateLocation

Intermediate location of the intruder

Random(5ET) Function returns a random eiement from the set of
elements

Boundryypper The boundary of the sensor network from where the
intrusion starts

Boundry gwer The boundary of the sensor network where the

intrusion ends

APPEND{Intruderpam,

Intruderinermediatepath)

Function appends the element of

Intruderinermediaterath at the end of intruderpn

4.3, Pseudo Code: The Intrusion Algorithm

INPUT: Current Location of the intruder {intrudercyrrentiocation)
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Line of sight of intruder (Lgignt)
1 BEGIN
2{
3 Intruderpyn =@

4 Intrudernermediatepath = P

6 //randomly select the entry point

7 Intrudercyerentiocation = Random(Boundaryypper)

Yo

// If the present position not on Lower boundary repeat

10 WHILE(Intrudercyrrentiocation € Boundaryower)

11 {

12 // randorﬁly choose a hexagon at the intermediate position
13 Intruderinermediatelocation= Random({Intremediatesoundary)

14

15 // Take the shortest path to the intermediate position

16 Intruderintermediatepath = Dijkstra(intruderintermediatetocation, Hsight)
17

18 APPEND(Intruderpam, Intruderinermediatepath)

19

20  Intrudercurentiocation = INtruderistermediateLocation

21 }

22 Return Intruderpain

14



23}
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5. USING SEQUENCE PATTERN MINING IN SENSOR

SCHEDULING AND INTRUDER TRACKING

5.1. Overview

The Tactic Association Based Algorithm uses sequence pattern mining to
schedule sensors and track intruders in a sensor network. The sequence pattern
mining technique is used to derive association rules between two locations (Hexagons)
in the surveillance area. Association rules define the support of a given hexagon in the
sensor network and the confidence that an intruder will move from one location to the
other location. Below we explain in detail the term associations, support and
confidence and also present the algorithm used to generate them.

Association rules are generated from the historical paths. An association rule is
an expression of form S; = S;, where S; and S; hexagons. The intuitive meaning of such
a rule is, the intruder paths which contain S; tend to contain S;. An example of such a
rule might be that "30% of intruders that pass through sensor node S; also pass
through sensor node §;".

Each association rule has two measures of value, support, and confidence.
Support indicates the frequencies of the occurring patterns, and confidence denotes
the strength of implication in the rule. The support of sensor hexagon S; in the sensor
network is the total number of path in the collection of historical paths that contain S;.
The sensor node S; has support, s, in the set of historical paths P if s% of historical
paths in P contain S;; we denote s = support (S;). The confidence, ¢, of the rule §; - §;
in the set of historical paths P means ¢% of Path-Traversed in P that contain Si also

contain Sj, which can be written as (support (S; N S;) / support (S)) .
16



5.2. Algorithm

Table 5.1. iists all the abbreviations used in the algorithm below. For a sensor
network the support value of each sensor in the sensor network is calculated. For each
tuple (S, S;) where S; and S; are adjacent sensors, confidence value is calculated and
stored in the database.

Step 1: Figure 5.1. shows the pseudo code for step 1. For each sensor hexagon
present in the sensor network, traverse every path present in the collection of
historical paths. If the sensor hexagon is an element of a path, increase the support of

the sensor hexagon by one. The support value obtained for the sensor hexagon after

1 BEGIN

3 FOREACH Sensoruexagon Si

4 |

5 FOREACH Path € Collectionyistoricatpath
6 |

7 IF(S; € Path)

8 {

9 Support(5;) = Support(S;) +1

Figure 5.1. Using Sequence Pattern Mining Algorithm for Sensor
Scheduling and Intruder Tracking: STEP 1

all the paths in the collection of historical paths has been traversed, is the fina! support
of the sensor hexagon in the sensor network.

Step 2: Figure 5.2. shows the pseudo code for step 2. For two adjacent sensor
hexagon S; and S; present in the sensor grid traverse every path present in the
collection of historical paths. If the sensor hexagon S;and S; are the elements of a path
and the intruder has moved to the hexagon §; from S;, increase the support of the

expression S; < §; by one. The support value obtained for the expression §; = S; after
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all the paths in the collection of historical paths have been traversed is the final

support of the expression §; - §; in the sensor network.

14 FOREACH 5ensorpexagon Si
15 |
16 FOREACH 5ensOryexagon
17 {
18 IF(S; € Adjacent(S)))
19 {
20 FOREACH Path € Coliectiongistoricalpath
21 1
22 IF(S; € Path AND S; € Path AND Next(S;, 5j))
23 {
24 Support(S;, S;) = Support(S;, $)) +1
25 }
26 }
27 }
28 }
29 1}
Figure 5.2. Using Sequence Pattern Mining Algorithm for Sensor
Scheduling and Intruder Tracking: STEP 2

Step 3: Figure 5.3. shows the pseudo code for step 3. For two adjacent sensor

hexagon S; and §; present in the sensor grid, the confidence of the intruder moving

30 FOREACH 5ensoruesagen Si
31 |

32 FOREACH 5ensoryexagon S;
33 {

34 IF(S; € Adjacent(S:))

35 {

36 Confidance(S,, S;) = Support(S;, S;) / Support(s;)
37 }

38 }

39 }

40 }

Figure 5.3. Using Sequence Pattern Mining Algorithm for Sensor
Scheduling and Intruder Tracking: STEP 3
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from hexagon §; to §; is obtained by dividing the support of expression S; - §; by the

support of S;.

Table 5.1. Abbreviations Used in the Sequence Pattern Mining Algorithm for Sensor

Scheduling and Intruder Tracking

Abbreviation

Meaning

Collectionuistoricatpath

Set of historical intruder paths

Support(S;)

The function calculates support of a sensor hexagon in the

sensor network

Support(S;, S))

The function calculates the support of the implication §; 2

§; in the sensor network

Next(S;, Sj)

The function returns a true value if the intruder has moved
directly from sensor hexagon S; to sensor hexagon S;, else

the function returns a false value.

Confidance(S;, S;)

The function calculates confidence of intruder moving from

sensor hexagon S; to sensor hexagon §;.

5.3. Pseudo Code: Sequence Pattern Mining Algorithm for Sensor

Scheduling and Intruder Tracking

INPUT: Sensor grid (Sensorga)

Collection of historical paths (Collectionystoricatpath)

1 BEGIN

2 {
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3 FOREACH Sensoryexagon Si

4

5 FOREACH Path € Collectiongisioricatpath
6 |

7 IF(5; € Path)

8 {

9 Support(S;} = Support(5;) +1
10 }

11 }

12}

13

14 FOREACH 5ens0ryexagon Si

15 {

16 FOREACH 5ens0ryexagon 9j

17 {

18 [F(S; € Adjacent(S;))

19 {

20 FOREACH Path € Collectiongistoricalpath

21 {

22 IF(S; € Path AND S; € Path AND Next(S;, 5;))
23 {

24 Support(S;, 5;) = Support(S;, §)) +1

25 }

26 1
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27 }

28 }

29 1}

30 FOREACH 5ensoruexagon Si
31 {

32 FOREACH Sensoryexagon S
33 {

34 IF(S; € Adjacent(S)))

35 {

36 Confidence(S;, S;) = Support(S;, 5;) / Support(S;)
37 }

38 }

39 }

40 }
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6. THE TACTIC ASSOCIATION BASED ALGORITHM

6.1. Overview

The TABA uses confidences generated using sequence pattern mining
technique discussed in the previous section as a basis for scheduling and tracking
intruders in the sensor network. The objective of the TABA algorithm is to provide
effective intruder tracking while increasing the sensor network’s life time.

As input, TABA needs the information about the present location of the
intruder {Intrudercyentiocotion), the confidence matrix which contains the confidence
measures generated using sequence pattern mining technique and the minimum
threshold value (Minimumzypesno). Given the present location (S;) of the intruder,
adjacent sensor nodes (S;} will be turned ON only when Confidence (S, §;) is greater
than the Minimuminceshos. The value of minimum threshold ranges from 0 to 100. The
TABA maintains a list (ListSensorspy) of sensor which has to be turned ON. The list is
created real time at each intruder step. The function Adjacent (Intrudercy rentiacation)
returns a list of all sensors hexagons adjacent to the current intruder location. The
function Confidence (Intrudercyrrentiocotion,S€NSOrHexagon) retUrns the confidence of
intruder moving from current intruder location to the given sensor hexagon. The
function ADD (ListSensoron, Sens0@ry.xagar) adds the given sensor hexagon to the list
ListSensoron.

6.2, Algorithm
Table 6.1. lists all the abbreviations used in the algorithm below. TABA works in

three steps. Each step on the TABA algorithm is explained in the detail below.
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Step 1: Figure 6.1. shows the pseudo code for step 1. The intruder is first
detected on the upper boundary (Uppersoundary). The TCBA is initialized on the first
detection. The current intruder location (Intrudercurentiocotion) @and the current intruder
step (Intrudercyrrentsiep) are passed to the algorithm. The variable ListSensorson stores
the ID of all the sensors ON in the previous step. TABA then checks to see if
ListSensorsoy is empty. |f ListSensorsgy is not empty, all the Sensoryexagon listed in

ListSensorsgnare turned off and the ListSensorsoy is cleared.

1 BEGIN
2{
3 ListSensorson = @

4  WHILE(Intrudercyrentlocation & Boundaryower)
5 {

6 IF(ListSensorson # @)

7 {

8 FOREACH Sensorexagon € ListSensorson
) TURN OFF Sensoriiexagon

10 }
11 ListSensorsgn = @

Figure 6.1. The Tactic Association Based Algorithm: STEP 1

Step 2: Figure 6.2. shows the pseudo code for step 2. The algorithm compares

the confidence of the intruder moving from the current intruder location to each

12 FOREACH Sensoryexagon € Adjacent{intrudercysrentiocation)
13 {
14 IF{ Confidance(IntrudercyrentLocation, SENSOT Hexagon) >

MinimuMihreshola)

15 {

16 ADD(ListSensoron, SeNsoryexagon)
17 TURN ON S5ensoryexagon

18 }

Figure 6.2. The Tactic Association Based Algorithm: STEP 2
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adjacent sensor hexagon with the minimum threshoid. If the confidence is greater

than the minimum threshold, the sensor is added to the ListSensorgy and turned ON,
Step 3: Figure 6.3. shows the pseudo code for step 3. In the next step the

intruder will move from his current location to a new location. If the new intruder

focation is a sensor hexagon and the sensor hexagon was turned ON in STEP 2, the

19 IF( Intruderyewiocation € SensorlistON)

20 {

21 Intrudercurentiocation = INtruderyewtacation
22 }

23 ELSE

24 {

25 NewlntruderLocation = FindlntrUder(mtruderCurrentLocation)
26 |ntrUderCurrentLocation = NerntruderLocatiun
27 }

28 }

29 |}

Figure 6.3. The Tactic Association Based Algorithm: STEP 3

intruder has been successfully tracked. If the intruder has been sucessfulily tracked,
STEP 1 through STEP 3 is repeated with the new intruder location. If the intruder has
not been sucessfully tracked, that is, the intruder has moved to a sensor hexagon
which was not turned on in the STEP 2, the recovery algorithm to trace the location of
intruder is initialized. The new location of intruder is traced and and STEP 1 through
STEP 3 is repeated with the new intruder location. The algorithm is terminated if the

intruder moves to a location on the lower boundary.
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Table 6.1. Abbreviations Used in the Tactic Association Based Algorithm

Abbreviation

Meaning

Intrudercyrentiocation

Current intruder location

Intruderyewiocation

New intruder location

ListSensorsgy

Set of probable locations (Sensoryeyagon)
where the intruder can move in the next

step

Collectionyistoricalpaths

Collection of historical paths

Adjacent (S))

{ SensOruexagon | V' S€NSOTpesagon are adjacent

to SensOruexagon Sit

Confidence{Intrudercyrrentocation.

SensorHexagon)

Function returns the confidence of intruder
moving from current intruder location to the

given sensor hexagon

ADD(ListSensorgy,

SensorHexagon)

Function adds the given sensor hexagon to

list ListSensorgy.

6.3. Pseudo Code: The Tactic Association Based Algorithm

INPUT: Confidence Vector

Current Location of the intruder (IntrudercyrentLacation)

Minimum Threshold (Minimumineshoia)

1 BEGIN
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2{

3

10
11
12
13
14
15
16
17
18
19
20
21
22
23

24

ListSensorsgy = @

WHELE(Intru derCurrentLocation E Boundarymwer)

IF(ListSensorsgy # @)

FOREACH 5en50ryexagon € ListSensorsgy

TURN OFF 5ens0ryexagon

ListSensorsgy = @

FOREACH Sensoriexagon € Adjacent(Intrudercyqentiocation)

{

IF( Confidence(Intrudercurentiocation, SENSOTHexagon) > MiNiMUMIThreshoid)

{

ADD(ListSensargn, 5ensoryexagon)
TURN ON 5ensoryexagon

}
IF{ Intruderyewlocation € SensorListON)

Intrudercycrentiocation = INtruderyewtocation

ELSE
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25 NeWintruderLocation = Findintruder(intrudercurrentiocation)
26 Intrudercucrentiocation = N€Wintrudertocation

27 }

28 }

29 }

30}
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7. THE TACTIC CASE BASED ALGORITHM

7.1. Overview

Tactic Case Based Algorithm Algorithm uses the Case-based reasoning
approach to schedule sensors and track intruders in the wireless sensor network. The
current intruder location and current intruder steps are together used to predict the
next probable location of the intruder in the wireless sensor network. As discussed in
chapter Error! Reference source not found., a historical path contains a list of sensor
hexagons. The position of a sensor hexagon in the list represents the step at which the
intruder reached the sensor hexagon. The TCBA compares the current intuder
focation and the current intruder step with the paths in the coilection of historical
paths to find simmilar cases. If TCBA finds a historical path which contains the current
intruder location at current intruder step, the sensor hexagon present at next step in
the historical path is added into the list of solutions. The objective of the TCBA is to
provide effective intruder tracking while increasing the sensor network life time.

As input, TCBA needs information about the present location of the intruder
(Intrudercurrentiocation), Present intruder step (Intrudercurrensstep) and collection of
historical intruder paths (Collectionysioricairaths)- TCBA maintains a list {ListSensorsgy) of
probable locations (5ensoryexagon) the intruder would move in the next step. The
function Adjacent(intrudercurrentiocation) returns a set of all $ensoryexagon adjacent to the
current intruder location. The function EvaluatePath(Path, Intrudercy.rentstep) returns the
5ensorye.agon at the current intruder step in the given historical path. Initially
ListSensorsoy is empty. Table 7.1. lists all the abbreviations used in the algorithm
below.
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7.2. Algorithm

Step 1: Figure 7.1. shows the pseudo code for step 1. The intruder is first

detected on the upper boundary (Uppergoundary). The TCBA is initialized on the first

detection. The current intruder location (Intrudercuentiocotion) and the current intruder

step (Intrudercyqentsiep) are passed to the algorithm. TCBA then checks to see if

ListSensorsgn is empty. If ListSensorsgn is not empty, all the Sensoriexagsn listed in

ListSensorsgy are turned OFF and the ListSensorson is cleared.

1BEGIN
2{

5

6
7 {
8
9

3 ListSensorson = @
4 WHILE(lntrUderCurrentLocation e BoundaWLower)

IF(ListSensorsgy # @)

FOREACH Sensoryexagon € ListSensorsgn
TURN OFF Sensoryjexagon

}

ListSensorsgy = &

Fi

gure 7.1. The Tactic Case Based Algorithm: STEP 1

Step 2: Figure 7.2. shows the pseudo code for step 2. Each path in the

collection of historical paths is evaluated to find those paths that contain

12
13
14
15
16
17
18
19
20

{

FOREACH Path € COIlectionHistorica;paths

Sensoryexagon = EvaluatePath(Path, Intrudercyrentstep)
IF(Intrudercyrentiocation == SensorHexagon)
{
SensOriexagon = EvaluatePath(Path, Intrudercyrentstep + 1)
ADD(ListSensorgn, S€NSOrexagon)
TURN ON Sensoryexagan

}

Figure 7.2. The Tactic Case Based Algorithm: STEP 2

29



Intrudercy rentiocation at Intrudercyrentstep in the path. If such a path is found, the
5ens0ruexagon Present at {Intrudercymentstept1) is turned ON and added in the list of
solutians {ListSensorsgy).

Step 3: Figure 7.3. shows the pseudo code for step 3. In the next step the
intruder will move from his current tocation to a new location. If the new intruder
tocation is a sensor hexagon and the sensor hexagon was turned on in STEP 2, the
intruder has been successfully tracked. If the intruder has been sucessfully tracked,
STEP 1 through STEP 3 is repeated with the new intruder location and new intruder

step (Previous Intruder Step + 1). if the intruder has not been sucessfully tracked, that

21 IF( IntrudernewLacation € SensorListON)

23 {

24 Intrudercyrrentiocation = INtrudernewt acation
25 {

26 ELSE

27 {

28 Intruderyewtocation = Findintruder{intrudercrentLacation)
29 Intrudercyrentiocation = N@Wintrudertocation
30 }

31 }

32 }

33}

Figure 7.3. The Tactic Case Based Algorithm: STEP 3

is, the intruder has moved to a sensor hexagon which was not turned on in STEP 2, the
recovery algorithm to trace the location of intruder is initialized. The new location of
intruder is traced and STEP 1 through STEP 3 is repeated with new intruder location
location and new intruder step (Previous Intruder Step + 1). The aigorithm is

terminated if the intruder moves to a location on the lower boundary.

30



Table 7.1. Abbreviations Used in the Tactic Case Based Algorithm

Abbreviation

Meaning

Intrudercyrentiocation

Current location of the intruder

|ntrUderNewLocation

New intruder location

ListSensorson

Set of probable locations (Sensoryexagon) Where the

intruder can move in the next step

CO”eCtionHistoricaIPaths

Collection of historical paths

Adjacent (S))

{ 5ensorhexagon | ¥ SENSOrKexagon are adjacent to

Senso r'Hexagon SI}

EvaluatePath(Historical

path, Intruder step)

The function returns the Sensoryexgon at the given

intruder step

Intrudercyrrentstep

tach movement of the intruder from one
SEeNSOriexagon t0 another Sensoryexagon is a step of
intruder. The number of steps taken by the
intruder to reach the current intruder location is

current intruder step (Intrudercyrentstep)-

7.3. Pseudo Code: The Tactic Case Based Algorithm

INPUT: Current location of intruder (Intrudercysrentiocation)
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Current intruder step (Intrudercyrentstep)
Collection of historical paths (Collectionnistoricapaths)
1 BEGIN
2{
3 ListSensorsgy=®
4  WHILE(Intrudercyrrentiocation & Boundaryower)
5 |

6 IF(ListSensorson # @)

7

8 FOREACH Sensoryexagon € ListSensorsgy
9 TURN OFF Sensorexagon

10 }

11 ListSensorsoy =

12 FOREACH Path € Collectionyistoricalpaths

13 {

14 SeNnsOruexagon = EvaluatePath(Path, Intrudercyrentstep)

15 IF{Intrudercyrrentiocation == SENSOTHexagon)

16 {

17 SensOryexagon = EvaluatePath(Path, Intrudercyrentstep + 1)
18 ADD(ListSensorgy, Sensoryexagon)

19 TURN ON Sensoryexagon

20 }

21 IF{ Intruderyewtocation € SensorListON)
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23 {

24 Intrudercyrrentiocation = INtruderyewiocation

25 {

26 ELSE

27 {

28 IntruderyewLocation = FindIntruder(Intrudercyrentiocation)
29 Intrudercurentiocation = NEW ntruderiocation

30 }

31 }

32}

33 }
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8. THE TACTIC WEIGHT BASED ALGORITHM

8.1. Overview

The Tactic Weight Based Algorithm uses the movement probabilities generated
from the terrain complexity (weight) discussed in chapter 3 to schedule sensors and
track intruders in the wireless sensor network. The movement probability is the
probability of movement of the intruder from a particular hexagon to all the adjacent
hexagons. The TWBA sorts the adjacent sensor hexagons in ascending order by the
movement probability. The user specifies the percentage of adjacent sensors that have
to be turned ON. The TWBA turns ON the percentage of adjacent sensors specified by
the user with the highest probability sensors being turned on first. The objective of the
TWBA aigorithm is to provide effective intruder tracking while increasing the sensor
network’s life time.

As input, TWBA needs information about the present location of the intruder
(Intrudercyrrentiocotion), the movement probabilities (Movement,.obabiiy) and percentage
of adjacent sensors to turn ON (Percentagegy). TWBA maintains a list (ListSensorson)
of probable locations ($ensoruexagon) the intruder would move in the next step. The
function Adjacent(intrudercurrentiocation) returns a set of all Sensoryeyagon adjacent to the
current intruder location. Initially ListSensorsony is empty. Table B8.1. lists all the
abbreviations used in the TWB algorithm
8.2. Algorithm

Step 1: Figure 8.1. shows the pseudo code for step 1. The intruder is first
detected on the upper boundary (Uppersoundary). The TWBA is initialized on the first

detection. As an input, the algorithm needs current intruder location
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(Intrudercyrrentiocation), the movement probabilities (Movement,opapinity} and the

percentage of sensors to be turned ON (Percentageon). TWBA then checks to see if

ListSensorsoy is empty. If ListSensorsoy is not empty, all the Sensoryexagon listed in

ListSensorsoy are turned OFF and the ListSensorson is cleared.

1 BEGIN
24

4 WH
5

{

3 ListSensorsoy =@

IF(ListSensorsoy # ®)

”—E( I ntrUderCurrentLocation e Bounda rYLower)

FOREACH SensoOryexagon € ListSensorson
TURN OFF Sensoryexagon
}

ListSensorsgn = @

Figure 8.1. The Tactic Weight Based Algorithm: STEP 1

Step 2: Figure 8.2. shows the pseudo code for step 2. Create a list of sensors

adjacent to the current intruder focation and sort the list in ascending order by

14
15
16
17
18
19
20
21
22
23
24
25

ADJACENT = SORT(ADJACENT(IntrudercyrrentLocation),
Movementobability, Ascending)
NumberOfSensorsON=(Percentageon + ADJACENT. Count) / 100
Count=0
While(NumberOfSensorsON > 0)
{
SeNnsOryexagon = ADJACENT.getElementat(Count)
ADD(ListSensorgy, S€NsOryexagon)
TURN ON Sensoriexagon
NumberOfSensorsON = NumberOfSensorsON — 1
Count =Count +1

}

Figure 8.2. The Tactic Weight Based Algorithm: STEP 2
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movement probability. Convert the percentage of adjacent sensors to turn on into the
number of adjacent sensors to turn on. Turn on the adjacent sensors.

Step 3: Figure 8.3. shows the pseudo code for step 3. In the next step, the
intruder will move from his current location to a new location. if the new intruder

location is a sensor hexagon and the sensor hexagon was turned on in STEP 2, the

28 Intrudercyrentiocation = INtruderyewtocation

29 }

30 ELSE

31 {

32 IntrudernewtLocation = Findintruder(intrudercyerenttocation)
33 Intrudercyrrentiocation = N€WintruderLocation

34 }

35 }

36 }

37}

Figure 8.3. The Tactic Weight Based Algorithm: STEP 3

intruder has been successfully tracked. if the intruder has been successfully tracked,
STEP 1 through STEP 3 is repeated with the new intruder location. If the intruder has
not been successfully tracked, that is, the intruder has moved to a sensor hexagon
which was not turned on in the STEP 2, the recovery algorithm to trace the location of
intruder is called. When the new location of intruder is traced, STEP 1 through STEP 3
is repeated with new intruder location. The algorithm is terminated if the intruder

moves to a location on the lower boundary.
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Table 8.1. Abbreviations Used in the Tactic Weight Based Algorithm

Abbreviation

Meaning

Intrudercyerentiocation

Current {ocation of the intruder

Intruderyewiocation

New intruder location

Movementgbaility

Set containing movement
probabilities from a sensor hexagon to

all its adjacent sensor hexagons

ListSensorsgy

Set of probable locations
(Sensoryexagon) Where the intruder can

move in the next step

SORT(ADJ ACE NT( lntrU dercurrent]_gcatign),

Movementopabiity, Ascending)

Sort the set of adjacent sensors in the

ascending order by Movementpgbability.

Adjacent (S;)

{ Sensorpexagon | ¥ S€NSOruexagon are

adjacent to Sensoryecagon Si}

8.3.

Pseudo Code: The Tactic Weight Based Algorithm

INPUT: Current location of intruder (intruderCurrentlLocation)

Percentage of adjacent sensors to turn ON {PercentageON)

Movement probabilities (Movementprobability)

1 BEGIN




2{

3 ListSensorsON = @

4 WHILE(IntruderCurrentLocation €& BoundaryLower)
5 1

6 IF(ListSensorsON # @)

7

8 FOREACH SensorHexagon € ListSensorsON

9 TURN OFF SensorHexagon

10 }

11 ListSensorsON = @

12 //Sort the sensors adjacent to the current location in

13 //ascending order of movement probability

14 ADJACENT = SORT(ADJACENT(IntruderCurrentLocation),

15 Movementprobability, Ascending)
16 NumberOfSensorsQON=(PercentageON + ADJACENT. Count) / 100
17 Count=0

18 While(NumberOfSensorsON > 0)

19 {

20 SensorHexagon = ADJACENT .getElementat(Count)
21 ADD(ListSensorON, SensorHexagon)

22 TURN ON SensorHexagon

23 NumberOfSensorsON = NumberOfSensorsON — 1
24 Count =Count + 1
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25 }

26 IF( IntruderNewLocation € SensorListON)

27 {

28 IntruderCurrentLocation = IntruderNewLocation
29 }

30 ELSE

31 {

32 IntruderNewLocation = FindIntruder(intruderCurrentLocation)
33 intruderCurrentLocation = NewlintruderLocation
34 }

35}

36 }

37}
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9. COMMUNICATION ALGORITHM

9.1. Overview

We have created a simple communication algorithm to use with the sensor
scheduling and tracking algorithms discussed in the previous sections. It is to be noted
that the major area of study in this research is the sensor scheduling and tracking
algorithms and not the communication algorithm.

The sensor scheduling and tracking algorithm is run on the base station, but
the communication algorithm runs on individual sensors. The sensors in the sensor
network maintain a list of all the adjacent sensors and the amount of energy
remaining at each adjacent sensar. A sensor knows the position of an adjacent sensor
relative to the base station and itself by looking at the adjacent sensor index. Near
neighbors are the adjacent sensor hexagons that share physical boundary with the
current sensor hexagon.

9.2. Algorithm

Step 1: Examine all the near neighbors and find the near neighbors whose
index is greater than the index of the current sensor and which has the most energy
remaining,

Step 2: If a near neighbor is found in Step 1, communicate to the near
neighbor, otherwise, examine at all the adjacent sensors which are not near neighbors
but their index is greater than the index of the current sensor hexagon. Find the sensor
hexagon with the most energy remaining.

Step 3: Communicate to the adjacent sensor found in Step 2. Continue Step 1

through Step 3 until the information has been communicated to the base station.
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The communication happens in multiple hops. At each hop the sensor
communicating attaches its current energy level to the information packet. The base
station maintains and constantly updates the energy information of each sensor. The
base station broadcasts the energy information and the list of adjacent sensors to

every sensor in the sensor network at the end of each intruder tracking.
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drawn sensor network. The "Load Grid" button can be used to load an already saved
sensor network. In the tactic group, one can choose the tactic you will be using to
schedule the sensor and track the intruders. When one chooses the "TABA" option in
the sensor group the Tactic Association Based Algorithm will be activated. One can
specify the minimum threshold value needed for the TABA in the text box which
becomes visible when one chooses the “TABA” option. When one chooses the "TCBA"
option in the sensor group, the Tactic Case Based Algorithm will be activated. When
one chooses the "TWBA" option in the sensor group, the Tactic Weight Based
Algorithm will be activated. One can specify the percentage of sensors to turn ON
when using TWBA in the text box which becomes visible when you choose the
“TWBA” option. In the "% Holes" text box one can specify the percentage of holes that
should be contained in a sensor network before one can generate a new sensor
network using the "New Grid" button.
10.2 Classes
Following is a brief description of function of each class:
° ActionintrudeMissed: This class contains the algorithm which is called
when the intruder is not detected by a tactic.
° Adjacent: it consists of method that generates a list of sensor hexagons
adjacent to a given hexagon.
° BitVector: This call is used to generate support of a hexagon in the
sensor network.
° ClearGrid: This class is used to clean the drawing on the right plane

after each draw.
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Dijkstra: This class contains methods to calculate the shortest path for
an intruder through the sensor network.

GeneratePath: This class contains methods used to generate an
intruder path through the given sensor network.

Hexagon: This class contains the details of the basic elements of
hexagon drawn on the left pane.

HexagonViewer: This class contains most of the code that draws the
form and other elements on the form.

HexGrid: This class contains all the setup algorithms needed for the
tactics to work. It also contains the code that controls the various
elements of the sensor network.

Neighbours: This class consists of a single method that determines if a
Hexagon shares a boundary with another hexagon.

OperationCost: This class contains a method that calculates the energy
spent by a sensor in tracking an intruder and communicating to an
adjacent sensor.

Probability: This class contains a method that generates the movement
probabilities for an intruder using the "Terrain Complexity" of the
hexagon.

RandomPathBiased: This class generates historical paths that will be
used as the base data by tactics.

CaseBasedTactic: This class contains the Tactic Case Based Algorithm
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AssociationBasedTactic: This class is the Tactic Association Based

Algorithm.
WeightBasedTactic: This class is the Tactic Weight Based Algorithm.

WeightedGraph: This class is the supporting class for the Dijkstra class.
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11. EXPERIMENTATION

11.1. Overview
in this section we discuss the experimental design, experiments and evaluate
the performance of the TCBA, TABA and TWBA algorithms. Before we proceed with
the discussion of the experimental design and the experiments, it is important to
understand the metrics we will be using to evaluate the performance and the
parameters that affect the performance of TCBA, TABA and TWBA.
Performance Metrics:
For evaluating the performance of the scheduling and tracking algorithms we
consider the following performance metrics:
1. Accuracy of prediction
2, Energy efficiency (Sensor netwaork life time)
3. Scalability

The performance of TCBA depends on the following independent parameters:

1. Number of historical paths

2. Percentage of holes in the sensor network
3. Communication cost

4. Number of simuitaneous intrusions

5, Size of the sensor grid

The performance of TABA depends on the following independent parameters:

1. Number of historical paths
2. Percentage of holes in the sensor network
3. The minimum threshoid value
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4, Communication cost
5. Number of simultaneous intrusions
6. Size of the sensor grid

The performance of TWBA depends on the following independent parameters:

1. Percentage of holes in the sensor network
2. Communication cost

3. Number of simuitaneous intrusions

4, Size of the sensor grid.

5. Percentage of adjacent sensors to turn ON

11.2. Experimental Design

We use sensor scheduling and tracking simulator, discussed in the previous
section, as a tool for experimentation and analysis. A sensor grid size of 10*10 is used
for alf the experiments unless otherwise specified. Terrain complexity is randomly
assigned to the hexagons when the grid is generated. The proportion of holes and
sensors in the sensor grid is subject to individual experiments. The placement of
sensors in the sensor grid is non-deterministic. The battery life of a sensor is 100 units.
The cost of surveillance on the sensor for a single iteration is 1 unit. The cost of
communicating to the adjacent sensor is 10 units. Once the sensor has depleted 90
units of battery power, it is rendered useless. In this case, we say that the sensor is
dead and hexagon containing the dead sensor is treated as a hole.

The hexagon on the upper and the lower boundary contain sensors. These
hexagons have unlimited power supply and are always in an ON state. The intrusion

starts at the upper boundary and ends at the lower boundary. The communication
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process used has been discussed in chapter 9. The sensor scheduling and tracking
algorithms used are discussed in chapter Error! Reference source not found., 7 and
REF _Ref264495838 \w \h \* MERGEFORMAT Error! Reference source not found..
11.3. Effect of Varying Minimum Threshold Value on the Detection of
Intruder When Using TABA
in TABA the minimum threshold value is compared with the confidence of
intruder moving from the present sensor location to each adjacent sensor location.
Only those adjacent sensors are turned on where the confidence of moving from the
present sensor location to the adjacent sensor location is greater than the minimum
threshold value. Chart 11.1. displays the effect of varying minimum threshold value on
the detection of intruder when using TABA
. independent Variable: Minimum threshold value
. Independent variable values: 0%, 10%, 20%, 30%, 40%, 50%,
60%, 70%, 80%, 90%.
. Number of replications for each threshold value : 50
. Dependent Variables:

e Grid Size: 10*10

o) Percentage of holes: 0%
o) Sensors Die: No
o] Line of sight: 3

o Path for path/Boundary cell: 500
Observations: For minimum threshold value of 0%, we get 100% detection.

With an increase in the minimum threshold value, the average number of detections
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Chart 11.2. and Chart 11.3. show the effect of varying the number of historical paths
on the detection of intruder when using TCBA and TABA respectively
11.4.1. Effect of Varying the Number of Historical Paths on the Detection

of Intruder When Using TCBA

e Independent Variable: Number of historical paths starting per
boundary cell
e Independent variable values: 1, 2,3, 4,5,6,7, 8,9, 10, 15, 20,
30, 50, 100, 200, 500.
o Number of replications per Independent variable values: 50
e Dependent Variables:
o Grid Size: 10*10
o Percentage of holes: 0%
o Sensors Die: No
o Line of sight: 3
Observation: With 1 historical path per boundary cell we get at least 50%
detection. As paths per boundary cell increases, the detection rate also increases. With
30 or more historical path per boundary cells, we get at least 90% detection. With 500
historical paths per boundary cells, we get almost 100% detection rate.
Interpretation: TCBA compares the intruder movement pattern with the historical
paths stored in the database. If fewer historical paths are available, TCBA has fewer

cases to compare with and thus the probability of intruder being missed is high.
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Observations: For 0-10% holes in the sensor network we get nearly 95%
detection. As the percentage of holes increases, the percentage of detections
gradually decreases. For 90-100% holes, we get at least 50% detection.

Interpretation: With 0% holes, the intruder in the sensor network has a
maximum of 6 adjacent hexagons to choose from when deciding where to move. As
the percentage of holes in the sensor network increase, the number of adjacent
hexagons increases. Consequently there are a greater number of adjacent hexagons
to choose from when deciding the next move. Thus, the probability that the intruder
will be missed increases.

11.6.2. Effect of Varying the Number of Sensors Dying on the Detection of
Intruder When Using TABA
) Independent Variable: Percentage of sensors dead

° Independent variable range: 0 - 10, 11 - 20, 21 - 30, 31 -

40,41-50,51-60,61-70,71-80,81-90,91-100

° Number of replications per Independent variable values:
500
° Dependent Variable Values:

o Grid Size: 10*10

o Sensors Die: Yes

o Line of sight: 3

o Path for path/Boundary cell: 500

o Minimum Threshold: 0%
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changed. We assume a sensor network is operational if less than 60% of hexagons in
the network are holes. The battery life of a sensor is 100 units. The cost of surveillance
on the sensor for a single iteration is 1 battery unit. Once the sensor has depleted 90
units of battery power, it is rendered useless. In this case, we say that the sensor is
dead and hexagon containing the dead sensor is treated as a hole. Life time of the
sensor network is measured by number of scheduling done in the sensor network.
Observation: For all the three algorithms, as the number of simultaneous

intruders increases the lifetime of the sensor network decreases.

11.10. Effect of Varying the Number of Historical Paths on the Detection of
Intruder for a Grid Size of 50*50
In this experiment we study the performance of TCBA and TABA for a sensor
network of grid size 50*50 hexagonal cells. Chart 11.13. and Chart 11.14 show the
effect of varying the number of historical paths on the detection of intruder for a grid
size of S0*50 for TCBA and TABA.
11.10.1. Effect of Varying the Number of Historical Paths on the Detection
of Intruder When Using TCBA
Chart 11.3 shows the effect of varying the number of historical paths on the detection
of intruder when using TCBA.
° Independent Variable: Number of historical paths
starting per boundary cell
° Independent variable values: 1, 2, 3, 4,5,6, 7, 8,9, 10,
15, 20, 30, 50, 100, 200, 500.
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has fewer cases to compare with and thus the probability of intruder being missed is
high.
11.10.2. Effect of Varying the Number of Historical Paths on the Detection
of Intruder When Using TABA
Chart 11.14 shows the effect of varying the number of historical paths on the
detection of intruder when using TABA.
. Independent Variable: Number of historical paths
starting per boundary cell
. Independent variable values: 1, 2, 3, 4,5, 6,7, 8, 9, 10,

15, 20, 30, 50, 100, 200, 500.

. Number of replications per Independent variable values:
50
. Dependent Variable Values:

o Grid Size: 50*50

o Percentage of holes: 0%

o Sensors Die: No

o} Line of sight: 3

o Path for path/Boundary cell: 500

o} Minimum Threshold: 0%

Observation: With one historical path per boundary cell we get at least 70%

detection. As paths per boundary cell increases, the detection rate also increases. With
20 or more historical path per boundary cells, we get at least 90% detection and with

100 historical paths per boundary cells we get nearly 100% detection rate.
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12. CONCLUSION

In this thesis we have presented three sensor scheduling and intruder tracking
algorithms; the Tactic Association Based Algorithm, the Tactic Case Based Algorithm,
and the Tactic Weight Based Algorithm. The TABA uses sequence pattern mining to
generate confidences of movement of an intruder from one location to another in the
sensor network. The generated confidences form the basis for sensor scheduling and
intruder tracking. TCBA uses the case-based reasoning approach to schedule sensors
and track intruders in the wireless sensor network. The TCBA compares the current
intuder {ocation and the number of steps required by the intruder to reach the
current location with the paths in the historical paths database to find simmilar cases.
The generated cases are used for scheduling the sensors and tracking the intruder in
the sensar network. in the TWBA we use the hexagonal representation of the
surveillance areé. Each hexagon in the grid is assigned a weight. The weight represents
the complexity of the terrain that the hexagon encompasses. The weight is used to
generate movement probabilities from each hexagon in the grid. The movement
probability includes the probability of movement of an intruder from the current
hexagon to all the adjacent hexagons. The movement probabilities are the basis for
scheduling in TWBA.

in this research we also introduce a novel approach to generate probable
intruder paths which are strong representatives of the paths intruder woutd take when
moving through the sensor network. We use the concept of terrain complexity to
generate probable intruder paths. The intruder is assumed to be an intelligent entity;

he is aware of the terrain complexity around him and tries to find a path to a selected
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destination through a least complex terrain. The representative paths generated by
using this method can be used for planning and designing of the sensor network and
also in sensor scheduling.

We developed the Tactic Evaluation and Simulation Tool (TEST) to effectively
analyze and simulate the performance of the tactics. The TEST enables visualization of
all the sensor scheduling and intruder tracking algorithms and the communication
algorithm. The simulator consists of two panes; the left pane is used to draw the
simulation and the right pane consists of controls used to regulate the simulation. The
tool has been created using C Sharp.

Experimentation was performed to determine the performance of each of the
sensor scheduling and tracking algorithm. The experimental results show that all the
three sensor scheduling and intruder tracking algorithms perform well in tracking an
intruder. The dynamic decision making enables selective sensor scheduling which
helps in conserving sensor battery power. The algorithms have also been shown to be
fault tolerant. The algorithms adjust to the changing topology of the sensor network as
the sensors die without compromising the precision of intruder tracking. The
algorithms have also shown to be effective in tracking multiple intruders
simultaneously. The algorithms are scalable and are shown to work effectively for a
10*10 and 50*50 sensor network grid.

Comparisons between the three algorithms show that life of a sensor network
using TABA is greater than TCBA and TWBA algorithms. The life of a sensor network
using TCBA is the least. The TABA can handle multiple intruders more efficiently than

TCBA and TWBA. TWBA has the highest accuracy in predicting the intruder position
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followed by TABA and least accurately by TCBA. TWBA also performs the best when

there are many sensors in the sensor network.
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13. FUTURE WORK

The three algorithms discussed in this thesis have been programmed and
tested to work independently. In future, we plan to develop a scenario driven
deployment of the scheduling and tracking technigues. We also plan to research the
affectivity of interleaved operation of the scheduling and tracking algorithms.

We plan to develop a concrete recovery algorithm and incorporate it with the
sensor scheduling and tracing algorithms. The job of the recovery algorithm would be
to track down an intruder when the sensor scheduling and tracking algorithm loses
track of the intruder.

The scheduling and tracking aigorithms have been developed to work
with homogeneous sensor networks. We plan to research the application of these

algorithms in the heterogeneous sensor networks with mobile sensors.
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