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ABSTRACT 

Carlson, Ryan Curtis, M.S., Department of Computer Science, College of Science and 
Mathematics, North Dakota State University, November 2010. A Clustering Approach to 
Improving Test Case Prioritization: An Industrial Case Study. Major Professors: Dr. 
Hyunsook Do, Dr. Anne Denton. 

Regression testing is an important activity for controlling the quality of a software 

product, but it accounts for a large proportion of the costs of software. We believe that an 

understanding of the underlying relationships in data about software systems, including 

data correlations and patterns, could provide information that would help improve 

regression testing techniques. As an initial approach to investigating the relationships in 

massive data in software repositories, in this paper, we consider a clustering approach to 

help improve test case prioritization. We implemented new prioritization techniques that 

incorporate a clustering approach and utilize history data on real faults and code 

complexity. To assess our approach, we conducted empirical studies using an industrial 

software product, Microsoft Dynamics Ax, which contains real faults. Our results show 

that test case prioritization that utilizes a clustering approach can improve the rate of 

fault detection of test suites, and reduce the number of faults that slip through testing 

when testing activities are cut short and test cases must be omitted due to time 

constraints. 
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1. INTRODUCTION 

Regression testing is an important part of software development to maintain the 

quality of subsequent releases of a software product. The goal of regression testing is to 

uncover new faults that have been introduced into the previously tested system. The 

simplest and safest regression testing approach is to run all existing test cases. However, 

this process is expensive and time consuming [1, 4, 5] for large scale industrial size 

software systems. In fact in [9] we learn that one product with roughly 20,000 lines of 

code takes nearly seven weeks to run the full suite of regression tests. We face the same 

problem when we perform regression testing on Microsoft Dynamics Ax, whose entire 

regression testing process requires several days for executing test cases and several more 

days for analyzing the results. In order to deal with this huge time requirement for 

regression testing, we need a way to improve the cost-effectiveness of regression testing. 

Prioritization is one way we can accomplish this by moving the tests that can uncover 

faults sooner in the execution pass as several researchers have proposed [9, 11, 23, 24, 

25). Using an effective prioritization technique will allow using a smaller set of tests when 

time is limited, such as overnight or each week instead of the current quarterly process. 

In this way we can continue to provide lower possibilities that faults will escape into the 

released system [1, 7). 

Test case prioritization provides a way to run more important test cases earlier so that 

we can detect faults earlier or provide earlier feedback to testers. Several studies have 

been done on test case prioritization where a smaller set of tests are selected to be run 

that still provide a high-degree of confidence that the smaller set of tests will uncover 



defects [1, 4, 5, 7, 8, 9, 10]. Prioritization allows a decision to be made based on the 

budget or time constraint imposed on a software project as to how many tests from the 

entire suite will be run during a particular regression test run. Rothermel et al. [9, 11] 

present test case prioritization with the goal of greater fault detection which is described 

as, "a measure of how quickly a test suite detects faults during the testing process". We 

will also consider fault detection as the primary metric for success when grouping tests in 

this paper. 

To date, various prioritization techniques have been proposed and empirically studied 

[1, 4, 5, 7, 8, 9, 10, 11, 12, 13, 22]. Most of these techniques depend primarily on code 

coverage information or code complexity metrics. However, the various phases of the 

software development process produce several different software artifacts such as 

specifications, test cases, bug reports, and version control databases. We believe that an 

understanding of the underlying relationships between these software artifacts can be 

useful in providing data to assist us in prioritizing tests. There has been some existing 

work such as in [6] that considers prior version data to improve software quality. 

As an initial approach to investigating the relationships in massive data in software 

repositories, in this paper, we consider a clustering approach, which will simplify test case 

prioritization processes by dividing test cases into groups that have common properties. It 

has been conjectured [22, 26] that if test cases have common properties (e.g., having 

similar code coverage areas), then test cases within the same group may have similar fault 

detection ability. If this conjecture is correct, engineers may be able to manage regression 

testing activities more efficiently by using test case prioritization techniques that can 



utilize clustering approaches. For instance, if an organization does not have enough time 

to run all the test cases, by running a limited number of test cases from each cluster, they 

could have a better chance to catch more faults than otherwise. 

To investigate the effectiveness of our approach, we conduct two empirical studies 

using an industrial Enterprise Resource Planning software system, Microsoft Dynamics Ax 

[3]. Enterprise Resource Planning (ERP) [2] is used to define a software package or system 

that is used by a business to manage the information and business functions that occur 

throughout a business. The example functions that an ERP system might provide are [2, 

3], Manufacturing, Supply Chain Management, Financials, Project Management, Human 

Resources, Customer Resource Management (CRM), and Service Management. Each of 

these functions of an ERP system can be considered a module or sub-system. For the 

scope of this paper we will focus our research on just the financials sub-system of the 

Microsoft Dynamics Ax ERP software package. We are limiting our research to just the 

financials sub-system because of two reasons. First, the researcher for this paper is 

employed by Microsoft as a developer for the maintenance of just the financials sub­

system. Second, the sheer size of the Microsoft Dynamics Ax product is quite large and 

managing the research data for the entire product was simply not conducive to 

completing research in a timely fashion. The financials sub-system is still quite large and 

measured in several thousand lines of code. More detail about the Microsoft Dynamics 

Ax product will be discussed in Section 2.1 below. 



1.1. Problem Definition 

The current process for regression testing the Microsoft Dynamics Ax product during 

maintenance is to run the entire test suite once every quarter throughout the year as we 

prepare to package all the previously released bug fixes in a hotfix rollup [14]. During this 

regression testing phase, all tests are executed sequentially with little thought given to 

the priority of which tests should be executed first. The entire process takes several days 

for executing the tests and several more days to analyze the results of the test runs. The 

analysis process requires humans to decipher if a failure reported is a real, repeatable 

failure that exists in the current version of the product, or if the failure is a random 

environmental issue that is not repeatable. In addition, it is possible a test reports a 

failure because of an intended change in the software. This would indicate a problem 

with the test itself. Again, it should be noted that this process only occurs once each 

quarter and defects in the software often remain for several weeks or months until the 

defect is uncovered by running the full set of tests. If a smaller set of tests were run more 

frequently, it is possible that the defect could have been found much sooner. 

One important distinction is that we will differentiate between a defect found in the 

software and a failure reported from an external source just as found in [6]. The external 

source is typically a customer currently using the product. A defect can be found in the 

software system before or after the software is released, and a failure is described as an 

observable error in the software. For our purposes in this study, we will only consider 

post-release failures reported by an external source. 



1.2. Significance of this Research 

The ability of the Microsoft Dynamics Ax Sustained Engineering team to find defects 

more quickly by running fewer tests provides a huge benefit. This will help prevent 

defects from being released to customers systems and presenting themselves as failures 

in live customer systems. Also, it is well known that the cost of a software error carries a 

much greater cost when found later in the development cycle especially after released 

and found by a customer using the product [20]. If we are able to uncover defects more 

quickly, the overall cost of the defect will be much lower. 

As mentioned in Section 1.1, the current regression testing process used by the 

Dynamics Ax Sustained Engineering team takes several days to run all the existing tests in 

a regression test run. This is followed by the analysis of any reported failures to 

understand if the failure is real and needs to be addressed, or if the failure was caused by 

an environmental issue or a problem with the test itself. This study can provide a new 

process for the team to reduce the number of tests that you would need to run and still 

provide a way to uncover defects in the system. Today there is no way for the team to 

accomplish this. For our study we will also look at various time constraints imposed on 

the regression testing process. This can provide a way for a very limited set of tests to be 

run overnight or a moderate set of tests to be run weekly that will allow more regression 

test runs to occur instead of waiting for the quarterly roll-up and having to process a 

larger set of defects reported from the run. 

Lastly, the work from this paper will apply a new idea of using a clustering technique 

to the prioritization of test cases in order to improve regression testing process. The cost 



of clustering test cases was basically negligible in the entire process as it only required a 

few minutes to run the clustering algorithm. More detail about the clustering and related 

work can be found in sections 2.2 and 2.3. Prioritization of test cases is also an interesting 

research area where several studies have already proven the importance of doing so, but 

they have largely been focused on using code coverage metrics for prioritizing tests. Our 

work is important with respect to test case prioritization because the clustering technique 

can improve the prioritization process. The prioritized tests will allow us to select a 

smaller set of tests to run on a more frequent basis while being able to uncover defects 

more quickly. 

1.3. Organization of the Paper 

The remainder of this paper is organized as follows. Section 2 introduces the 

background and related work. Section 3 will discuss the study design and how the 

prioritization technique was applied. Section 4 presents the first empirical study. Section 

5 presents the second empirical study. Section 6 presents the threats to validity. Section 

7 discusses our results. Section 8 presents conclusions and discusses future work. 



2. BACKGROUND AND RELATED WORK 

2.1. Microsoft Dynamics Ax 

Microsoft Dynamics Ax is an ERP product produced by Microsoft Corporation to 

provide businesses the ERP functions previously mentioned in Section 1. All of the various 

ERP functions can be accessed from a simple user interface displayed in a similar fashion 

as Microsoft Outlook. The navigation pane (Figure 1) of the application allows a user to 

select a functional area such as General Ledger and perform activities related to that area . 
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This paper will focus on the tests and code from only the financials sub-system which 

includes the General ledger, Accounts Receivable, Accounts Payable, Fixed assets, and 

Banking areas. 

The Microsoft Dynamics Ax product is comprised of two different code bases. The 

foundational or system level code base is the runtime, compiler and related system 

frameworks that are written in C++. The application code to implement specific business 

application logic is written in a proprietary language known as X++. X++ is very similar in 

syntax and usage to Java. More information about X++ and its beginnings can be found in 

[18]. It is important to note that development in Microsoft Dynamics Ax happens both by 

modeling the design of the data structure, form layout, and report layout as well as by 

writing X++ code. Figure 2 shows the design of a customer form where an entire form can 

be modeled without writing a line of application code. 

2.2. Test Case Prioritization. 

As software evolves, software engineers perform regression testing on it to validate 

new features and detect whether corrections and enhancements have introduced new 

faults into previously tested code. In practice, engineers often reuse all of the existing test 

cases to test the modified version of the software system; however, this retest-all 

approach can be expensive [27]. 

Researchers have studied various methods for improving the cost-effectiveness of 

regression testing. Regression test selection techniques (e.g., [23, 25]) reduce testing 

costs by selecting, from the existing test suite, a subset of test cases to execute on the 

modified software system. Test suite minimization techniques try to reduce the size of 



test suite by identifying and eliminating redundant test cases to reduce the maintenance 

cost [24, 28]. Both of these techniques reduce costs by reducing testing time and 

maintenance effort, but unless they are safe they can omit test cases that would 

otherwise have detected faults. 
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X++ code can be added or written by using the built in editor and can be seen in Figure 3 . 
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Figure 3. Example of X++ Code 

Prioritizing test cases has been studied previously [1, 7, 8, 9, 11] in attempts to order 

tests that need to be executed with hopes that defects will be more quickly uncovered as 

the more important tests will be executed first. These techniques help engineers reveal 

faults early in testing, allowing them to begin debugging earlier than might otherwise be 

possible. Depending on the types of information available relating to test cases, various 

test case prioritization techniques can be utilized. Initially, most techniques utilized code 

coverage information to implement prioritization techniques [8, 9, 11, 27] and numerous 

studies have shown that prioritization can improve the effectiveness of regression testing 

[1, 4, 5, 7]. 

More recently, several prioritization techniques that go beyond the use of code 

coverage information have also been proposed. Jeffrey and Gupta [29] present an 

algorithm that prioritizes test cases based on their coverage of statements in relevant 

slices of the outputs of test cases. Kore I et al. [30] propose prioritization techniques based 

on coverage of system models. Hou et al. [31] and Sampath et al. [32] study prioritization 

of test cases for testing web services software and web applications. Qu et al. [21] 

consider prioritization in the context of configurable systems, presenting algorithms for 



prioritization of configurations. Walcott et al. [19] present a technique that combines 

information on test execution times with code coverage information, and utilize a genetic 

algorithm to obtain test case orderings. Mirarab and Tahvildari [15] present Bayesian 

Network-based {BN) prioritization techniques that employ probabilistic inference 

algorithms with code modification information, univariate measures of fault-proneness, 

and test coverage information in an attempt to provide improved techniques. 

More relevant to our work is work by Leon and Podgurski [22], who present 

prioritization techniques incorporated sampling methods that select test cases from 

clusters that are formed based on distributions of test execution profiles. Their techniques 

utilize clustering in test case prioritization, but the primary difference between their 

techniques and those we consider here is that they simply apply random selection of test 

cases from clusters for prioritization. In contrast, our approach applies prioritization 

within each cluster using real fault history information and code complexity metrics. Yoo 

et al. [26] study the use of expert knowledge for prioritization by pair-wise comparison of 

test cases and propose clustering test cases into similar groups to facilitate the 

comparison process. Unlike our goal in this paper, their primary goal of using clustering is 

to help reduce the cost of human effort for pair-wise comparison. 

2.3. Clustering 

Clustering has recently been used to analyze the voluminous amounts of data 

generated from version control systems or fault reporting systems [6, 12, 16}. In [6} there 

was a considerable amount of research on the data retrieved from the version control 

system and the bug database for five major software projects developed at Microsoft. 



Their approach for mining metrics was similar to those used in this paper as a bug 

database was linked to the version control system to provide the relationship between a 

bug and a software artifact. In [12,13] a considerable amount of data mining work was 

done to find related changes that may also need to happen or errors that may have been 

introduced based on code patterns from prior errors. 

As found in [22] we see that a clustering technique has been used to group tests 

together based on similarity in the tests. The grouping of tests is used to assist in the 

prioritization of tests. This allows a reduced set of regression tests to be run by selecting 

a sub-set of tests from each cluster. In [22] they eventually used a combined approach to 

prioritize tests. They found that using a combination of 2 different techniques was more 

effective than each technique alone. Along with clustering tests together, they used a 

maximum code coverage technique in the selection or prioritization of their tests. The 

maximum code coverage technique is an effort to cover as much of the program to be 

tested as possible with the smallest number of tests. The idea of clustering tests together 

is similar to the approach we used in this paper. In this paper we will use clustering based 

on code coverage to improve on a basic technique that only looks at code complexity to 

prioritize tests. 



3. PRIORITIZATION TECHNIQUES WITH CLUSTERING 

We now describe the clustering and prioritization approaches that we use in this work. 

While we describe these in terms of steps used on Microsoft Dynamics Ax, the approach 

could be applied to any system for which the required information is available. 

To implement our proposed test case prioritization techniques, we required two main 

steps. First, we cluster test cases by retrieving code coverage and test case information 

from the version control system for Dynamics Ax. Second, using clustered test cases, we 

prioritize test cases based on software metrics we consider. The following subsections 

describe each of these steps in detail. 

3.1. Clustering Approach 

We use agglomerative hierarchical clustering [11], which is based on the pair-wise 

distances between test cases. The closest two test cases in terms of code coverage 

similarity are merged into a cluster first. Then the algorithm proceeds iteratively through 

the remaining test cases. The distances between a cluster and a test case, and between 

two clusters, are determined using average linkage, i.e., the distances between the 

elements of clusters are averaged. As a distance function we use Euclidean distance. The 

result of this algorithm is a tree of test cases that returns one clustering with k clusters for 

every k from 1 to the total number of test cases. 

Figure 4 shows an example of a hierarchical tree. The numbers on the vertical lines in 

the figure indicate the number of clusters at the particular level in the tree. This approach 

provides a flexible way to adjust the number and size of clusters depending on the 

particular test case prioritization strategy we consider. 
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Figure 4. Hierarchical Cluster Tree 

3.2. Prioritization Techniques 

Having created clusters, now we applied new prioritization techniques to them. To do 

so, first, we reordered test cases within each cluster using specific software metrics. 

Second, we generated the complete prioritized list of test cases by selecting test cases 

from each cluster. To perform the first step, we considered three different test case 

prioritization techniques that utilize the following information: 

• Historical fault information 

• Code complexity 

• Combination of code complexity and historical fault information 



The following subsections describe each of the prioritization techniques in detail. 

Prioritization Using a Code Complexity Metric 

Our first prioritization technique utilizes a code complexity metric. To calculate this 

metric, we collected two data sets, the number of lines of code (LOC) for a class and the 

method dependency count. To obtain LOC, we retrieved the project repository that stores 

all source code information. The repository provides an easy way to collect a simple count 

of non-blank lines for each class file. 

We also collected dependency information directly from the Microsoft Dynamics Ax 

system. The Microsoft Dynamics Ax system provides a cross reference mechanism that 

maintains the relationships between objects (e.g., methods or classes) in the Dynamics Ax 

system. This information is stored in internal SQL tables. We retrieved dependency 

information for each method, and recC',ded the number of invocations from other 

methods, which we refer as the number of dependency relationships. 

Using these two data sets, first we calculated the LOC ratio and the number of 

dependency relationship ratio by dividing LOC and the number of dependency 

relationships by the largest number of LOC among classes and the largest number of 

dependency relationships among methods, respectively. Then, we calculated a code 

complexity metric (CC) by averaging these two ratios as shown in the following equation: 

LOC I DC 
CC= Max(LOC) Max(DC) 

2 

The code complexity metric value (CC) ranges between zero and one. Using this code 

complexity metric, CC, we reordered test cases in each cluster in an order that puts the 

highest CC values earlier. 



To obtain a complete set of reordered test cases across clusters, we visited each 

cluster using a round robin method. Starting from the first cluster that the clustering tool 

generated, we picked the first test case in the cluster, added it to the prioritized list of test 

cases (initially an empty list), and removed the added test case from the cluster. Then, we 

moved to the next cluster, and repeated the same process until we added all the test 

cases to the prioritized list. In cases where a cluster ran out of test cases due to the fact 

that the number of test cases varied with each cluster (see Table 1), we skipped that 

cluster and moved to the next cluster. 

For instance, suppose we have five clusters and 15 test cases. Using our prioritization 

technique, we reordered test cases for each cluster as shown in Table 1. Then, we created 

the prioritized list, [T7, T2, Tll, TlS, Tl, T3, TG, TS, Tl3, TlO, T9, T8, Tl4, T12, T4], using 

the process that we just described. 

Table 1. Example of Prioritized Test Cases in Clusters 

Cluster 1 Cluster 2 Cluster 3 Cluster4 Cluster 5 

T7 T2 Tll TlS Tl 

T3 T6 TS Tl3 TlO 

T9 T8 T14 

T12 

T4 

Prioritization Using Fault History Information 

Test cases that have detected faults in previous versions could have high fault 

detection power when they are reused to test the current version of the program. If this is 



true, we can improve test case prioritization process by running test cases that have fault 

detection history earlier than those that do not. Since the Dynamics Ax program comes to 

us, we can explore this possibility by implementing prioritization techniques that use fault 

detection history of test cases. 

To do this, first, we counted the number of faults detected by each test case. Then, we 

calculated the fault detection ratio by dividing the number of detected faults by the total 

number of faults. The fault detection ratio ranges between zero and one, and we used 

these values to reorder test cases. 

Similar to our first prioritization technique, we reordered test cases in each cluster in 

an order that puts the highest fault count ratios earlier, and then selected test cases 

across entire clusters until all the test cases had been added to the prioritized list. 

Combined Technique 

In the combined prioritization technique, we use the arithmetic mean of the code 

complexity value and the fault detection ratio value to prioritize the final test case list. 

Again, similar to the first prioritization technique, we reordered test cases in each 

cluster in an order that puts the highest average values earlier, and then selected test 

cases across entire clusters until all the test cases have been added to the prioritized list. 



4. EMPIRICAL STUDY 1 

As stated in Section 1, we wish to investigate whether the use of a clustering approach 

can help improve the effectiveness of test case prioritization techniques, in application to 

the Dynamics Ax product. Thus, we conducted two empirical studies. The following 

subsections describe the first of these studies in detail. Section 5 discusses the second 

study in detail. 

4.1. Research Question 

In this study, we investigate the following research question: 

RQl: Can a clustering approach help improve the effectiveness of test case 

prioritization techniques? 

4.2. Object of Analysis 

For this study, we analyze the Microsoft Dynamics Ax 2009 product including the 

initial release and the SPl release of the product. We will also look back at the previous 

version, Microsoft Dynamics Ax 4.0, as well to provide a set of defect data as an input to 

one of our calculations for prioritizing data. The Microsoft Dynamics Ax product contains 

several million lines of application code written in X++ (a proprietary language that 

Microsoft Developed) This does not account for the kernel system code that provides the 

runtime engine, the development interface allowing application code to be written, the 

compiler and numerous other system pieces allowing tasks such as interfacing with the 

database. 

There are several maintenance teams in Microsoft Dynamics Ax. The author is 

involved in maintaining the financials subsystem. Therefore, due to accessibility of 



software artifacts, in this study we focus on the financials subsystem of Microsoft 

Dynamics Ax, which contains about 827 classes and 705 KLOCs (the latest version). 

Like other products developed at Microsoft, the Dynamics Ax repository maintains all 

the software artifacts that have been produced during development and maintenance 

phases including fault information reported by the users. Through this repository we 

collected software artifacts required for our study as shown in Table 2. 

Table 2. Experiment Objects and Associated Data 

Objects Classes Size (KLOC) Test Cases Defects 

Version O ~Goo ~G5o.o n/a 254 
(Dynamics Ax 4.0) 
Version 1 787 687.0 656 139 
(Dynamics Ax 
2009) 
Version 2 827 705.8 908 221 
(Dynamics Ax 
2009 SPl) 

Table 2 lists, for each version of Dynamics Ax, data on its associated "Classes"' (the 

number of class files), "Size (KLOCs)"' (the number of lines of code), "Test Cases" (the 

number of test cases), and "Faults" (the number of faults reported by users). Here, 

"faults" indicates system failures that have been detected and reported by users after the 

product has been released. 

For version 1, the number of faults per class varies from 0 to 23 (average: 0.08), and 

for version 2, it varies from Oto 16 (average: 0.05). 

Test cases used in this study are functional test cases, which are the major type of test 

cases that have been used for measuring the quality of the Dynamics Ax system. These 

test cases were created by test engineers at Microsoft. 



4.3. Variables and Measures 

4.3.1. Independent Variable 

Given our research question, this study manipulated one independent variable: 

prioritization technique. We consider one control technique and three heuristic 

prioritization techniques. Table 3 summarizes the techniques. 

Table 3. Prioritization Techniques 

Technique Label Description 

Control Tc Conventional code complexity without 
clustering technique 

Code Complexity Tee Code complexity using clustering 
technique 

Fault based Tfb Historical fault feedback prioritization 
using clustering 

Combined Tcb Combination of Tee and Tfb 

• Control (Tc): This technique serves as a control technique. The control technique (Tc) is 

one that simply uses a conventional code complexity metric to prioritize the tests 

without using clustering. 

• Heuristics (prioritization using clustering): As we described in Section 3.2, we consider 

three heuristics that utilize clustering: 

-Code complexity (Tee): This technique orders test cases based on the code 

complexity metric and clustering. 

-Fault history based (Tfb): This technique orders test cases based on the fault history 

information and clustering. 

-Combined (Tcb): This technique combines Tee and Tfb. 



4.3.2. Dependent Variable 

We consider one dependent variable: Average Percentage of Fault Detection (APFD). 

APFD [5] is defined as the average of the percentage of faults detected during the 

execution of a test suite. APFD provides us with a value between 0 and 100 that indicates 

how successful the prioritization technique is. The closer the value is to 100 the better 

the prioritization technique is. More formally, let T be a test suite containing n test cases, 

and let F be a set of m faults revealed by T. Let TFi be the first test case in ordering T' of T 

which reveals fault i. The APFD for test suite T' is given by the equation: 

APFD = 1- (TFl + TF2 + ... + TFm)/nm + 1/2n 

4.4. Data Collection and Study Setup 

To perform prioritization, our control technique and heuristics required four data sets: 

code coverage information, the number lines of code, the number of dependency 

relationships, and fault history data, as outlined in Section 3. 

Data collection required three steps which can be seen in the process diagram found 

in Figure 5. Each of these steps were automated, however manual intervention was 

needed to run each automated task to collect data. Collecting data from each system 

required a few minutes to a few hours at most from each system. First, we collected the 

code coverage data for test cases executed against the System Under Test (SUT) using the 

code coverage recorder that Dynamics Ax provides as a part of its framework. We stored 

the code coverage data in the SQL database that lists information about which tests 

exercised which methods in the program. For each class and method, unique identifier 

values were assigned. This not only provides a key for the class or method tables that 



easily map to foreign keys in the r·- lated tables, but also provides a way to hide the actual 

names, protecting Microsoft's Intellectual property and sensitive data. A partial data set 

we collected is shown in Table 4. 

Table 4. An Example of Collected Data 

ClasslD MethodlD #Dep LOC cc Faultl Fault2 ... Fault139 TestlDl ... Test1D656 

3519 8 2 149 0.008314 1 0 0 1 0 

3519 9 108 149 0.055341 0 0 0 1 0 

3519 10 9 149 0.011419 0 0 1 0 0 

3519 11 9 149 0.011419 0 0 0 1 1 

1815 12 4 so 0.004266 0 0 0 0 0 

1815 13 1 so 0.002935 0 0 0 0 1 

1815 14 4 so 0.004266 0 0 0 1 0 

In Table 4, the first two columns, "ClasslD" and "MethodlD", show the unique 

identifier values assigned to each class and method in the system. "#Dep" is the number 

of dependency relationships for a given method, "LOC" is the number of lines of code for 

a given class, and "CC" is the code complexity metric we defined in Section 3.2. The 

"Fault" columns list Boolean values indicating whether the fault occurred for a given 

method: 0 indicates no faults occurred, and 1 indicates faults occurred. The "TestlD" 

columns also list Boolean values indicating whether test cases exercised a given method 

or not: 0 indicates that test cases are not exercised, and 1 indicates that test cases are 

exercised. 



A second step was to query the fault history database of the prior version to find all 

the related fault history information for the financials subsystem. Similar to the test 

coverage recording process just explained, the code change information associated with 

each fault was queried from the bug database by method names. We use this information 

to populate the fault columns found in Table 4. For methods that have been changed due 

to fault corrections, we assigned 1, on others we assigned 0. 

A third step was to collect the number of lines of code (LOC) and dependency 

information. For LOC we collected the number of non-blank lines including comments. 

Typically comments should also be excluded but since most class files only have a set of 

comments in each class file's header, known as XML Documentation (17], we had a 

consistent enough comparison across class files when leaving comments in the count. 

Dependency information was retrieved from the existing cross reference tables that exist 

as part of the Microsoft Dynamics Ax system as explained in Section 3.2. 

Once we collected all the required data, we formatted the data to make it readily 

usable for the clustering tool. We used Matlab, which provides the agglomerative 

hierarchical clustering method that we explained in Section 3.1. In this study, we created 

ten clusters, and the median cluster size is 14. Then, we obtained reordered test cases by 

applying the four different prioritization techniques described in Section 4.3.1. Then, 

APFD values were obtained from the reordered test suites, and the collected values were 

analyzed to determine whether the proposed prioritization techniques improved the rate 

of fault detection. 
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4.5. Data and Analysis 

Our research question (RQl) considers whether a clustering approach can help 

improve the effectiveness of test case prioritization techniques. To answer this question, 

we compare techniques based on the results shown in Table 5. The table shows APFD 

values for each technique and version, and the percentage of the improvement over the 

control technique. 

The results indicate that all heuristic techniques outperformed the control technique. 

For version 1, on average, the three prioritization heuristics improved the rate of fault 

detection by 44% compared to that of the control technique (Tc), and for version 2, the 

average improvement was 39%. 

In particular, for version 1, the technique that used code complexity with clustering 

(Tee) produced the best results, which shows a 52% improvement over the control 

technique. In version 2, both heuristics, Tee (code complexity) and Tcb (combined), 

produced the best results, which show a 47% improvement over the control. 

When we compared heuristic techniques against each other, the fault history based 

technique (Tfb) performed the worst. The APFD values (64.67 and 56.01 for version 1 and 

version 2, respectively) were several points less than those of the code complexity (Tee} 

technique. The combined approach (Tcb} falls between these two techniques. 



Table 5. APFD Results 

Version 1 Version 2 

Technique 

APFD 
Percentage 

APFD 
Percentage 

improvement improvement 

Tc 48.59 0% 45.77 0% 

Tee 73.92 52% 67.09 47% 

Tfb 64.67 33% 56.01 22% 

Tcb 71.86 48% 67.31 47% 



5. EMPIRICAL STUDY 2 

The results of Study 1 suggest that a clustering approach can help improve the 

effectiveness of prioritization. While these results provide insights into the potential 

usefulness of clustering in test case prioritization, we do not know whether this 

observation holds when time constraints have been imposed. Considering the situations 

under time constraints is particularly important for industry because, in practice, software 

development processes often impose time constraints on regression testing. For instance, 

the Microsoft Dynamics Ax SE team often faces this situation because the current 

regression testing process that they use is a lengthy and time consuming process. Thus, a 

better understanding of the effects of time constraints could lead to improved testing 

processes. 

Prior studies [1, 7] show that time constraints can affect assessments of the 

effectiveness of prioritization techniques, and also demonstrate that prioritization 

heuristics can be beneficial under time constraints. In this study, we further explore the 

findings from our prior studies by utilizing an industrial software product equipped with 

real faults. 

5.1. Research Question 

For the second study in this paper we investigate the following research question: 

RQ2: Do observations drawn from Study 1 hold when time constraints applied? 

This study utilizes the same object of analysis, study setup, data sets, and prioritization 

techniques as those used in our first study. We thus do not repeat discussion of these 

here. Instead, we describe only the differences between this study and the prior one. 



5.2. Variables and Measures 

5.2.1. Independent Variables 

Variable 1: Prioritization Techniques 

We will use the same prioritization techniques found in the study 1 above for this 

study. 

Variable 2: Time constraints 

Time constraints imposed on regression testing processes are very realistic in practice, 

in particular, when the development cycle implements a nightly build-and-test approach 

that imposes a limited number of hours allowed before development changes begin again 

the next day as the Microsoft Dynamics Ax team does. Thus, to assess the effects of time 

constraints, our second independent variable controls the amount of regression testing. 

In this study, we consider three different time constraint levels that our prior study 

utilized [1]: TCL-25, TCL-50, and TCL-75. They represent situations in which time 

constraints shorten the testing process by 25%, 50%, and 75%, respectively. The different 

levels are displayed in Table 6 below. 

Table 6. Time Constraint Levels 

ID Name Description 

TC-25 25% reduction 25% of tests were omitted 

TC-SO 50% reduction 50% of tests were omitted 

TC-75 75% reduction 75% of tests were omitted 



To implement time constraint levels, we followed the approach used in [1] - we 

assume that all of the test cases for the Dynamics Ax financials subsystem have equivalent 

execution times {this assumption is reasonable for the Dynamics Ax financials subsystem). 

We then manipulate the number of test cases executed to obtain results for different 

time constraint levels. For example, in the case of TCL-25, for each version and for each 

prioritized test suite, we halt the execution of the test cases as soon as 75% of those test 

cases have been run {thus omitting 25% of the test cases). 

Time constraint levels we consider can be interpreted in light of the practicality of 

testing processes. TCL-75, which omits 75% of the tests, may represent a nightly build and 

test scenario where we only have a few hours each night to run as many tests as possible 

before changes will continue to be made the following day. The levels TCL-25 and TCL-50 

may represent a weekly test run where more time is allotted to run tests, such as over a 

weekend or spread across several days. 

5.2.2. Dependent Variable 

By omitting test cases due to time constraints, we could have faults that escape into 

the released system. Thus, as our dependent variable, we count the number of missed 

faults for each time constraint level. 

5.3. Data and Analysis 

Our research question {RQ2) considers whether the observations we draw from Study 

1 still hold when time constraints are applied. To answer this question, we compare 

techniques based on the results shown in Table 7. Examining the table, we have observed 

strong similarities with the results from Study 1. Overall, compared to the control 



technique, heuristic techniques missed relatively small numbers of faults across all time 

constraint levels for both versions with the exception of the fault history based technique 

(Tfb) at TCL-75. In particular, the code complexity with clustering (Tee) technique 

produced the best results, which is consistent with the results from Study 1. 

When we examined the results at each time constrain level, we observed different 

trends between time constraints among techniques. At TCL-25, for all heuristics, the 

numbers of missed faults were very small (ranging from 1 to 3) compared to the control 

technique (11 and 9). At TCL-50, the gap between the heuristics and the control slightly 

widened, but still the difference between the heuristics (ranging from 3-18) and the 

control (14 and 27) is outstanding. At TCL-75, however, the gap between these two 

groups became smaller. In the case of the two heuristics (Tee and Tcb), the numbers of 

missed faults (ranging from 12 to 22) were smaller than those of the control (17 and 29). 

In the case Tfb, however, the results were not better than the control. 



Table 7. Results with Time Constraints Applied 

Version 1 Version 2 

Technique 

TCL 
# of Missed 

%found TCL 
# of Missed 

%found 
Faults Faults 

25 11 56% 25 9 78% 

Tc so 14 44% 50 27 33% 

75 17 32% 75 29 28% 

25 2 92% 25 2 95% 

Tee 50 3 88% 50 8 80% 

75 13 48% 75 22 45% 

25 1 96% 25 2 95% 

Tfb so 5 80% 50 18 55% 

75 19 24% 75 35 13% 

25 2 92% 25 3 93% 

Tcb so 6 76% 50 10 75% 

75 12 52% 75 22 45% 



6. THREATS TO VALIDITY 

In this section, we describe the threats to the validity of our empirical studies, and 

explain how we tried to reduce the chances that those threats affect the validity of our 

conclusions. 

Internal Validity: The outcome of our studies could be affected by the choice of the 

number of clusters. Our choice, however, was based on the number of feature areas in 

Dynamics Ax, and each code coverage-based cluster was formed based on areas test cases 

exercise. Another factor involves the use of LOC at the class level. Our choice was based 

on the availability of information that can be extracted from the project repository. This 

choice could affect our results, but we believe that the difference would be minimal 

because except for several methods, method size does not vary widely. 

External Validity: We have studied an industrial software system with real faults 

reported by real customers. We have, however, focused on the financials subsystem for 

the Microsoft Dynamics Ax product, thus our findings might not be applied to the entire 

Dynamics Ax product and products developed by other companies. Control for this threat 

can be achieved only through additional studies with the entire product. 

Construct Validity: Our dependent variables, APFD and the number of missed faults, 

do not account for the possibility that faults and test cases may have different costs. 

Accounting these additional factors could affect our results. 



7. DISCUSSION 

We now discuss our results, together with additional consideration of our data, to 

derive practical implications of these results. 

Clustering can help improve prioritization 

Our results strongly support the conclusion that the use of clustering in test case 

prioritization can improve the effectiveness of prioritization in terms of increasing the rate 

of fault detection. The results of our study also show that the conjecture we raised holds: 

if test cases have common properties, then test cases within the same group may have 

similar fault detection ability. 

One interesting result we observed was that the technique that used fault detection 

history did not perform as well compared to other heuristics. This result was surprising 

because we expected that test cases that have fault detection history can provide high 

fault detection power. One possible reason for this is that since new test cases have been 

added as the system is upgraded {see Table 2), newly added or modified components 

could be more error-prone and thus these new test cases may be more likely to be fault­

revealing than previous test cases. 

Clustering is effective under time constraints 

Our results also strongly support the conclusion that the use of clustering in test case 

prioritization can improve the effectiveness of prioritization in terms of reducing the 

number of missed faults when time constraints are imposed. 

As noted in Section 5.3, the results also show that the trend changed as time 

constraint level changed. In particular, up to 50% of test case omission, the heuristics 



performed far better than the control technique, but when we omitted test cases further 

(75% cut), the differences were not outstanding and in the case of Tfb, the results were 

reversed. We can see this detailed in Figure 6 below. The trends we observed in this 

study are different from those in study [1]. The reason for this is that the two studies used 

different control techniques: in this study, we used one type of prioritization techniques 

(code complexity based) as a control technique, but in [l], we utilized the original test 

order as a control. 
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Practical implications for software industry 

The results from our two empirical studies lead to very significant practical 

implications for software industry because unlike our prior studies and a vast majority of 

other empirical studies on prioritization, these studies investigated prioritization problems 



in the industrial context by utilizing an industrial software product and its byproducts, 

such as code complexity metrics and real faults reported by users. 

In particular, the findings from these studies are directly related to the Microsoft 

Dynamics Ax SE team. Thus, techniques we developed can be easily applied to their 

regression testing process so that they can produce a better quality product with less 

effort and costs. 

Further, the fact that software development processes often impose time constraints 

on regression testing is true for almost all software companies. Thus, we hope that the 

results from these studies can provide useful insights into how software organizations 

manage their regression testing processes cost-effectively considering their organizational 

and process contexts. 



8. CONCLUSIONS AND FUTURE WORK 

We have presented two empirical studies of assessing the use of clustering in test case 

prioritization in the context of an industrial software product. Our results show that our 

new test case prioritization techniques that utilize a clustering approach can improve the 

rate of fault detection of test cases and reduce the number of faults that slip through 

testing when testing activities are cut short. 

Our studies are constrained by a few limitations that can be considered for future 

work. One of the constraints in these studies is the feature area of the software system. 

As noted in section 4.2, we only examined the financial sub-system for Microsoft 

Dynamics Ax product. This constraint could easily be expanded to the entire application 

code for Microsoft Dynamics Ax, but expanding it to include the kernel or system level 

APl's would require additional tooling not readily available. 

Second, while the prioritization heuristics showed improvement over the control, still 

we could improve the effectiveness of prioritization by utilizing additional information. 

For instance, the current code complexity based technique utilized two sets of data (the 

mean value of number of lines of code and dependency relationships normalized to a 

value between O and 1). Alternative to this technique is to utilize other types of software 

metrics, such as the number of child classes, the depth of inheritance, the age of classes, 

or change-proneness of classes. Considering these possibilities, we intend to develop new 

prioritization techniques so that we can further improve regression testing processes. 

Third, as we discussed in Section 1, we utilized a clustering approach as an initial 

approach to investigating the relationships in massive data in software repositories. Since 



this approach provides promising results, the next natural step is to investigate other 

alternative approaches, such as data mining (e.g., classification and association), that can 

deal with massive, complex, and heterogeneous software artifacts that software 

companies produce over time. 
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