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ABSTRACT

Like precedent disease outbreaks, COVID-19 has immense implications for health challenges.
The social restrictions and disruption in daily activities pose a psychological burden for humans
worldwide and may be particularly detrimental for individuals with mental disorders. Psychological
stressors stemming from the COVID-19 pandemic and resultant stay-at-home orders may exacerbate
Eating Disorder(ED)- related triggers and present a challenging environment for individuals with
anorexia nervosa, bulimia nervosa, and binge eating disorder. In this research, we aim to comprehend
how COVID-19 has affected individuals with eating disorders through a comparative analysis of data
obtained from online communities. We developed a tool for extracting information from well-known
social media communities such as Reddit. We collected data spanning two years before and after the
declaration of the pandemic from the subreddits r/AnorexiaNervosa, r/BingeEatingDisorder, and
r/EatingDisorders. The research presents multi-faceted tasks where we analyze the content of each
of the subreddits by applying a strategy that combines topic modeling, social network analysis,
and time series modeling for a better understanding of these communities on both content and
network levels. Through a comparative analysis, we address the discussion topic changes based on
users’ content and determine how COVID-19 leads to changes in communication patterns within
the communities. Finally, we implement time series models like ARIMA, Prophet, LSTM, and
Transformer on daily posts and comments count to forecast users’ activities within the subreddit
and establish a performance comparison of these time series models. The findings indicate that
both the content of users’ discussions and the level of communication and online support-seeking

related to eating disorders on Reddit underwent significant changes during the pandemic.
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1. INTRODUCTION

Eating disorders (EDs) are serious but treatable mental and physical illnesses that can
affect people of all genders, ages, races, religions, ethnicities, sexual orientations, body shapes, and
weights. According to the National Eating Disorder Association (NEDA)! there are 28.8 million
people suffer from clinically significant EDs at some time in their life in the United States only.

The COVID-19 pandemic has even worsened ED communities more than their usual activi-
ties. The post-pandemic years fundamentally uprooted and transformed the lives of virtually every
individual. No longer could people meet or handshake when that meeting or handshake could be a
means of death. Uncertainty and fear surrounding the disease, and lack of consistent and reliable
information contribute to rising levels of anxiety and stress among people [38], in the United States
alone, 37% of individuals exhibit signs of anxiety and depression [18§].

Despite the rising mental impact, the increased risks associated with COVID-19 made tradi-
tional support avenues, such as group therapies and individual provider visits, difficult or impossible.
This has created a complex challenge for individuals with mental health issues. Individuals fighting
EDs are among the most impacted by this, as emerging research is beginning to show.

Given the potential for the COVID-19 outbreak to have devastating consequences on human
life, it is critical that we work to understand its negative psychological effects. In this work, we
use Reddit, a popular social media platform, to study how COVID-19 has impacted the behavior
of people posting in ED forums. We focus on three Reddit sub-forums, referred to as subreddits,
which are designed to offer peer support for users who are struggling with specific types of ED. We
aim to determine whether there are changes related to the pandemic in online ED forums through
a comparative study. To measure this, we build topic models to identify the main topics discussed,
social network analysis for users’ interaction, and time series models to forecast user’s activities over
posts and comments during the pandemic.

Our findings include substantially increased rates of posting and commenting in ED sub-
reddits along with strong connectivity between users. A transition of discussion content from usual

ED issues to COVID-19-related ED issues. These and other findings provide insights into specific
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ways in which COVID-19 has not only impacted the behavior of users who discuss ED concerns
but also the users who do not have ED problems. To the best of our knowledge, existing research
has examined these online support venues and found that during the pandemic years, the specific
symptoms of EDs change due to the substantial impacts of the virus on day-to-day life [42]. Some
studies only examined the impacts in the first few months of the pandemic which are not sufficient
to assess long-term effects. The present study aims to expand the existing analysis by examining
data from the first 24 months before and after the declaration of the pandemic, March 2018 - Febru-
ary 2020 and March 2020-February 2022. These date ranges are strategically selected to examine
comparative differences between the timelines.
1.1. Research Questions
1.1.1. How Extensively is the Topic of COVID-19 Addressed within the Selected Sub-

reddits?

We anticipate that COVID-19-related subjects will become more prominent in eating disor-
der (EDs) subreddits as the pandemic unfolds, given its far-reaching effects on individuals’ lives [37].
EDs subreddits are particularly oriented toward sharing people’s real-life experiences, which rein-
forces our expectation that discussions related to COVID-19 will be more frequently observed within
these subreddits.
1.1.2. Do Conversational Shifts in Eating Disorder Subreddits Differ Amidst COVID-

197

We propose that as a consequence of social distancing and lockdown measures, individuals
may have encountered food security challenges. Those who are accustomed to socializing and
sharing meals at social gatherings may have experienced heightened feelings of isolation during the
pandemic. Factors such as financial instability, the fear of losing loved ones, and abrupt changes in
rules and regulations have contributed to increased levels of anxiety and mental stress among the
general population. We anticipate that these challenging circumstances will lead to a noticeable rise
in discussions related to post-COVID experiences, concerns about food security, seeking support,
and family matters. Simultaneously, we expect a decline in discussions related to everyday routines

and casual activities like schooling, travel, and sports due to the disruptions caused by the pandemic.



1.1.3. Do Alternations in Social Interaction Patterns in Eating Disorder Subreddits
Differ During COVID-197
We expect that the impact of COVID-19 will be most pronounced among individuals dealing
with eating disorders, particularly those who actively participate in eating disorder subreddits more
frequently than the general population. Consequently, we expect a substantial surge in posting
activity within eating disorder subreddits during the pandemic, as the lockdown measures have

2. Additionally, we predict an increase in the level of

prompted people to spend more time online
interaction among users within these eating disorder subreddits, indicating that users will engage
with a larger number of fellow users. This expectation is rooted in previous research, which has
highlighted seeking social support as a common coping strategy observed during earlier disease
outbreaks [9].
1.1.4. Analyze Performance of Time Series Forecasting Models on Post and Comment

Data

As mentioned earlier, we anticipate an upsurge in user connectivity through posting and
commenting. Consequently, we have employed various time series forecasting models, such as state
space models like ARIMA and Prophet, as well as deep learning models like LSTM and Trans-
former, to predict future activity levels. We have a strong expectation that a self-attention-based
Transformer model will outperform other models due to its capability to effectively capture intricate
patterns and dynamics from time series data [47].
1.2. Contribution and Outline

Chapter 2 will provide an overview of related works and the theoretical foundations under-
pinning our research. It will explore the operational principles of the LDA Topic model and various
time series models, including ARIMA, Prophet, LSTM, and Transformer.

Chapter 3 will delve into the specifics of our experimental setup and the methodologies
employed in our research.

In Chapter 4, we will present and discuss the results obtained from our research.

Chapter 5 will address the limitations of our proposed method and outline potential avenues

for further research.
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2. RELATED WORK AND THEORETICAL BACKGROUND

Eating disorders have become a prevalent and deeply concerning issue in today’s society.
These are complex mental health conditions that affect millions of people globally, regardless of
age, gender, or cultural background. Understanding the causes, various expressions, and far-reaching
consequences of these disorders isn’t just an academic pursuit; it’s a vital step in developing effective
prevention and intervention strategies. In this chapter, we first explore existing research on eating
disorders, investigations related to eating disorders on social media, and the impact of COVID-19 on
the eating disorders community. The second part of this chapter provides the theoretical framework
that informs our research.

2.1. Related Works
2.1.1. Eating Disorders

Eating disorders are severe mental health conditions characterized by unusual eating habits
or behaviors related to weight control. Distorted beliefs and attitudes regarding weight, body shape,
and eating patterns are central to the development and persistence of these disorders. The nature
of these concerns can differ based on gender; in men, for instance, body image issues may revolve
around the desire for increased muscularity, while in women, the focus may be more on achieving
weight loss [40]. Research has revealed that in 2017, an estimated 16 million individuals globally
were affected by anorexia nervosa and bulimia nervosa.

There are six main feeding and eating disorders now recognized in diagnostic systems:
anorexia nervosa, bulimia nervosa, binge eating disorder, avoidant-restrictive food intake disorder,
pica, and rumination disorder. Thousands of studies have been done on each type of eating disorder
with a variety of ages and sex. Jeffrey G et. al. [21] address eating disorder among adolescents the
Risk for Physical and Mental Disorders During Early Adulthood. Golden et al [16] suggested how
obesity prevention efforts may lead to the development of an ED in adolescents. Eating disorders
and disturbed eating patterns are always associated with mental disorders. Natalie C. et al 28]
conducted a comprehensive study exploring bidirectional associations between eating disorders and

psychiatric disorders.



2.1.2. Studying Eating Disorders via Social Media

Social media platforms are rapidly gaining significance as valuable sources of information
pertaining to mental health disorders. Among these disorders, eating disorders represent intricate
psychological challenges characterized by unhealthy eating patterns. A growing number of studies
have applied computational methods to data collected from social media platforms to characterize
behavior associated with mental illnesses and to detect and forecast mental health outcomes (see
Chancellor and De Choudhury (8| for a comprehensive review).

Reddit serves as an exceptionally well-suited platform for the examination of eating dis-
orders, primarily due to its semi-anonymous nature, which fosters candid user interactions and
diminishes inhibitions related to sharing personal experiences [10]. Furthermore, Reddit features
subreddits dedicated to serving as forums for eating disorders discussions, such as r/EatingDisorders,
r/AnorexiaNervosa, and r/BingeEatingDisorder. These specialized subreddits enable a more precise
analysis of users contending with specific eating disorder conditions.

Several prior studies have concentrated on the characterization of discourse patterns within
these Reddit communities. Research endeavors have included the analysis of long-term trends in the
usage of topics and word choices [7], the exploration of the relationship between user participation
styles and their preferences in topics [13], and the examination of discourse patterns specifically
related to self-disclosure, the provision of social support, and anonymous posting [10, 30].

Other studies of Reddit eating disorders communities have aimed to quantify and forecast
changes in user behavior. Yousrha et. al. [14] analyzed the content and the network of the pro-
eating disorders (pro-ED) community and the pro-recovery community on Reddit by applying an
approach that combines topic modeling, social network analysis, and sentiment analysis. Ashleigh
N et. al. [34] presented linguistic measures to find dramatic changes in the lives of those with eating
disorders (EDs) during the COVID-19 pandemic.

In addition to analysis focused on the relationship between linguistic measures and EDs,
there are a number of studies that have examined social interaction patterns and ED on social media.
For example, Yousrha et. al. [14] analyzed how different user interaction measures, such as the
number of posts and comments authored and received, vary between users who do and do not post

on r/Pro-Eating and r/Pro-Recovery. Other existing studies have used similar measures to study the



relationship between user interaction patterns and mental health disorders on Twitter [11,12] and the
relationship between user interaction patterns and topic usage on r/depression [13]. Many studies
use network analysis methods to measure additional properties of user interactions on social media.
Such studies typically create graphs where users are nodes and edges represent interactions between
users (e.g., commenting on a Reddit post or re-tweeting a Twitter post). They then characterize
social activity by computing metrics such as graph size, density, and clustering coefficient. While
some studies analyze per-user interaction patterns by forming a separate graph for each user [11],
others use a single social graph to study interactions at the community level [43].

2.1.3. Eating Disorders and COVID-19

Current research on the confluence of EDs and COVID-19 indicates that the impacts are
wide-reaching and felt throughout the world, as one might expect [19,25,37,44]. Two main themes
have emerged from the widespread impact: First, people are experiencing various barriers (including
social, role, and support), and second, there are unexpected benefits for those battling EDs during
the pandemic.

The study has indicated that the pandemic has caused wide-ranging social barriers amongst
those fighting EDs, including isolation and changes in accountability /responsibility [22], and these
social barriers often exacerbate existing negative behaviors. People experiencing stressful life events
such as a death in the family or a pandemic—experience a dramatic increase in harmful coping
mechanisms and weight /food control behaviors [24]. As a result, people experiencing EDs have
reported an increased usage of harmful coping mechanisms.

2.1.4. Social Media and COVID-19

Social media analysis has been used to study the impacts of the COVID-19 pandemic and the
spread of the virus. Shen et al. [33] used Granger causality tests to show that Weibo posts related
to COVID-19 symptoms or a diagnosis could be used to predict case counts up to two weeks ahead
of time in China. Ordun et al. [29] explored topics and network features in COVID-19 tweets.
They studied the propagation of information related to the pandemic and showed a relationship
between topics and government press briefings. Gencoglu and Gruber [15] created a causal model
involving Twitter activity and sentiment, COVID-19 statistics, country demographic statistics, and
government interventions. They found that country Twitter usage, new deaths, new infections, and

lockdown announcements all impact COVID-19-related Twitter activity.



2.2. Theoretical Background

To acquire a thorough understanding of the experimental design and configuration under-
pinning our research project, it is highly beneficial to delve into the foundational technical concepts
related to both topic modeling and time series analysis. We will commence this exploration by
delving into the intricacies of Latent Dirichlet Allocation (LDA) topic model, followed by a
comprehensive examination of the diverse time series models that were thoughtfully incorporated
into our research, including the application of ARIMA, Prophet, LSTM, and Transformer
models.

2.2.1. Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation (LDA), a technique in the realm of topic modeling, operates
as an unsupervised and probabilistic method geared towards the extraction of underlying themes
within a given corpus of documents [2]. Within this framework, a topic is conceptualized as a
probability distribution across a predefined vocabulary. LDA dissects the verbiage present in each
document, endeavoring to unveil the joint probability distribution that connects the observable
components (i.e., the words within the documents) with the concealed elements (namely, the latent
topic structure). Employing a Bag of Words approach, LDA abstains from assessing the semantic
nuances or contextual meanings of sentences; instead, it focuses its analysis on word frequencies.
Consequently, it postulates that the most frequently occurring words within a particular topic
essentially encapsulate the essence of that topic. For instance, if one of the topics within a document
pertains to anorexia, it is reasonable to anticipate that terms like anorexia, bulimia, and eating
disorder will manifest higher frequencies compared to non-anorexia-associated documents. The
outcome of this process yields a set of distinct topics, with those having close thematic ties grouped
together. Subsequently, a probability score is computed for each document each topic, yielding a
matrix whose dimensions correspond to the number of topics multiplied by the number of documents.

Text summarization, sentiment analysis, information retrieval, and content recommendation
are just a few of the applications that LDA and its derivatives have become increasingly important in
recent years. The potential of LDA in interdisciplinary studies has also been investigated. Examples
include studying social media data for sociological insights or biological literature for information

extraction in healthcare research.
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Modeling

The detailed step-by-step implementation of LDA topic modeling that we discuss in the
technique chapter is shown in Figure 2.1.
2.2.2. Time Series

Time series analysis is a statistical approach that focuses on looking at data points that
have been collected, recorded, or evaluated throughout a series of time periods. Each individual
datum is associated with a unique timestamp or time period inside a time series dataset, and the
dataset is systematically arranged in chronological order. Time series data is frequently seen in a
variety of industries, including meteorology, finance, economics, and many others, where it is crucial
to understand and foresee temporal trends, patterns, and linkages.

In our time series implementation, we have implemented ARIMA, Prophet, LSTM, and
Transformer.
2.2.3. ARIMA

The Auto-Regressive Integrated Moving Average (ARIMA) technique stands out as a pop-
ular approach for simulating dynamic systems. The observed variable x; is the main focus of the
ARIMA framework, and it is expected that x; may be broken down into three separate components:
trend, seasonality, and irregularity. Instead of focusing on each of these elements separately, Box
and Jenkins developed the idea of differencing the time series x;, a technique intended to get rid
of the trend and seasonal features. Following transformation, this series is handled as stationary
time series data and modeled using a combination of its historical values ("AR") and the moving

average of prior prediction mistakes ("MA"). A tuple (p, d, ¢) is commonly used to define an



ARIMA model, where p and ¢ stand for the auto-regressive and moving average component orders,

respectively, and d stands for the order of differencing that was used.

(1— f: o L1 — L) =6(1+ f: 0,L1)e; (2.1)
=1 i=1

Where L is lag operator, ¢; is the moving average part parameter, € is the error term

It’s important to remember that ARIMA may be described as a State Space Model
(SSM) [47], and that standard SSM methods like filtering and smoothing can also be used with
ARIMA. It’s crucial to recognize that ARIMA adopts a somewhat opaque methodology in that
it just considers observed data and avoids analyzing the states of the underlying system. The
generalized form of ARIMA model is given in Equation 2.1.

2.2.4. Prophet Model

The Facebook Core Data Science team created Prophet, an open-source forecasting tool. It
has been specially designed to predict time series data with daily observations exhibiting patterns
over a range of temporal dimensions. Prophet has won praise for its user-friendly interface and
ability to manage missing data, outliers, and the impact of vacations with ease. Due to this tool’s
capacity for time series forecasting, research literature has widely explored and used it.

The FB Prophet uses a Bayesian model that makes use of curve-fitting methods [20]. It
provides parameters that are simple to understand and don’t require a lot of time-series data to
make reliable forecasts. This method works especially effectively with time series data that clearly
show seasonal cycles as important causes. Additionally, it manages planned pauses or holidays in
continuous data streams effectively. When it comes to handling missing data, trend deviations,
and outlier detection, FB Prophet performs better than other tools. These variances must be
addressed in real applications like sales forecasting. It also offers libraries that are simple to use

and understand, which improves its usability.



The FB Prophet forecasting is based on an additive regressive model can be formulated as:

y(t) = g(t) + h(t) + s(t) + & (2.2)

Where y(t) is the additive regressive model, g(t) is the trend factor, s(t) is the seasonality

component, and €; is the error term.

The FB Prophet model’s implementation is a simple procedure. The first step for analysts
is to organize the dataset into a data frame with two distinct columns: ‘ds’ for the date stamp
in DateTime format and ‘y’ for the numerical forecasting measurement. Analysts then build an
instance of the Prophet() class and insert the data frame into it. Analysts can define the preferred
forecasting period and continue with the forecasting process after this phase is finished. Multiple
columns make up the resulting forecast, with the words ‘ds’ and ‘yhat’ receiving particular attention.
The anticipated values of ‘y’ are found in the ‘yhat’ column based on the historical record and
insights into future trends and seasonality patterns can be gained by graphing the values of ‘ds’
and ‘yhat’ [32].

2.2.5. LSTM

Long Short-Term Memory, sometimes known as LSTM, is a type of recurrent neural network
(RNN). RNNSs are a strong subclass of artificial neural networks that have the singular capacity to
keep internal memories of input sequences. This makes them particularly well-suited for dealing
with sequential data problems, such as time series analysis. Conventional RNNs, on the other hand,
frequently struggle with a serious difficulty known as the vanishing gradient problem, which causes
sluggish learning or even a total stop in model training [48]. The 1990s saw the introduction of
LSTMs, which were specifically created to address this issue. Long-term memory (LSTM) skills
allow for successful learning from inputs that are temporally separated from one another, which
increases their applicability for modeling long-term data.

An LSTM model is composed of three gates: forget, input, and output. The forget gate
decides whether to keep or remove existing information, the input gate determines how much new
information will be added to the memory, and the output gate controls whether the existing value
in the cell contributes to the output. The architecture of an LSTM model has been shown in Fig
2.2

10
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Figure 2.2. Architecture of LSTM unit

e Forget Gate: A sigmoid function is usually used for this gate to make the decision of what
information needs to be removed from the LSTM memory. This decision is essentially made
based on the value of H;_1 and X;. The output of this gate is F}, a value between 0 and 1,
where 0 indicates completely getting rid of the learned value, and 1 implies preserving the

whole value. This output is computed as:

Fy = o(Wy, [Hea], Wy, [Xi], by) (2.3)

where by 1s a constant and called the bias value.

e Input Gate: This gate makes the decision of whether or not the new information will be
added to the LSTM memory. This gate consists of two layers: 1) a sigmoid layer, and 2)
a “tanh” layer. The sigmoid layer decides which values need to be updated, and the tanh
layer creates a vector of new candidate values that will be added to the LSTM memory. The

outputs of these two layers are computed through:

Iy = o (Wi, [He—a], Wi, [X4], bi) (2.4)

11



Cy = tanh(We, [Hy—1], We, [ X4], be) (2.5)

T

in which I; represents whether the value needs to be updated or not, and C; indicates a
vector of new candidate values that will be added to the LSTM memory. The combination
of these two layers provides an update for the LSTM memory in which the current value is
forgotten using the forget gate layer through manipulation of the old value (e.g. C;_1) followed
by adding new candidate value Iy x C;. The following equation represents its mathematical

presentation:

Ct = Ft * Ct—l -+ It * Ct (26)

where Fj is the result of the forget gate, which is a value between 0 and 1 where 0 indicates

completely getting rid of the value; whereas, 1 implies completely preserving the value.

Output Gate: This gate first uses a sigmoid layer to make the decision of what part of the
LSTM memory contributes to the output [35]. Then, it performs a non-linear tanh function to
map the values between -1 and 1. Finally, the result is multiplied by the output of a sigmoid

layer. The following equation represents the formulas to compute the output:

O = o(Wo,, [Hi-1], Wo, [Xt], bo) (2.7)

Ht = Ot * tanh(Ct) (28)

where Oy is the output value, and Hy is its representation as a between -1 and 1.

2.2.6. Transformer

The Transformer design was first presented by Vaswani et al. (2017) [41] in Google’s publi-

cation, "Attention Is All You Need," in which they proposed a method called "Self-attention."

The transformer paradigm was specifically suggested for machine translation or sequence-to-sequence

translation. However, it has proven to be incredibly effective in other fields including speech recogni-

tion, image generation, and time series analysis. Numerous modifications have been suggested over

the years to enhance the efficiency of Transformers. However, we concentrated on the fundamental

design suggested by Vaswani et al [41]. in our research.
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Figure 2.3. Transformer model architecture [47]

Key Components: At its core, the Transformer architecture comprises several key com-
ponents that enable its effectiveness in capturing dependencies within the sequence of data. Fig

2.3 illustrates the components of typical transformer architecture. These components include:

e Self-Attention Mechanism: One of the hallmark features of the Transformer architecture
is the self-attention mechanism. This mechanism allows the model to weigh the importance of
different positions in the input sequence, facilitating the capture of long-range dependencies.
For example, "The animal didn’t cross the street because it was too tired”. In this sentence,
what does "it" in the sentence refer to? It refers to "animal”. When the model is processing
this word, it should be able to associate "it" with "animal” and NOT "street”. The self-
attention layer takes care of this and it is very core to why it has been used remarkably in

machine translation. Mathematically self-attention can be defined as follows:

T

Attention(Q, K, V) = softmax(———
vy,

W (2.9)
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Where Q, K, and V are matrices representing queries, keys, and values respectively, and dy,
1s the dimension of the keys. The softmaz operation ensures that the attention score sums to

1, making it a weighted average of the value.

Positional Encoding: Positional encoding describes the order or position of each entity
in a sequence so that each position is assigned a unique representation. The transformer
model does not contain any recurrence or convolution. In order to make the model able to
use the sequence, Vaswani et al [41] injected the relative or absolute position of the tokens
in the sequence. For this, the "positional encodings" are added to the input embeddings to
process modified input in parallel. The position encoding uses the same dimension as the
input embedding di. The basic transformer architecture uses sine and cosine functions of

different frequencies.

. poOs
PE(pos 2i) = Sm(j) (2.10)
10000 9
pos
PE(pos,2i+l) - COS( ﬂ) (211)
10000 4k

where pos is the position of a entity in the sequence, dy, is the dimension of output embedding
space, PE position function mapping a position pos in the input sequence to the positional

matriz, and i is the index of output dimension.

Encoder: As shown in Fig 2.3, the encoder block consists of a self-attention layer and a
feed-forward layer connected back-to-back with a normalization layer. There are residual con-
nections between each encoder which are commonly used techniques for training deep neural
networks and help in training by preserving input representation. The layer normalization
operation is also commonly used in neural networks for processing sequential data. It helps
with the faster convergence of the model training. The feed-forward layer comprises two linear
layers with a ReLU activation function. The output of an encoder block is used as an input
to the next encoder block. The input to the first encoder block consists of the sum of word

embeddings and positional encoding (PE) vectors.

Decoder: Each decoder block consists of similar layers and operations as the encoder block.

The decoder takes as input the encoded representations of the source sequence generated

14



by the encoder [1]. Inside a decoder, three layers included (1) self-attention layer, (2) feed-
forward layer, and (3) encoder-decoder attention layer. There are also residual connections and
normalization operations with the intention of encoder. The purpose of having an encoder-
decoder attention layer is to allow the decoder to focus on different parts of input tokens while
generating the output sequence. This helps the decoder to keep aligned with the source and

target sequence.
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3. METHODOLOGY

The methodology chapter of this research thesis acts as an essential framework for explaining
the methodical technique utilized to look into and address the research issues or hypotheses. In this
chapter, we outline the specific methods, techniques, and procedures utilized to collect and analyze
data, ensuring the rigor and reliability of our study. This comprehensive study not only provides
transparency into our research procedures but also makes it easy for other researchers to evaluate
and replicate our study. We begin the chapter by providing an overview research architecture of our
study, followed by a description of data collection methods, data analysis techniques, and ethical
considerations that guided our investigative journey. We intended to lay a strong foundation for
the results and conclusion of this thesis by carefully outlining our methodological decisions, thereby
advancing knowledge in the area of study we have selected.

3.1. Research Architecture

In Fig: 3.1, we have shown an overview of the research architecture of our study. We start
by extracting data from our target (eating disorders) population. Then we perform data analysis
and extract linguistic and network features. With our analyzed data, we implement LDA topic
modeling to categorize the best topics discussed in the data, build a graph network, and investigate
its properties. We also introduce time series intervention analysis. Finally, we interpret the feature
by visualizing the comparison between topics, graph networks, and time series with their pre-COVID
and mid-COVID pandemic.

3.2. Data Collection

In the course of this study, we collected data from forums (subreddits) on the website of
Reddit.com which had been ranked as the sixth most visited website in the US and ninth worldwide
in 2023'. We scrapped Reddit posts and comments from March 2018 to February 2022 using the
Pushshit APT [3]. The World Health Organization as well as the United States declared COVID-19
as a global health emergency on March, 20202. We divided our data into two groups. Two years prior

to the declaration of the pandemic (March 2018 to February 2020) as Pre-Pandemic data and two

'Reddit.com website ranking
2COVID-19 emergency declaration
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Figure 3.1. A general overview of the research architecture of our system

years after the declaration of the pandemic (March 2020 to February 2022) as Mid-Pandemic data.
We collected data from three eating disorders subreddits r/EatingDisorders, r/AnorexiaNervosa,
and r/BingeEatingDisorder. There are a few reasons why we have selected these subreddits for
our research study. First of all, there was a significant amount of increase number of posts and
comments from pre-pandemic to mid-pandemic time. Secondly, overall subreddit group size and
active members. Finally, because the subreddits provide support for different eating disorders, their

users may have been affected differently by COVID-19.

r/EatingDisorders | r/AnorexialNervosa | r/BingeEatingDisorder | Total

Post 2,345 9,125 11,943 19,413

Comment 11,552 19,620 07,864 89,036

Table 3.1. Pre-pandemic subreddit data

Table 3.1 shows statistics on the number of posts and comments made in the three subred-
dits we chose prior to the epidemic, whereas Table 3.2 shows data for the middle of the outbreak.
It is obvious that from the pre-pandemic to the mid-pandemic era, the number of posts and com-

ments on r/EatingDisorders nearly doubled. The number of posts and comments on the subreddits
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r/EatingDisorders | r/AnorexialNervosa | r/BingeEatingDisorder | Total
Post 3,569 16,283 20,093 39,945
Comment 18,804 73,986 91,374 184,164

Table 3.2. Mid-pandemic subreddit data
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Figure 3.2. Data clearing and preparation steps

r/AnorexiaNervosa and r/BingeEatingDisorder increased by more than a factor of two during the

middle of the epidemic.

3.3. Data Cleaning and Preparation

In the primary component of our architecture, as illustrated in Figure 3.1, we utilized the

API to collect the data of interest, which was then stored in CSV file format. The subsequent

phase of our research entails the essential steps of data cleansing and preprocessing, preparing it for

further analysis. For a detailed account of how we managed data marked as "deleted" or "removed"

within posts and comments, please consult Appendix 5.2.

Figure 3.2 illustrates the data cleaning and preparation procedures employed in our research

project. The sequence of steps we executed encompassed the following:

e Raw Data: Pushshift represents a RESTful APT [3] that offers comprehensive functionality

for Reddit data retrieval, along with the capability to perform robust data aggregations. This

API allows us to swiftly access the specific data of interest and uncover intriguing correlations

within Reddit content. Our data collection process involves gathering post-related information
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through this API, encompassing post title, post body, post ID, user ID, date and time of

posting, and the number of comments.

Subsequently, we utilize the official Reddit API, Python Reddit API Wrapper (PRAW),
to download all comments associated with a particular post using its unique post ID. This
enables us to merge the post and its corresponding comments, creating a comprehensive

document for each post, which we commonly refer to as a "document."

Removal of Emojis and Improper Words: As we are aware, Reddit text data is inherently
unstructured, containing a variety of elements such as images, videos, emojis, URLs, and
inappropriate language. This particular stage assumes a critical role within our data cleaning
process, as its primary objective is the elimination of these elements from the dataset. In this
phase, we employ a comprehensive set of regular expressions [4] to meticulously detect and

subsequently remove irrelevant elements from the textual data.

Sentence Tokenization: Sentence tokenization, a fundamental NLP technique, involves
dividing a text or longer piece of content into discrete sentences. This process is commonly
employed in natural language processing (NLP) and text analysis to break down text into
meaningful units, which are typically sentences. In our data processing, we utilize sentence
tokenization to extract significant sentences from our dataset. To accomplish this, we employ
the Natural Language Toolkit (NLTK) Python library, which aids in generating these sentences

efficiently.

Word Tokenizer: The granularity of a word-level tokenizer is the surface forms of words,
i.e., it splits text according to the spaces between words [39]. Word-level tokenization does
not require any vocabulary training since one can apply it just by splitting the text with white
space characters. In our data processing steps, after sentence tokenization, we apply word-
level tokenization and remove the stop words in the English language. To get the significant

tokens from our dataset, we use the SpaCy Python library.

Lemmatization: Lemmatization typically involves a systematic approach that relies on

vocabulary and morphological analysis of words, primarily aiming to eliminate inflectional
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endings while returning the base or dictionary form of a word, referred to as the lemma?.

This process holds a pivotal role in our data processing pipeline as it standardizes the various
forms of a word into a common form. By carefully considering the context, meaning, and part
of speech within a sentence, as well as the context of neighboring sentences, lemmatization
accurately identifies the lemma of a word. In our study, lemmatization plays a significant
role in structuring the dataset by grouping words that share a common root. To achieve this,

we employ the SpaCy Python library to generate lemmas from tokens, retaining only those

lemmas classified as NOUN, ADJECTIVE, VERB, and ADVERB.

e Removal of Less Frequent Words: Our data cleaning pipeline’s final step is to get the
lemmatized representation of each token located in the related texts. At this point, we build
a term-frequency-inverse-document-frequency (tf-idf) metric to assess each lemma’s
significance over the full corpus or dataset in a thorough manner. By emphasizing the inclusion
of the most pertinent terms to improve our analytical outcomes, this methodical exclusion of
less significant lemmas is a crucial technique targeted at optimizing the performance of our

data analysis.

3.4. Data Analysis

The central aim of our research is to investigate the transformation of activity within eating
disorder subreddits as it shifted from the pre-pandemic to mid-pandemic periods, employing a
comparative study approach. To achieve this objective, we have structured our data analysis into

three distinct phases:

(i) Our initial phase involves topic modeling applied to both pre-pandemic and mid-pandemic

datasets, enabling us to extract valuable insights.

(ii) In the subsequent phase, we perform a comprehensive social network analysis, quantifying

user activity and interactions within these subreddits.

(iii) Finally, our third phase employs time series analysis to discern whether significant changes

in activity patterns occurred during the pandemic period.

3Lemmatization definition
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3.4.1. Topic Modeling

To study the changes in discussion content that occurred during the pandemic, we use Latent
Dirichlet Allocation (LDA) topic modeling [5]. The reason behind choosing LDA topic modeling
is that it is an unsupervised machine learning method and does not require preliminary classifi-
cation of the documents. LDA has shown great results in online communities relating to mental
disorders [4,6,27]. To understand the discussion topics that are common within r/EatingDisorders,
r/AnorexiaNervosa, and r/BingeEatingDisorder, we train a single topic model on combined posts
and comments from these three subreddits. This provides us with a set of topics, where each topic is
defined as a distribution over words. We use this trained model to infer topic distributions for each
of the subreddits. This helps us analyze changes in the respective subreddits from pre-pandemic
to mid-pandemic times. We ensure that discussions from each of the subreddits are equally repre-
sented in our dataset over the timeline. We use the implementation of LDA topic modeling provided
in the GENSIM Python Library [31] and train models with & = 5,10, .....,50 topics. We select a
single model to use in our analysis by examining their coherence scores, a measure of the semantic
similarity of high-probability words within each topic [26]. As coherence tends to increase with
increasing k, we select k as the first local maxima of coherence scores for each of the subreddit data
pre-pandemic and mid-pandemic.

In the result chapter, we list the k topics obtained from our topic model along with the
highest probability words associated with each topic. We also provide labels that summarize the
essence of each topic, which we create by examining their representative words.

3.4.2. Social Network Analysis (SNA)

Social Network Analysis (SNA) is the study of relations between individuals [36]. It is an
interdisciplinary descriptive, conceptual, and empirical framework that represents complex systems
as networks. The individual who contributes to the group is presented as a node, and the relationship
is presented as an edge of the network.

Our research focuses on investigating alterations in social interaction patterns within each
subreddit. To accomplish this, we establish a set of user interaction metrics, drawing inspiration

from previous research in network analysis as applied to social media platforms. [36,45,46].
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In order to carry out our Social Network Analysis (SNA), our initial step involves modeling
our community as a social interaction graph denoted as G = (N, E), where N represents the indi-
viduals who post and comment within the subreddit, and E constitutes the collection of interactions
among them. Here, an interaction is defined as a reply or a comment on a comment within the
community. In our study, we use an undirected link and remove self-loops in order to maintain the
integrity of our metrics calculations. Social network analysis involves a variety of tasks [36]. We
then compute twelve metrics commonly used to characterize graphs as our user interaction mea-
sures [4], which are described in detail in the Table ??. We use the NetworkX library [17] to assist
with graph creation and metric extraction.

3.4.3. Time Series Analysis

In our research investigation, we apply time series models to predict user activities, specifi-
cally focusing on the count of posts and comments. We conduct a performance evaluation of these
time series models, drawing inspiration from two distinct prior research approaches. Firstly, in the
study by Mrinal Kuram and colleagues [23], they assess the impact of an event on user activity
in mental health subreddits. Their method involves using a t-test to compare observations made
"before" and "after" a significant event. Secondly, in the work of Neo Wu and the team [47], they
employ a Transformer-based time series model and conduct a comparative analysis of its perfor-
mance in relation to both state space models and deep learning models. We use ARIMA , Prophet,
LSTM, and Transformer models to forecast user activities through posts and comments count
and compare model performance with respect to ARIMA model.

Time Series Data: In our analysis, we examine the quantification of daily posts and
comments within each subreddit over a specific time frame. This period encompasses two years
(731 days) leading up to the COVID-19 pandemic declaration in the United States and two years
(730 days) following this declaration. Our approach involves utilizing three distinct levels of data
to evaluate user engagement within a given subreddit. The first level is post count, which serves
as an indicator of users’ tendencies to seek assistance or share information. The second level is
comment count, reflecting users’ interest in providing support through advice and personal experi-
ences. Lastly, we consider a combined count of both posts and comments, offering a comprehensive

overview of the subreddit’s overall activity.
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Original Search Terms Additional Terms

2019-ncov COVID mers SARSCOVID19 | corona rona

2019ncov COVID-19 sars wuflu outbreak  sars-cov-2

coronavirus COVID19 SARS2 Wuhan pandemic virus
Table 3.4. Lexicons of COVID-19 terms

To ensure consistency in our analysis, we apply min-max scaling to all the data, a technique
that utilizes the minimum and maximum values within the dataset for normalization. Furthermore,
we divide the data into training and testing sets, maintaining a uniform 2:1 ratio for all the models.
As a pre-processing step, we employ a seven-day rolling mean to smooth the dataset, effectively fil-
tering out short-term fluctuations and outliers. This enables us to better understand the underlying
trends and patterns in the data.

ARIMA Model: The ARIMA model has been chosen for its effectiveness in handling
univariate time series data, aligning with the nature of our dataset and research objectives. Following
an exploratory data analysis, it has become evident that differencing (integration) is required to
achieve stationarity in the data. Consequently, we adopt the ARIMA (p, d, q) model, where ’p’
represents the autoregressive order, ’d’ signifies the degree of differencing, and ’¢’ indicates the
moving average order.

For the implementation of the ARIMA model, we have leveraged the Statsmodels library in
Python. The model is fitted to the training data, allowing it to learn the necessary parameters for
forecasting future values. To optimize the model’s performance, an extensive grid search has been
conducted, encompassing a wide range of hyperparameters (p,d,q)(see in table 3.5 and 3.6).

The aim of this hyperparameter tuning process is to identify the configuration that strikes a
balance between the AIC (Akaike Information Criterion) and BIC (Bayesian Information Criterion)
scores. This meticulous tuning procedure ensures that the ARIMA model is fine-tuned to the specific
characteristics of each dataset, resulting in improved forecasting accuracy.

We evaluate the model’s performance using the Root Mean Square Error (RMSE) as the
primary metric. The RMSE results are presented in Table 4.10 for the pre-pandemic dataset and

in Table 4.11 for the mid-pandemic dataset. These RMSE values are subsequently used for a
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comprehensive comparative analysis with other forecasting models, including Prophet, LSTM, and
Transformer-based models.

Prophet Model: In our implementation of the Prophet model, we have opted for this
specific forecasting tool due to its well-documented effectiveness in handling time series data, espe-
cially in situations where distinct seasonal patterns and holidays play a significant role. Prophet, an
open-source forecasting tool developed by Facebook, demonstrates particular suitability for datasets
characterized by strong seasonal components.

To operationalize the Prophet model, we have leveraged the prophet library available in
Python. The model’s setup configuration is outlined in Equation 2.2. Here, we define the trend
using ¢(i), allowing us to model both linear and non-linear trends in our time series data. We
carefully select the appropriate trend component that best aligns with our use case.

The seasonality of our data is captured by s(t), and we approximate it using a Fourier series.
Given our practice of smoothing the data on a weekly basis, we opt for yearly seasonality, omitting
the optional weekly and daily seasonality components. This approach is well-suited to our dataset’s
characteristics.

The third term, h(t), pertains to holidays. We have observed that incorporating a list of
U.S. holiday dates results in reduced error for the majority of our time series data in the pre-COVID
period. This observation is likely attributed to the fact that the Reddit user population is primarily
centered in the United States, rendering the inclusion of U.S. holidays a valuable adjustment to our
model.

We perform a grid search over the model’s hyper-parameters (see in table 3.5 and 3.6) to
identify the configuration that yields the best performance. The model is fitted to the training data
with optimized hyper-parameters. The fitted model is then used to forecast future value for both
pre-pandemic and mid-pandemic periods. The performance of this model has shown in table 4.10
and 4.11.

LSTM Model: The selection of a deep learning-based LSTM model stems from its ability
to effectively capture long-term dependencies within sequential data. To prepare the time series
data for LSTM modeling, we adopt a supervised machine learning framework. When working with
a time series comprising N data points, denoted as xy_n+1, ..., Tt—1, 2, and aiming for M step

ahead prediction, the transformation entails constructing input (X) and output (Y) sequences. In
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this context, the input sequence X encompasses the data points from x;—_ N1, ..., 24—pr, while the
output sequence Y comprises the data points from xy_asy1, T ary1..., e—1, 2. It’s worth noting
that each data point z; may represent either a single scalar value or a vector containing multiple
features. For our specific investigation, we set N to 7 and M to 1 as we prepare the data for input
into the LSTM model.

In our quest to optimize the LSTM model’s performance, we executed a grid search across
the model’s hyperparameters, as detailed in tables 3.5 and 3.6, to identify the configurations that
yield the most favorable results. After selecting the optimal hyperparameters, we trained the model
on the training data. As a regularization technique, we applied a dropout rate of 0.2 to the LSTM
layers. The training process employed the Adam optimizer with a learning rate set at 0.02.

Following the model’s training, we used it for forecasting future data points, and the com-
puted performance metrics are documented in tables 4.10 and 4.11.

Transformer Model: Our Transformer-based time series forecasting model follows the
original Transformer architecture (Vaswani et. al. [41]) consisting of encoder and decoder layers.

The encoder comprises an input layer, a positional encoding layer, and a series of identical en-
coder layers. Initially, the input layer transforms the input time series data into a d,,,qe;-dimensional
vector using a fully-connected network, a crucial step for enabling the model’s multihead attention
mechanism. To encode sequential information within the time series data, positional encoding em-
ploys sine and cosine functions. This is achieved by element-wise addition of the input vector with a
positional encoding vector, generating a resultant vector. Subsequently, this vector is passed to the
encoder layers. Each encoder layer includes two sub-layers: a self-attention sub-layer and a fully-
connected feed-forward sub-layer. After each sub-layer, a normalization layer is applied. Ultimately,
the encoder produces a d,;oqe-dimensional vector for input to the decoder.

We utilize a decoder design reminiscent of the original Transformer architecture introduced
by Vaswani et. al. [41]. The decoder consists of the following components: an input layer, four
decoder layers that are identical in structure, and an output layer. The decoder’s input commences
with the final data point from the encoder input. The input layer then transforms this decoder
input into a vector with a dimensionality of d;,odei-

In addition to the two sub-layers found within each encoder layer, the decoder incorporates

a third sub-layer dedicated to applying self-attention mechanisms over the encoder output. Lastly,
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there is an output layer responsible for mapping the output of the last decoder layer to the desired
target time sequence.

To enhance the predictive capabilities of our model, we employ look-ahead masking and
introduce a one-position offset between the decoder input and the target output within the decoder.
This strategic approach ensures that the prediction of a data point in the time series depends solely
on the preceding data points.

During the model training process, we follow a similar approach to training LSTM models,
treating it as a supervised machine learning task. Specifically, we train the model to predict a single
data point in the future based on the information from the previous seven training data points.

The encoder is provided with the input sequence (x1,x2,x3, x4, x5, z¢), and the decoder
input consists of (xg,x7). The primary objective of the decoder is to generate the output xg. To
ensure that the model’s attention mechanism doesn’t inadvertently focus on data from the future
when making predictions, we apply a look-ahead mask. This look-ahead mask restricts the attention
mechanism to consider only the data points up to x7, specifically x¢ and xz7 when predicting zg.

In other words, when the model is predicting the target data points z7 and xg, the look-
ahead mask ensures that the attention weights are exclusively placed on zg and x7. This precaution
prevents the decoder from gaining information about xg from its decoder input, maintaining the
integrity of the predictive process. The hyper-parameters while training the model are listed in
table 3.5 and 3.6. The performances of the trained model on test data are shown in table 4.10

and 4.11.
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4. RESULT AND DISCUSSION

4.1. How Extensively is the Topic of COVID-19 Addressed within the Selected Sub-
reddits?

The primary objective of this study is to gauge the extent of COVID-19-related discussions
across these three subreddits. This metric will enable us to assess the potential influence of COVID-
19 on our other measurement parameters. Alternatively, this also serves as an indicator of the extent
to which users are focused on the pandemic. To approach this research, we draw inspiration from
the work conducted by Laura et al. [4]. In our analysis, we utilize the COVID-19 terminology
provided in Table 3.4 to calculate the proportion of posts and comments per month that reference
terms associated with COVID-19.

Result: The findings are presented in Figures 4.1 and 4.2. Figure 4.1 illustrates the per-
centage of posts related to COVID-19, while Figure 4.2 represents the percentage of comments. It’s
evident that discussions surrounding COVID-19 are prevalent in all three subreddits. Furthermore,
the analysis reveals that these discussions had a gradual onset in January 2020 and significantly
increased in March 2020.

Notably, the r/EatingDisorder subreddit exhibits a higher proportion of COVID-19-related
discussions in the posts, whereas r/BingeEatingDisorder features a greater prevalence of such dis-
cussions in the comments. This indicates that the dialogue concerning COVID-19 occurs across
both post and comment sections over the duration of the study period.

Discussion: It’s noteworthy that all three subreddits display a gradual rise in COVID-
19 discussions starting in January 2020, with peak activity observed in March 2020. Notably,
r/EatingDisorder stands out with a higher prevalence of COVID-19-related discussions compared to
the other two subreddits. Interestingly, in May and June, there is a further increase in discussions in
r/EatingDisorder, which suggests that users in this community may have been particularly affected
by eating disorder issues stemming from the impact of COVID-19. Moreover, figure 4.1 illustrates
a second pick from January 2021 to May 2021 of the r/EatingDisorder subreddit which strongly

supports the second wave impact of COVID-19 on eating disorder people.
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The proportion of posts in r/BingeEatingDisorder and r/AnorexiaNervosa peaks in March
and April 2020 before gradually declining over the study period. This trend can be attributed to
the initial phases of isolation and lockdown measures, which marked the first experience of such
conditions for many individuals. The implementation of social distancing, restrictions on in-person
interactions, and the shift to working from home significantly disrupted daily routines and activities.
Consequently, these disruptions could have influenced eating patterns, rendering individuals more
susceptible to irregular eating behaviors, including overeating.

Figure 4.2 illustrates the proportion of comments related to COVID-19. Notably, the
r/BingeEatingDisorder subreddit’s comment section exhibits a higher prevalence of discussions con-
cerning COVID-19 compared to the other two subreddits. In contrast, there is a lower percentage
of comments mentioning COVID-19 in r/EatingDisorder compared to posts. This observation can
be attributed to the fact that when COVID-19 is already mentioned in a post and a conversation
is initiated, users in the comment section do not necessarily need to explicitly mention COVID-19,
as the context is already established.

When determining the starting point for the COVID-19 period in our research analysis, we
selected March 1, 2020, as a meaningful date. On this date, the United States, where a significant
portion of Reddit users reside, began to address COVID-19 in a more concerted manner. March
1 closely followed the first reported COVID-19 death in the United States on February 28, and it
preceded subsequent developments such as school closures and state lockdowns. Our analysis also
reveals that discussions related to COVID-19 on these r/EatingDisorder subreddit reached their
peak in March and April, coinciding with the period when the virus started to significantly impact
people’s lives.

4.2. Do Conversational Shifts in Eating Disorder Subreddits Differ Amidst COVID-19?

Providing a deeper comprehension of the subjects and debates in these communities, we
employ the LDA topic model, utilizing both post and comment data. By comparing the results of
topic modeling before and during the pandemic, we enhance our understanding of the communities.
Additionally, we integrate these findings with various analyses to gain a more comprehensive insight
into these online communities.

Result: Tables 4.1 to 4.6 present the outcomes of our LDA topic model. This model was

developed using the pre-processed data from both pre-pandemic and mid-pandemic periods for each
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subreddit. Detailed information on our approach to constructing this model can be found in Section
3.4.1.

Discussion: Table 4.1 displays the topics that were discussed in the pre-pandemic data
of the r/EatingDisorder subreddit. In contrast, Table 4.2 illustrates the topics from the mid-
pandemic data. Our coherence analysis revealed the presence of 19 predominant topics in both the
pre-pandemic and mid-pandemic datasets of the r/EatingDisorder subreddit. To enhance our un-
derstanding of the discussion evolution from the pre-pandemic to mid-pandemic data, we manually
assigned topic labels to each of these topics. These labels were based on our observations of the
high-probability words provided by the model.

We observe several topics that were discussed both before and during the pandemic period,
indicating a degree of continuity in the community’s conversations. Topics such as "BODY IMAGE,"
"RECOVERY NAVIGATION," "SUPPORTIVE RELATIONSHIPS," "EXERCISES," "TREAT-
MENT OPTIONS/RESOURCE," "RESEARCH AND INFORMATION," and "ADOLESCENTS
AND ANXIETY/YOUTH MENTAL HEALTH" remained consistent. These topics reflect a com-
mon context of discussion, suggesting that the community maintained some shared interests across
both time periods.

In contrast, during the mid-pandemic, we noticed a significant increase in discussions re-
lated to COVID-19. The "EATING HABIT IN COVID" topic revolved around meal planning,
dietary choices, calorie intake, and healthy eating during the pandemic. The "SEEKING SUP-
PORT COVID" topic centered on seeking help, advice, treatment, support, and recovery strategies
from the community during the pandemic. The "POST-COVID EXPERIENCE" topic shared in-
formation about individuals’ experiences after being infected by COVID-19, including details about
taste, weakness, recovery advice, and more.

Furthermore, there were topics like "BALANCED/HEALTHY DIET", "EMOTIONAL
STRUGGLES", "SYMPTOMS", and "CALORIE INTAKE". These topics were associated with
the aftermath of the COVID-19 pandemic and reflected the community’s evolving concerns during
that time.

Table 4.3 presents the topics discussed in the pre-pandemic data of the r/AnorexiaNervosa
subreddit, while Table 4.4 displays topics from the mid-pandemic data. The coherence scores

indicated the presence of 17 dominant topics in both datasets of the r/AnorexiaNervosa subreddit.
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To enhance clarity, we manually assigned annotated topic labels to each set of words generated by
the model.

It is evident that numerous topics were discussed both before and during the pandemic, in-
dicating a consistent pattern of conversation within the community. Topics such as "POSITIVITY
AND HOPEFULNESS/POSITIVITY," "DIAGNOSING ANOREXIA NERVOSA /EXPERIEN-
CING ANOREXIA," "GAME OVER MENTALITY/NEGATIVE PERCEPTION," "PHYSICAL
SYMPTOMS/PHYSICAL HEALTH AND SYMPTOMS," "TREATMENT AND SUPPORT," "PER-
SEVERANCE AND RECOVERY," and "FOOD CRAVINGS/ENJOYING FOOD" remained con-
sistent across both time periods. This suggests that users maintained discussions on these shared
interests throughout both time periods.

Nevertheless, there are notable shifts in the topics discussed after the onset of the pandemic.
One dominant topic revolves around the rules and regulations of the r/AnorexiaNervosa subreddit,
encompassing discussions about subreddit rules, posts, comments, and the actions (such as imme-
diate reporting) taken for violations of community regulations. Another prominent topic centers
on "POST-COVID EXPERIENCE," addressing aspects like COVID-19, medications, side effects,
pain, and stomach issues. Additionally, there’s a focus on "LOCK DOWN AND FAMILY," reflect-
ing discussions related to lockdown measures, family dynamics, and the impact of the pandemic
on various aspects of life. These shifts indicate that the community was significantly influenced
by the COVID-19 pandemic, with members seeking advice and information about maintaining a
"BALANCED DIET" and "EXERCISES" during these challenging times.

Table 4.5 presents the topics that were discussed in the pre-pandemic dataset of
r/BingeEatingDisorder, while Table 4.6 displays topics from the mid-pandemic dataset. Coherence
scores indicated the presence of 17 dominant topics in the pre-pandemic data and 19 dominant
topics in the mid-pandemic data of r/BingeEatingDisorder. Annotated topic labels were assigned
to each set of words generated by the model to facilitate understanding and analysis.

It’s evident that r/BingeEatingDisorder exhibited similar trends to the other two subreddits.
Topics such as "SEEKING HELP/PROFESSIONAL HELP," "COMMUNITY HELP," "MENTAL
HEALTH/MENTAL DISORDERS," "POSITIVITY," "INSOMNIA," "EMOTIONS," "TREAT-
MENT," and "ADDICTION/ADDICTIVE BEHAVIORS" displayed consistent discussions across

both time periods.

34



However, Table 4.6 demonstrates that the r/BingeEatingDisorder community was indeed
affected by COVID-19 restrictions. The "COVID RESTRICTION" topic refers to lockdown restric-
tions that individuals experienced during the pandemic. The "DAILY ROUTINE" topic reflects
changes in people’s daily activities and mobility due to pandemic-related lockdowns. Furthermore,
the "FAMILY CONCERNS" topic underscores people’s worries about their family members and
their eating habits during the pandemic. These findings highlight the pandemic’s influence on the
community’s discussions and concerns.

4.3. Do Alternations in Social Interaction Patterns in Eating Disorder Subreddits Dif-
fer During COVID-19?

Our research aims to examine the shifts in social interaction dynamics within three chosen
eating disorder subreddits, comparing the pre-pandemic period to the mid-pandemic period. To
achieve this, we constructed separate social networks for each subreddit during both time periods.
These networks help us measure social interaction, as detailed in table 77, and we further analyze
the alterations in network structure by calculating various centrality metrics.

Result: Tables 4.7, 4.8, and 4.9 present the social interaction metrics for the
r/EatingDisorder, r/ AnorexiaNervosa, and r/BingeEatingDisorder subreddits, respectively. We ob-
serve significant shifts in these metrics across all three subreddits.

There is a noteworthy increase in the number of nodes and edges when transitioning from the
pre-pandemic to the mid-pandemic period for all three subreddits. Additionally, there is a substan-
tial rise in the count of connected components for r/AnorexiaNervosa and r/BingeEatingDisorder,
while r/EatingDisorder experiences a decrease in this count.

However, we note a decrease in network density, clustering coefficient, and mean shortest
path for all three subreddits. Notably, the network diameter remains unchanged for r/EatingDisorder
and r/AnorexiaNervosa, except for r/BingeEatingDisorder.

Figure 4.3, 4.4, and 4.5 present the comparison in Betweenness, Closeness, Degree cen-
trality, and Page Rank between pre-pandemic and mid-pandemic social network on each of the
subreddits. These figures reveal significant changes in each centrality measure.

Discussion: With the exception of Node Count, all the metrics we measured are related to
the connectivity within the social network. The increase in Node Count represents the growth in the

number of unique users in the subreddit. Additionally, the rising number of Edge Counts signifies
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Figure 4.3. Comparison of betweenness, closeness, degree centrality, and page rank between pre-
pandemic and mid-pandemic of r/EatingDisorder social network.

increased user engagement within the subreddit, such as seeking help, commenting on others’ posts
for guidance, sharing experiences, and expressing their feelings. This increase indicates that the
COVID-19 pandemic has had a significant impact on a large number of individuals, prompting
them to turn to Reddit for discussions related to eating disorders on a larger scale.

Furthermore, the rise in Connected Component Count and Cluster Coefficient, coupled with
the decrease in Network Density within r/AnorexiaNervosa and r/BingeEatingDisorder subreddits,
indicates that the users in these networks are sparsely connected in comparison to the network size.

This suggests that users are primarily engaged in specific discussions and are less likely to post
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Figure 4.4. Comparison of betweenness, closeness, degree centrality, and page rank between pre-
pandemic and mid-pandemic of r/AnorexiaNervosa social network.

unnecessary comments on other users’ content. The increase in connected components also suggests
a broader range of topics being discussed in these subreddits. This observation is consistent with
our findings from topic modeling (as discussed in section 4.2), where we identified a wide array of
prominent topics being discussed during both time periods.

The decrease in the Mean Shortest Path observed on each of the subreddits indicates that
users are becoming more interconnected and closer to one another within these communities. This
finding reflects the increased impact of COVID-19, which has heightened concerns related to eating

disorders, compelling individuals to seek assistance and support from online communities.
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Figure 4.5. Comparison of betweenness, closeness, degree centrality, and page rank between pre-
pandemic and mid-pandemic of r/BingeEatingDisorder social network.

In Figures 4.3(a), 4.4(a), and 4.5(a), we observe the betweenness centrality comparisons
between the pre-pandemic and mid-pandemic periods for r/EatingDisorders, r/AnorexiaNervosa,
and r/BingeEatingDisorder, respectively. The increased Node Count of betweenness values in the
mid-pandemic data indicates the growing significance of user connectivity within the social network.
Users are now playing a pivotal role in connecting with other users, emphasizing their influence on
network interactions.

In Figures 4.3(b), 4.4(b), and 4.5(b), we observe that users have become closer to each

other during the COVID-19 pandemic in each subreddit. This is evident from the Node Count
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value of closeness centrality, reflecting an increase in user engagement and activeness in seeking
social support within online communities during the epidemic period.

Figures 4.3(c), 4.4(c), and 4.5(c) present the degree centrality of r/EatingDisorders,
r/AnorexiaNervosa, and r/BingeEatingDisorder. These figures illustrate the increased involve-
ment of new users in each of the subreddits during the COVID-19 pandemic. Notably, both
r/AnorexiaNervosa and r/BingeEatingDisorder experienced a higher influx of new users contribut-
ing to the community compared to r/EatingDisorders, which corresponds with the Node Count in
these subreddits.

PageRank is an algorithm widely used to assess the influence or significance of web pages,
notably employed by search engines like Google to rank web pages based on their relevance to search
queries. In the realm of social networks, PageRank serves the purpose of identifying influential
nodes within the network, essentially nodes that are easily accessible from other nodes. Figures
4.3(d), 4.4(d), and 4.5(d) present the PageRank results for r/EatingDisorders, r/AnorexiaNervosa,
and r/BingeEatingDisorder, respectively. The graphs indicate that the number of influential users
is relatively low in both the pre-pandemic and mid-pandemic periods, aligning with our earlier
observations. It’s worth noting that new users have made more substantial contributions to these
communities during the epidemic, underscoring the extensive impact of COVID-19 on individuals
dealing with eating disorders.

Our findings suggest that users within these communities have heightened their interactions
with other users in a more inclusive manner, rather than forming tightly-knit groups that primarily
engage with each other.

4.4. Analyze Performance of Time Series Forecasting Models on Post and Comment
Data

In this study, our objective is to assess the effectiveness of a time series model based on
Transformers using data related to post and comment counts from both the pre-pandemic and
mid-pandemic periods. We conduct a comparative analysis of the Transformer-based model with
ARIMA, Prophet, and LSTM models. The Root Mean Square Error (RMSE) values and their
relative comparisons are presented in Table 4.10 and 4.11 for the pre-pandemic and mid-pandemic

datasets, respectively.
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We have calculated the relative performance gain concerning the ARIMA model. The com-
parisons presented in Table 4.10 and 4.11 clearly indicate that deep learning models, on the whole,
outperform both the ARIMA and Prophet models. In Table 4.10, the LSTM model exhibits a rel-
ative improvement of 39.32% for posts, 41.98% for comments, and 35.04% for the combined count
of posts and comments than Prophet model. It’s worth noting that we initially expected the Trans-
former model to deliver superior performance compared to the LSTM model. However, we observe
that the Transformer model’s performance is slightly lower than LSTM for posts and comments but
surpasses it for the combined count of posts and comments.

Table 4.11 provides a similar performance comparison, but this time for the LSTM model
on mid-pandemic data. The LSTM model demonstrates a relative improvement of 50.98% for posts,
52.88% for comments, and 50.47% for the combined count of posts and comments when compared
to the Prophet model. Notably, the Transformer model’s performance remains slightly below that
of the LSTM model in this context.

Our results indicate that LSTM demonstrates exceptional performance compared to other
models. Deep learning models, such as LSTM, possess the capacity to effectively capture intri-
cate patterns, retain them in memory, and discern dependencies within the data, surpassing the

capabilities of linear models like ARIMA and Prophet.
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Metric Name

Pre-Pandemic

Mid-Pandemic

Node Count

Edge Count

Network Density

Connected Components Count
Clustering Coefficient

Mean Connected Component
Mean Shortest Path

Network Diameter

3,164
4,336
0.0009
2
0.1783
1,582
2.2499
6

4,839
6,396
0.0005
1
0.1597
4,839
2.2191
6

Table 4.7. User interaction metrics for r/EatingDisorder social network

Metric Name

Pre-Pandemic

Mid-Pandemic

Node Count

Edge Count

Network Density

Connected Components Count
Clustering Coefficient

Mean Connected Component
Mean Shortest Path

Network Diameter

4,079
9,260
0.0011
360
0.1365
11.3305
3.2629
8

10,936
34,266
0.00057
710
0.1783
15.4028
3.0899
8

Table 4.8. User interaction metrics for r/AnorexiaNervosa social network
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Metric Name

Pre-Pandemic

Mid-Pandemic

Node Count
Edge Count

Network Density

Connected Components Count
Clustering Coefficient

Mean Connected Component
Mean Shortest Path

Network Diameter

9,733
28,875

0.00060

611
0.1604
15.929
3.1525
8

15,953
46,050

0.00036

1183

0.1619
13.4852

3.13307

9

Table 4.9. User interaction metrics for r/BingeEatingDisorder social network
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5. CONCLUSION

In the field of Natural Language Processing (NLP), techniques such as topic modeling, text
summarization, etc. are incredibly powerful for understanding large volumes of unstructured text
data. Topic modeling, specifically, delves into the underlying structures present within a collection of
documents, revealing the hidden themes or subjects that run through the text. By identifying these
latent topics, it provides a method for organizing, categorizing, and analyzing extensive datasets in
a more comprehensible and manageable manner.

In our research study, we carried out a comparative analysis using Latent Dirichlet Allocation
(LDA) topic modeling to assess the alterations in discussion content in response to the COVID-
19 pandemic. Additionally, we established a social interaction network to investigate interaction
metrics, focusing on how users engage within the subreddits. Although our study is focused on
eating disorders, the system we developed is versatile and can be applied across various domains to
explore the impact of a stimulus on any community.

Primarily, we observed a significant surge in the number of users across all the subreddits
following the declaration of COVID-19 as a pandemic. These subreddits transformed into hubs for
sharing information related to the COVID-19 pandemic, new guidelines, and seeking assistance and
support. Concerned users increased their participation in these forums by sharing valuable insights
and guidance.

We noticed noteworthy changes in the discussion content within the various subreddits. In
r/EatingDisorders, there was a predominant focus on topics such as social support, coping with eat-
ing habits during the COVID-19 pandemic, post-COVID experiences, and resources like telemedicine
during the lockdown. The r/AnorexiaNervosa subreddit saw considerable discussions on changes in
subreddit guidelines, seeking support for recovery, post-COVID experiences, lockdown-related is-
sues, food, and family matters. In the r/BingeEatingDisorder subreddit, there was a notable shift in
discussions toward disruptions in daily routines, changes in eating habits, issues like insomnia, seek-
ing community assistance and support, and discussions related to mental health disorders. These
discussion topics vividly underscore the intensified impact of COVID-19 on individuals dealing with

eating disorders.
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5.1. Limitations

While this study has made valuable contributions, there are some limitations that should be
acknowledged. First, we focused exclusively on Reddit as the social media platform under analysis,
which means our findings may not offer a comprehensive representation of all online social me-
dia support groups. Additionally, while Latent Dirichlet Allocation (LDA) is adept at identifying
topics within a corpus, interpreting and assigning meaningful labels to these topics can be chal-
lenging. LDA-generated topics often tend to be abstract and require human judgment for accurate
interpretation.

Furthermore, we made the assumption that most Reddit users are based in the USA, as
demographic data was unavailable. The impact of COVID-19 on eating disorders can differ sig-
nificantly by region, so generalizing our findings may not be appropriate without taking regional
disparities into account.

5.2. Future Work

Analyzing the influence of COVID-19 on eating disorders opens up numerous possibilities for
future research. One avenue could involve delving into social support groups on various social media
platforms and exploring posts and comments to gain a deeper understanding of the conversations
related to the impact of COVID-19 on eating disorders. An interesting avenue for research would
be to compile and analyze control data from COVID-19 discussion subreddits. This could involve
studying a cross-section of users, including those who have posted in both eating disorder (EDs) and
COVID-19 discussion subreddits, as well as users who were active in EDs subreddits a year ago but
are no longer engaged in those communities. By comparing and contrasting these groups, researchers
might uncover valuable insights into the changing dynamics of online discussions related to eating
disorders during the pandemic, as well as the evolving interactions between these subreddits and
the broader COVID-19 discourse. Additionally, it’s worth considering the increased mortality rates
during the pandemic, which have heightened fear and anxiety levels on a global scale. There’s a
potential research area that could investigate the connection between the fear of death and the
prevalence or exacerbation of eating disorders. This could shed light on how these psychological

factors interrelate during challenging times like the COVID-19 pandemic.
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APPENDIX. A NOTE ABOUT REMOVED OR DELETED
POSTS AND COMMENTS

In our text-based analysis, we have chosen to exclude posts and comments where the author
or text is labeled as "[removed|" or "[|deleted|." However, in our post count and user interaction
analysis, we make an effort to include posts and comments even if the text has been deleted, as long
as the data is accessible. This decision is informed by our observation that data from Pushshift,
both the files and API, is not consistently scraped from Reddit at the same time it was initially
posted. This discrepancy in timing could potentially lead to fluctuations in the metrics that don’t
accurately reflect user activity.

Nonetheless, there are certain metrics for which it’s not feasible to consider deleted content,
such as adding users with no username to the user graph or counting words in deleted comments.

In these cases, we exclude the deleted data from our analysis.
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